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Abstract 

Given the ongoing development of computer-based tasks, there has been increasing 
interest in modelling students’ behaviour indicators from log file data with contextual 
variables collected via questionnaires. In this work, we apply a latent regression model 
to analyse the relationship between latent constructs (i.e., performance, speed, and 
exploration behaviour) and contextual variables among Scandinavian students (i.e., 
Norway, Sweden, and Denmark) during their completion of three interactive math‑
ematics tasks in the 2012 Program for International Student Assessment (PISA). The 
purpose of this study is threefold: (1) to investigate whether a factor model is adequate 
for explaining the relationship between extracted process indicators from log files and 
students’ performance on the three items; (2) to evaluate whether measurement invari‑
ance holds for the three analysed countries; and (3) to determine how well contextual 
variables [i.e., a student’s background, availability, use of information and communica‑
tion technology (ICT) resources, and learning conditions for mathematical literacy] 
correlate with the model’s latent constructs. Our findings reveal that a three-factor 
CFA model is well-suited to the analysed data and that a weak measurement invari‑
ance model performs best. By including contextual variables in the modelling, we also 
highlight the differences in Scandinavian students’ profiles. Specifically, higher eco‑
nomic social cultural status (ESCS) consistently led to higher math proficiency across 
all three countries. Norway did not show any gender differences in math proficiency, 
response time, or exploration behaviours. Experience with math tasks at school led to 
more exploration behaviours across all three countries. Swedish and Norwegian stu‑
dents who had more experience with pure math tasks at school were likely to obtain 
higher mathematics achievement scores and tended to interact more frequently with 
the testing platform when answering the three math items. When Danish students 
had higher ICT scores (i.e., more ICT resources available at school and home), they had 
lower response accuracy. There was, however, no effect of ICT on the three factors 
among Swedish and Norwegian students. Finally, we also discuss the implications and 
limitations of this study.
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Introduction
One important advantage of the transition from paper-based to computer-based assess-
ments in educational measurement has been the possibility of using log files as sources 
of process data (Provasnik, 2021). In the literature, process data can be defined as part 
of data management of raw log files with the aim to extract any piece of information 
(e.g., response action or timing) from the computer-generated files (Reis Costa & Leon-
cio Netto, 2022) or linked to the response process as defined by Provasnik (2021): ‘the 
empirical data that reflect the process of working on a test question—reflecting cogni-
tive and noncognitive, particularly psychological, constructs.’ There has been increasing 
interest in analysing such data since it is possible to gather students’ information beyond 
response accuracy (i.e., correct or incorrect answers). For example, one can extract the 
amount of time students spend on each task (i.e., time on task, Chen, 2020) as well as 
data on their interactions with the available tools (e.g., the use of an online calculator, 
Jiang et al., 2023).

A latent variable framework is a common approach to analysing the relationship 
between student performance and indicators extracted from log files. For example, De 
Boeck & Scalise (2019) used a three-factor confirmatory factor analysis (CFA) model to 
explore the relationships between performance, time, and action variables. Reis Costa 
and collaborators (2021), in turn, incorporated information from log data into scoring 
for their analysis of the precision of ability estimates. In a Bayesian framework, Klotzke & 
Fox (2019) proposed covariance structure modelling for the nested and crossed depend-
ences of data extracted from log files. Other studies have addressed joint modelling by 
including not only the number of actions but also even more complicated features, such 
as action sequences, time, response, and background variables (Han et al., 2019; Tang 
et al., 2020; Ulitzsch et al., 2021). Qiao et al., (2022) conducted a multigroup joint model 
with the response, response time, and action sequence, which focused on the group 
invariance of gender. However, rare studies yet showed the framework of cross-country 
comparison of latent variables measured by the processing indicators together with the 
measurement invariance examination for processing data in an international large-scale 
survey.

In this study, we use data from the 2012 computer-based assessment of mathemat-
ics (CBAM) from the Program for International Student Assessment (PISA), and our 
purpose is threefold: (1) to investigate whether a latent variable model is adequate for 
explaining the relationship between extracted process indicators from log files and stu-
dents’ performance on three items; (2) to evaluate whether measurement invariance 
holds for a number of selected countries (i.e., Scandinavian); and (3) to determine how 
well contextual variables [i.e., a student’s background, availability, use of information and 
communication technology (ICT) resources, and learning conditions for mathematical 
literacy] correlate with the model’s latent constructs.

The effects of student-level characteristics (such as personal backgrounds) and their 
context (e.g., learning environment and opportunity to learn the knowledge content) on 
outcomes (such as mathematics achievement) have been well studied (Schmidt et  al., 
2015; Senkbeil & Wittwer, 2013; Wihardini, 2016). However, research on the joint latent 
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model, which incorporates the effects of contextual variables on the measurement model 
for process data (e.g., time on task or use of an online calculator), is still in its infancy. 
As the third step of our analysis framework (i.e., after accounting for model adequacy 
and measurement invariance), we propose a latent regression analysis to further explore 
students’ cognitive processes when answering mathematic problems and differences 
between PISA participating countries. Before this exploration, however, an examina-
tion of invariance for the measurement model is required to ensure that the compari-
son of effects of contextual variables across different groups is meaningful (Nagengast & 
Marsh, 2014; Raykov & Marcoulides, 2006).

This study adds to the literature by analysing how data on students’ performance, 
self-reported data from questionnaires, and extracted observed behaviour through pro-
cess data are related to one another with regard to a set of tasks from the PISA. We 
work with data from the 2012 CBAM in three publicly released items (i.e., CM015Q01, 
CM015Q02D, CM015Q03D). They all belong to the CD production unit, which facili-
tates the interpretation of the model’s results, as students are exposed to the same 
item features and stimulus. We focus our analysis on Scandinavian students (i.e., Nor-
way, Sweden, and Denmark) and investigate measurement invariance for the extracted 
process data indicators for a meaningful comparison of the model’s results among this 
group of countries.

This study adds to the body of knowledge by applying the De Boeck & Scalise’s 
(2019) model for a set of mathematics items from PISA and also showed a procedure 
for cross-country comparison of the latent variables for process data, including (1) the 
measurement invariance examination, which makes the comparison among Scandina-
vian countries meaningful and (2) latent regression analysis which links country differ-
ences to the contextual variables. This paper suggests standard procedures for applied 
researchers who would like to make meaningful cross-group comparisons of process 
data from international large-scale assessments (ILSAs) with latent variable models. Due 
to its nature, however, this study is explorative and possible relationship among explana-
tory variables and differences in students’ process behaviours among Scandinavian 
countries should be investigated further.

Theoretical background and research questions

Based on the item features, several process indicators can be extracted from log files 
that can help increase the understanding of student performance. For instance, De 
Boeck & Scalise (2019) investigated the relationships among performance, invested time, 
and students’ actions in a collaborative task in PISA 2015. By using the sequence min-
ing technique, He et al., (2019a, 2019b) identified generalized patterns of respondents’ 
problem-solving behaviours in the Program for the International Assessment of Adult 
Competencies (PIAAC).

We focus our analyses on two behaviour indicators—response times and frequency 
of actions—using process data to explore the relationship between these indicators and 
students’ performance during the three relevant math tasks across the three Scandina-
vian countries.
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Our interest in the analysis of Scandinavian students is twofold. First, these countries 
have attracted attention in the educational context due to their successful combina-
tion of economic performance and social well-being. For example, together with other 
Nordic countries, they are generally perceived as having the most pronounced equality 
regarding educational opportunity (Frønes et al., 2020). Although this group of countries 
is more homogeneous than other PISA participating nations, there is a lack of studies 
that capture the nuances of how Scandinavian students spend their time and interact 
with mathematics items. Thus, our second interest is the exploration of how these coun-
tries differ in their relationships of contextual factors, students’ performance, and pro-
cess data in a joint framework. Using latent regression modelling, this study aims to fill 
this gap.

In this study, we have added three types of contextual variables—students’ background, 
availability and use of information and communication technology (ICT) resources, and 
learning conditions for mathematical literacy—to provide a broader overview of the 
similarities and differences in students’ outcomes among the analysed countries. All 
datasets are public and available for download on the Organization for Economic Coop-
eration and Development (OECD) website.

Research question 1: modelling performance and process data indicators from log files

Statistical approaches for modelling response outcomes together with process data indi-
cators have been used to evaluate students’ scientific inquiry performance in a problem-
solving scenario (Greiff et  al., 2015; Scalise & Clarke-Midura, 2018; Teig et  al., 2020). 
For example, Greiff et al., (2015) identified students’ mastery of an exploration strategy 
associated with problem-solving proficiency by analysing students’ interaction with a 
computer-based task. Teig et  al., (2020), in turn, applied latent profile analysis to fre-
quency of action, response accuracy, and response time to identify students’ profiles of 
inquiry performance.

Many studies applied psychometrical approaches to analyse the process data for vari-
ous educational purposes, such as classifying or predicting student performances. Chen 
(2020) proposed a continuous-time dynamic choice measurement model where they 
aimed to use the sequence of response actions to predict students’ final response to items 
and overall performance in the test. Ulitzsch et al., (2021) proposed a similarity statistic 
to connect response time pre-actions and sequence of actions, and based on that, they 
clustered students’ homogeneous response process patterns. Tang et al., (2020) applied a 
dissimilarity measure in the multidimensional scaling framework to identify the discrep-
ancy between response processes. Han et al., (2019) explored the action features from 
process data that predicted the item responses.

Among all possible process indicators that can be extracted from log file data, fre-
quency of action has been recognized as one of the indicators associated with students’ 
exploration behaviour and response time as supporting evidence of scientific inquiry 
processes (Scalise & Clarke-Midura, 2018; Teig et al., 2020). Using such indicators, De 
Boeck & Scalise (2019) developed a CFA model employing the indicators of frequency 
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of action, response time, and response accuracy to respectively measure three latent 
variables: inquiry exploration behaviour, speed, and collaborative problem-solving per-
formance. Figure  1 illustrates De Boeck & Scalise’s three-factor CFA model (2019). It 
is assumed that the local independence condition is satisfied for all three constructs, 
indicating that differences in the construct fully account for the apparent correlation 
among the process indicators. This is especially true for assessment items since test 
developers must take into consideration not only the item contents but also how much 
time students will spend on each task and what tools are available for their successful 
completion.

The model developed by De Boeck & Scalise (2019) for processing data (i.e., response 
times and frequency of actions) together with product data (i.e., response accuracy) has 
demonstrated a good fit to the response data for four items measuring collaborative 
problem solving among a sample of students from the United States in PISA 2015. In 
contrast to classical factor models, the residuals of response accuracy and frequency of 
action within each item were added to the modelling to predict the residual of response 
time, and the residual of response accuracy was assumed to be correlated with the resid-
ual of frequency of action. In contrast to the usual CFA framework, extra dependen-
cies were added to the modelling (i.e., direct effects and correlated residuals) to capture 
within-item relationships between process aspects and performance beyond the vari-
ance explained by the latent variables. These dependencies are particularly important 
since the successful completion of the tasks requires a minimum amount of time and 
may entail the manipulation of specific tools presented in the item stimulus.

In our study, we expanded De Boeck & Scalise’s (2019) framework for modelling stu-
dents’ performance and process data indicators by including contextual variables and 
studying the relationship of these variables across the three Scandinavian countries. By 
assuming that speed and exploration behaviour factors can be considered educational 
outcomes, such as mathematical performance, this analysis opens a new avenue of 
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Fig. 1  Adaptation of De Boeck & Scalise’s (2019) three-factor model for the analysis of three items in a test. 
While P1, P2, and P3 measure the response accuracy to the three items in binary outcomes (0 = incorrect and 
1 = correct answer), T1, T2, and T3 refer to response times, and A1, A2, and A3 refer to the frequency of actions 
for each item, respectively. The single-headed dashed arrows indicate the direct effect. The curves between 
the observed variables or latent variables indicate the correlations
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research by investigating how contextual variables are associated with these latent con-
structs among Scandinavian students. Since group comparisons require that the mean-
ing of constructs remains invariant across the studied countries (Nagengast & Marsh, 
2014), we evaluated measurement invariance using a multiple-group approach.

Research question 2: measurement invariance

Measurement invariance evaluation is a psychometric evaluation of the equivalence of 
model’s parameters across groups, time points, or test occasions (Brown, 2015). When 
measurement invariance does not exist between groups, the operationalized construct 
and the structure between constructs cannot be meaningfully tested across groups (e.g., 
hypothesis tests for the regression of one construct on another) because the measured 
construct or behaviour can have a different meaning for the disparate groups (Vanden-
berg, 2002). Therefore, measurement invariance is essentially better examined and dem-
onstrated prior to testing the relations between constructs across groups.

Due to its importance, measurement invariance is applied in various fields. For exam-
ple, Senese et  al., (2012) examined measurement invariance across cultural groups 
before mean difference tests. In clinical psychology research, Kueh et al., (2018) tested 
measurement invariance between the genders regarding physical activity and the lei-
sure motivation scale among youth. In an international large-scale analysis, Hansson 
& Gustafsson (2013) investigated the measurement invariance in socioeconomic status 
between immigrant and nonimmigrant backgrounds in Sweden using data from TIMSS 
2003.

Measurement invariance can be tested using a CFA framework. For example, Nagen-
gast & Marsh (2014) studied the invariance in motivation and engagement constructs 
using data from 57 countries via PISA 2006 through a multiple-group approach. He 
et al., (2019a, 2019b) also applied multigroup CFA modelling to evaluate the measure-
ment invariance in noncognitive constructs via international large-scale assessments.

Using process data from Scandinavian countries, we tested measurement invariance in 
latent factors, such as speed and exploration behaviour, using a multiple group CFA. Few 
studies have explored the measurement invariance in latent constructs associated with 
process data from large-scale international assessments. Reis Costa et  al., (2021), for 
example, investigated the measurement invariance in time-related variables across coun-
tries using PISA 2012 data. Concerning exploration behaviour, however, there is still a 
lack of studies examining measurement invariance for such constructs across countries 
participating in international surveys.

Research question 3: effects of contextual variables on modelling

In addition to comparing student achievement, another purpose of international large-
scale assessments is to compare student responses to background questionnaires (Kyl-
lonen & Bertling, 2013). These questionnaires include a set of items to gather contextual 
information, such as students’ background, context of instruction, or learning aspects 
(e.g., students’ interests, motivation, and engagement).
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In the PISA, a large selection of items from student questionnaires is devoted to con-
textual factors linked to cognitive and/or noncognitive outcomes (OECD, 2013). Regres-
sion analyses are usually the standard for statistically evaluating the effects of these 
contextual variables on performance. For instance, Senkbeil & Wittwer (2013) ran a mul-
tivariate linear regression to evaluate the relationship between mathematical achieve-
ment and computer use at home in PISA 2006 while accounting for social background 
variables.

To the best of our knowledge, this study is one of the first to incorporate contextual 
variables into the modelling of students’ performance and behaviour indicators across 
different PISA countries. We include such variables to advance the understanding of 
how contextual factors can influence educational outcomes. Specific to the analysis 
of process data in ILSA, several factors can play a role in how students respond to an 
assessment item and how it can be translated into process data indicators. For exam-
ple, Reis Costa & Leoncio Netto (2022) presented a six-layer ecological framework for 
capturing the nuances of intrinsic and extrinsic characteristics that can help explain test 
score variability. With this framework in mind, we limited our study to three layers in 
our analysis: (1) item characteristics and associated process data, (2) personal character-
istics, and (3) school and family context. Figure 2 illustrates our approach.

Specifically, we analysed three types of contextual variables from the PISA 2012 ques-
tionnaire: (1) personal background (i.e., gender, socioeconomic status index, language 
at home, and immigration background); (2) availability and use of ICT resources; and 
(3) learning conditions for mathematical literacy (i.e., opportunity to learn content). By 
exploring the effect of these contextual factors on the latent constructs (i.e., mathematic 
performance, speed, and exploration behaviour), this study may provide insights into 
how effective and equitable school practices are in Scandinavian countries.

Personal characteristics and family background play an important role in students’ 
academic success. For example, Wihardini (2016) showed that the PISA socioeconomic 
status (SES) index has a significant effect on students’ math performance estimates after 
controlling for other covariates. Gender is another important control variable that spe-
cifically for mathematics tasks, has shown that boys consistently outperform girls on 
standardized tests (Liu et al., 2008). Together with these two variables, students’ migra-
tion status and language at home were also analysed, since many studies using PISA data 

Fig. 2  Framework for the analysis of process data and contextual factors
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strive to disentangle the effect of these variables from the socioeconomic effect (OECD, 
2013).

In the learning environment, new digital resources have entered students’ homes and 
classrooms in the last decade. The availability of such ICT devices at school or home 
can influence a student’s performance on assessments (Senkbeil & Wittwer, 2013). Given 
the increase in computer-based tests, we also anticipated that the availability and use 
of ICT might have a positive effect on exploration behaviour and might influence the 
speed construct as well. To evaluate this, we explored differences in the latent constructs 
among Scandinavian students using five PISA scales: ICT availability at home, ICT avail-
ability at school, ICT use at home for school-related tasks, use of ICT in mathematics 
lessons, and use of ICT at school.

Using PISA’s opportunity to learn (OTL) indices relating to student-perceived 
experiences and familiarity with mathematical tasks, we also explored the effect of 
learning conditions on the extracted process indicators among Scandinavian coun-
tries. Since formal mathematics OTL has a strong relationship with student achieve-
ment (Schmidt et  al., 2015), we anticipated that such variables would also play an 
important role in the time students spend on the test and in how intensely students 
interact with test items.

In summary, the purpose of this study is to explore the potential of extracted pro-
cess data and questionnaire data to advance our understanding of students’ out-
comes from an international survey. Using three computer-based mathematics tasks 
from the PISA 2012 cycle, we first investigated the relationship between two specific 
behavioural indicators (i.e., response times and frequency of actions) and students’ 
item-level performance (i.e., response accuracy) in a three-factor CFA model, fol-
lowing the framework developed by De Boeck & Scalise (2019). We further investi-
gated measurement invariance using multiple-group CFA modelling across the three 
Scandinavian countries (i.e., Denmark, Sweden, and Norway). Using the best model 
from the invariance evaluation, we present a latent regression model to evaluate the 
effect of contextual variables on the latent constructs across the analysed countries. 
Accordingly, we address the three following research questions, which build upon 
each other:

1.	 Does a factor model of the observed measures of performance and process data sup-
port evidence for latent constructs (i.e., latent performance, latent speed, and latent 
exploration behaviour) among the three PISA 2012 math tasks?

2.	 How do Scandinavian countries differ in the model’s parameters for time and fre-
quency of action and the relationship between the latent constructs for math tasks?

3.	 How do contextual variables (i.e., a student’s background, availability, use of ICT 
resources, and learning conditions for mathematical literacy) relate to the latent fac-
tors and across the three countries?

The remaining sections are organized as follows: First, we describe the three com-
puter-based mathematics tasks in PISA 2012, analyse the samples, and provide our 
analytical framework. In the Results and Discussion sections, we elaborate model 
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data fit, measurement invariance, and latent regression coefficient results and dis-
cuss the implications and insights of the findings for the field.

Data and methods
Sample

In this study, we adopted public data from PISA 2012, which was administered by the 
OECD. This PISA data was collected from a representative sample of students aged 
15 in each participating education stem. For the purpose of this study, we analysed 
students’ data from Scandinavian countries (i.e., Denmark, Sweden, and Norway). 
In total, there were 1614 students from this group of countries with available log file 
data on the three analysed computer-based math tasks. After removing 188 students 
who had missing values, the final sample comprised 1426 students. Table  1 shows 
the demographic characteristics of the analysed sample of students by country.

Instrument

From the PISA 2012 computer-based assessment of mathematics, we selected three 
items from the unit “CD production” for this study. These items were administered 
on the same test forms and were grouped together in a bundle; they shared the same 

Table 1  Sample size information for each Scandinavian country

Country n Female Native Language at home is the same 
as the language of assessment

Denmark 615 322 (52%) 451 (73%) 493 (80%)

Sweden 408 215 (53%) 333 (82%) 322 (79%)

Norway 403 196 (49%) 352 (87%) 354 (88%)

Total 1426 733 (51%) 1136 (80%) 1169 (82%)

Fig. 3  Shared stimuli and interfaces among the three studied items
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reading passage, figure, and interaction interface (see Fig. 3). To answer the questions, 
students were provided with two linear curves. In the textbox, students were allowed 
to input the value of the x-axis (i.e., number of copies), and the values of the y-axis for 
the two linear curves were then generated. While working on these tasks, the com-
puter-generated log files collected students’ information, such as response accuracy, 
response time, and interactions between student and computer (e.g., actions of keying 
words in the textbox and clicking the screen).

These math tasks varied in content and format. While the first item measured math-
ematical quantity, the other two were related to change and relationship content. The 
format of the first item (item code: CM015Q01) was multiple choice, and it involved 
calculating the difference between two linear curves for a specific x-value. The follow-
ing two items were of the constructed response type. For the second item (item code: 
CM015Q02D), students were asked to write the equation of the regression function 
for one linear curve from the figure. For the third item (item code: CM015Q03D), 
students had to find the value of the x-axis where the two linear curves intersected.

Process indicators

We used the LOGAN R package (Reis Costa & Leoncio, 2019) to extract students’ 
process data (i.e., response time, and frequency of actions) for the three analysed 
items from the PISA 2012. Table 2 presents a description of each extracted process 
indicator. More details on the structure of log file data from the PISA and preprocess-
ing analysis can be found in Reis Costa & Leoncio Netto (2022).

In this study, we used binary and ordinal variables for response accuracy. While stu-
dents only received correct or incorrect answers for the first item (CM015Q01), par-
tial credit was given for the remaining two items (CM015Q02D and CM015Q03D). 
The response time was the total time of solving the item in minutes. To transform 
the positively skewed distribution of response time into a symmetric shape, we used 
the logarithm of response time as the analysed indicator of response speed (van der 

Table 2  Description of the extracted process data

(1) The computation of the response time is the difference on the amount of time for the “START” and “END” trace log events. 
(2) Example of possible valid values in the “number of copies” box are: 1; 20; 500; or 1000

Process indicator Description

Accuracy 1 Binary variable for CM015Q01 item with correct = 1 and incorrect = 0

Accuracy 2 Ordinal variable for CM015Q02D item with correct = 2, partial correct = 1, and 
incorrect = 0

Accuracy 3 Ordinal variable for CM015Q03D item with correct = 2, partial correct = 1, and 
incorrect = 0

Response time 1 Total amount of time (in min) student spent on the CM015Q01 item

Response time 2 Total amount of time (in min) student spent on the CM015Q02D item

Response time 3 Total amount of time (in min) student spent on the CM015Q03D item

Frequency of action 1 Number of valid values that the student typed in the “number of copies” box when 
answering CM015Q01 item

Frequency of action 2 Number of valid values that the student typed in the “number of copies” box when 
answering CM015Q02D item

Frequency of action 3 Number of valid values that the student typed in the “number of copies” box when 
answering CM015Q03D item
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Linden, 2006). The frequency of actions in the tasks was the number of actions of 
inputting and submitting the values in the “number of copies” textbox. Since the 
available log file data presented information for each keystroke as a “keyup” event, 
not as a whole number, we considered each valid value in the textbox a valid interac-
tion. For example, when a student entered a number with three digits (e.g., “100”), 
three indicators of interactive behaviour were considered for this student (i.e., one 
for each event: “1,” “10,” and “100”). The log of the frequency of action indicators was 
used in the analysis based on De Boeck & Scalise (2019). The latent variable behind 
frequency of actions was named “Exploration behaviour” because while students can 
use the textbox to facilitate their understanding regarding the task, it was not a nec-
essary action for task completion. In other words, an item could be solved by other 
means (e.g., by paper and pencil, since the use of these tools was allowed during the 
2012 PISA), for which the computation of the “frequency of actions” would be equal 
to zero However, when students decided to use the “number of copies” textbox, we 

Table 3  Contextual variables extracted from PISA 2012 students’ questionnaires

Category Variable Type Measure

Personal background Gender (ST04Q01) Categorical Dummy variable with male = 0 and 
female = 1

Index of economic, social, and 
cultural status (ESCS)

Numeric PISA 2012 index derived from five 
indices: highest occupational status 
of parents, highest educational level 
of parents, family wealth, cultural 
possessions, and home educational 
resources (OECD, 2014)

Language at home (ST25Q01) Categorical An internationally comparable vari‑
able computed in PISA 2012 with two 
categories: (1) language at home is 
the same as the language of assess‑
ment for that student; and (2) lan‑
guage at home is another language 
(OECD, 2014)

Immigration background (IMMIG) Categorical This index has three categories: (1) 
native students (those students 
who had at least one parent born in 
the country); (2) second generation 
students (those born in the country 
of assessment but whose parent(s) 
were born in another country); and 
(3) first-generation students (those 
students born outside the country of 
assessment and whose parents were 
also born in another country) (OECD, 
2014)

Availability and use 
of ICT resources

ICT availability at home (ICTHOME) Numeric PISA 2012 IRT scales based on the 
weighted likelihood estimates (WLEs). 
(OECD, 2014)

ICT availability at school (ICTSCH) Numeric

ICT use at home for school-related 
tasks (HOMSCH)

Numeric

Use of ICT in mathematics lessons 
(USEMATH)

Numeric

Use of ICT at school (USESCH) Numeric

Learning conditions Experience with applied mathemat‑
ics tasks at school (EXAPPLM)

Numeric PISA 2012 IRT scales on OTL content 
based on the WLEs. (OECD, 2014)

Experience with pure mathematics 
tasks at school (EXPUREM)

Numeric
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categorized this as an exploration solution behaviour because it may have helped stu-
dents in their mathematical thinking.

Contextual variables

Table 3 presents a description of the contextual indicators we selected for our study. 
Although other variables in the PISA may also be relevant (e.g., attitude towards 
mathematics or familiarity with mathematical concepts), not all items from the PISA 
2012 questionnaire were presented to all students due to the rotated scheme adopted 
in this edition of the assessment (OECD, 2014). In this study, scales of the availabil-
ity and use of ICT resources were included in the modelling as a single construct, 
while other variables were considered single measures. The rates of missing values of 
contextual variables ranged from 2 to 34.7%. We did not use a multiple imputation 
approach in this study because we adopted the full-information maximum likelihood 
in the parameter estimation, which performed well in recovering parameters when 
the missing rate was under 50% (Lee & Shi, 2021).

Analytic strategy

To answer our research questions, we conducted our analyses in four steps. First, a descrip-
tive analysis of the performance, process, and contextual indicators was performed. Then, a 
CFA model, following Boeck’s framework, was used to analyse the relationship between all 
observed measures and latent factors (RQ1). For the third step, we evaluated the measure-
ment invariance in the time and action model parameters across the three Scandinavian 
countries (RQ2). Finally, latent regression models with covariates were analysed to evaluate 
how contextual factors are related to the latent factors (RQ3).

Descriptive statistics

For each math task, we computed the average, standard deviation, range (i.e., minimum and 
maximum), skewness, and kurtosis statistics for extracted measures from the process data 
(i.e., response times and frequency of action), as well as each student’s final outcome (i.e., 
response accuracy). These statistics were also calculated for each of the contextual variables 
extracted from the PISA 2012 data.

CFA

For research question 1, CFA modelling was conducted to ensure that the processing data 
in PISA 2012 fit De Boeck & Scalise’s (2019) framework (see Fig. 1) by using lavaan (Rosseel, 
2012) in R version 4.0.4 (R Core Team, 2021). The marginal maximum likelihood estimator 
with robust standard errors (i.e., MLR option in lavaan) using a numerical integration algo-
rithm was implemented in the parameter estimation. We evaluated the model data fit indi-
ces, comparative fit index (CFI; Bentler, 1990), Tucker–Lewis index (TLI; Bentler & Bonett, 
1980; Tucker & Lewis, 1973), root mean square error of approximation (RMSEA; Steiger, 
1990), and standardized root mean squared residual (SRMR; Hu & Bentler, 1999). We used 
two fit thresholds: good (CFI & TLI > 0.95; SRMR < 0.08; RMSEA < 0.06) and moderate 
(0.90 < CFI & TLI < 0.95; 0.08 < SRMR < 0.10; 0.06 < RMSEA < 0.10).
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Based on De Boeck’s framework, the mathematical formulation of the three-factor CFA 
model was as follows: Pni, Tni, and Ani are the observed response correctness, response 
time, and frequency of actions of a person n (n = 1, …, N) to Item i (i = 1, …, I). The binary 
response outcome to the items is scored 1 for correct answers and 0 otherwise. The 
response time is the total time students spent on each item. The frequency of actions is the 
number of attempts that a student performed when inserting a valid number of copies in 
the textbox located in the “Price calculator” box (see Fig. 2) to answer each item. The loga-
rithm function for the transformation of response times and frequency of actions is used to 
make the positive skewed distributions symmetric. The latent cognitive factors (i.e., perfor-
mance, exploration behaviour, and speed) were measured by response accuracy, frequency 
of actions, and response time, respectively.

Thus, we represent person n’s response accuracy Pni to Item i measuring cognitive perfor-
mance θn as:

where δi and αi are the intercept and factor loading for Item i, respectively, and ǫni is the 
residual term. Likewise, person n’s frequency of actions measuring exploring behaviour 
ξn is defined as:

where νi and λi are the intercept and factor loading for Item i, respectively, and εni is 
the residual term. The logarithm transformed response time logTni is used to measure 
person n’s speed. The three factors correlate with each other, and we also assumed corre-
lated residuals to model the within-item relationship among the process indicators. The 
residual of response accuracy and that of frequency of actions correlates with the resid-
ual of response time, and the residual of response accuracy correlates with the residual 
of frequency of actions. Notably, for model flexibility, we released De Boeck’s model’s 
hypothesis of the causal relationship between indicators. This means that the residuals 
of indicators within items were correlated rather than having a direct effect.

Response accuracy, logarithm frequency of actions, and logarithm response time were 
regarded as continuous in this study. Although categorical indicators, the measurement 
model for response accuracy using a traditional CFA for continuous indicators. We 
acknowledge that a traditional CFA model is not the most appropriate model in terms 
of the misspecification for the categorical and count variables since the potential con-
sequence is that the factor loadings are imprecisely estimated; however, fortunately, the 
intercorrelation is still estimated with good parameter coverage (Li, 2016) when using 
the marginal maximum likelihood estimator with robust standard errors (MLR). Specific 
to research question 3, this approach is useful on the modelling of process data and con-
textual variables which can reveal meaningful correlations between the three latent fac-
tors (which are recovered well under MLR, even for categorical and count data) and well 
accommodate how the latent factors are explained by the covariates. Although De Boeck 
& Scalise (2019) used weighted least squares (WLSMV) estimation method which does 
not make assumptions about observed data, WLSMV still assumes the normal latent 

Pni = δi + αiqn + ǫni

Ani = νi + �iξn + εni
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distribution underlying each categorical indicator and performs worse intercorrelation 
recovery than MLR when the latent distributions are nonnormal (Li, 2016). Therefore, 
to obtain accurate intercorrelation and answer the research questions, we adopted MLR 
and considered response accuracy continuous indicators. Additionally, we used a sand-
wich estimator in MLR (i.e., an estimator to make standard errors robust for the data not 
normal; Maydeu-Olivares, 2017) for the standard error computation.

Because the students were sampled with unequal probabilities in PISA’s two-stage 
sampling design (OECD, 2009), we incorporated the sampling weights to establish unbi-
ased estimations by using lavaan.survey (Oberski, 2014) in R version 4.0.4.

In addition to De Boeck and Scalise’s joint CFA model for response accuracy, response 
time, and frequency of actions, we examined the three separate CFA models for response 
accuracy, response time, and frequency of actions to demonstrate the unidimensionality 
of measurement models for response accuracy, response time, and frequency of actions, 
respectively.

Measurement invariance via CFA

For research question 2, we examined measurement invariance by using a multiple-
group approach, considering each of the three Nordic countries a group in the CFA 
model with three latent factors (i.e., mathematic performance, speed, and exploration 
behaviour). We followed the procedure presented by Marsh et  al., (2009) to examine 
measurement invariance. We compared five models: the configural invariance model, 
weak invariance model, strong invariance model, strict invariance model, and structural 
invariance model. The configural invariance model had the same measurement frame-
work (e.g., the same number of factors, indicators, and relationships among factors) but 
freely estimated all the parameters. The weak invariance model then similarly fixed the 
factor loadings across the three countries. The strong invariance model similarly fixed 
the intercepts and factor loadings across the three countries, and the strict invariance 
model similarly fixed the intercepts, factor loadings, and residual variances across the 
three countries. The structural invariance model is a baseline model where not only the 
measurement parameters but also the variance–covariance between factors and residual 
correlation between factors are invariant. Table 4 provides the status of the parameter 
constraints for the above models.

Table 4  Constraints of parameters in the measurement invariance models

Free indicates that the parameters were freely estimated for each country. Fixed indicates that the parameters were fixed to 
be the same between countries

Model Covariance between 
factors

Residual 
correlation

Residual 
variance

Intercept Loading

Configural Free Free Free Free Free

Weak Free Free Free Free Fixed

Strong Free Free Free Fixed Fixed

Strict Free Fixed Fixed Fixed Fixed

Structural Fixed Fixed Fixed Fixed Fixed
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Model comparison evaluation  The fit indices for the model comparison in the meas-
urement invariance examination were CFI, REMSA, SRMR, Akaike information crite-
rion (AIC; Akaike, 1998), and Bayesian information criterion (BIC; Schwarz, 1978). We 
conducted a chi-square difference test (Brown, 2015) and compared it to the adjacent 
complex model to determine what level of invariance was achieved. The adjacent complex 
model is a model that releases the parameter invariance constraints more than the invari-
ance model. We adopted a conservative significance level of 0.05 for hypothesis testing. 
When the chi-square test showed that the invariant model did not significantly differ 
from the adjacent complex model, we selected the invariant model because it is more 
compact than the adjacent complex model.

Since the chi-square test is influenced by the sample size and complexity of the model 
(Yuan & Chan, 2016), we also accounted for the difference in the fit indices as additional 
information to complete the model comparison. In this study, the criteria of this differ-
ence were based on Chen’s (2007) suggestion; hence, if the invariant model had ΔCFI 
less than − 0.010, ΔRMSEA less than 0.015, and ΔSRMR less than 0.030 compared to 
the adjacent complex model, it was selected, even if the chi-square different tests pro-
duced significant results.

When the weak invariance model fits better than the configural model, factor vari-
ance and covariance can be compared meaningfully between countries. When strong 
invariance holds, the means of the factors can be meaningfully compared. When strict 
invariance holds, the reliability of the measures is consistent between countries (Raykov 
& Marcoulides, 2006). To answer research question 3, at least weak invariance was 
required because research question 2 entails comparing the factor covariance between 
Denmark, Sweden, and Norway.

Based on the model that had the best model data fit in the measurement invariance 
step, we compared the intercorrelation (i.e., correlation between response, time inten-
sity, and action frequency) among Denmark, Sweden, and Norway. A Wald test was 

Fig. 4  Latent regression framework for the analysis of students’ performance, response times, and frequency 
of actions in a joint framework with context indicators
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conducted to examine the difference in intercorrelation among these three Nordic 
countries.

Latent regression model with covariates

As long as the variance–covariance among the three factors is meaningful (i.e., at least 
weak measurement invariance is reached), the covariates can meaningfully explain the 
variance in the three factors. To answer research question 3, we fitted the invariant CFA 
model again, but this time, the covariates of a latent variable ICT and two manifest vari-
ables concerning OLT were used to predict the three factors (i.e., math performance, 
speed, and exploration behaviour) while considering each Scandinavian country a group. 
This is called a latent regression model, where the measured latent variables are pre-
dicted by the covariates.

Figure  4 illustrates the proposed model. In this framework, we allowed the three 
countries to have different structural coefficients; thus, the regression coefficients for 
Denmark, Sweden, and Norway were freely estimated separately. For the contextual var-
iables, we used the following: (1) a latent ICT variable measured by five items (i.e., ICT 
available at home, ICT available at school, ICT used at home for school-related tasks, 
use of ICT in mathematics lessons, and use of ICT at school); and (2) two manifest vari-
ables concerning OLT—Experience with Applied Mathematics Tasks at School (ExAp-
plM) and Experience with Pure Mathematics Tasks at School (ExPureM). In addition 
to the ICT and OLT variables, the covariates included four controlling variables: immi-
gration status, ESCS, language at home, and gender. We tested the significance of the 
regression coefficients for each contextual variable (e.g., ICT, ExApplM, and ExPureM) 
by computing the p values to answer research question 3.

Table 5  Descriptive analysis of the indicators in their original metrics

Variable Mean SD Min Max Skew Kurtosis

Accuracy 1 0.61 0.49 0 1 − 0.43 − 1.82

Accuracy 2 0.13 0.46 0 2 3.41 10.34

Accuracy 3 0.5 0.74 0 2 1.08 − 0.32

Response time 1 (min) 1.22 0.75 0.04 9.06 2.54 14.68

Response time 2 (min) 1.61 1.16 0.05 11.01 1.93 7.28

Response time 3 (min) 1.71 1.1 0.03 10.54 1.47 5.31

Frequency of action 1 2.74 6.25 0 105 7.36 83.57

Frequency of action 2 4.92 12.9 0 240 6.76 88.98

Frequency of action 3 28.21 49.41 0 424 2.3 6.81

ICT availability at home 0.28 0.83 − 4.02 2.78 0.77 1.72

ICT availability at school 0.61 0.74 − 2.8 2.83 − 0.29 2.13

ICT use at home for school-related tasks 0.23 0.91 − 2.44 3.73 0.13 3.64

Use of ICT in mathematics lessons 0.43 1.11 − 0.77 2.8 0.53 − 0.61

Use of ICT at school 0.67 0.73 − 1.61 4.11 − 0.05 3.1

Experience with applied mathematics tasks at school 0.32 0.96 − 2.99 3.2 0.46 2.29

Experience with pure mathematics tasks at school − 0.14 0.99 − 2.73 0.8 − 0.81 − 0.08

Economic, social, and cultural status 0.31 0.85 − 2.71 2.28 − 0.54 0.17
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Results
Descriptive analysis

Table 5 presents the means, standard deviations, minimal values, and maximum values 
for the indicators and covariates. Item 1 was the easiest task, whereas Item 3 demanded 
the longest response time and required the greatest number of actions in solving the 
math problem. The skewness of response time to the three items was 2.54, 1.93, and 
1.47, respectively, and that of frequency of actions was 7.36, 6.76, and 2.30, respectively. 
We used log transformation of response times and frequency of actions as indicators of 
latent speediness and latent exploration behaviour. The skewness of log response time 
to the three items was − 0.82, − 0.80, and − 1.19, respectively, and that of log frequency 
of actions was 0.77, 1.31, and 0.55, respectively. All skewness after log transformation 
ranges from −  2 to + 2, which is considered acceptable for the normal distribution 

Table 6  Factor loadings in the three-factor CFA model

***p < 0.001

Variable Estimate Standardized 
estimate

SE p-value

Performance factor

 Accuracy 1 (Ac1) 1 0.507 – –

 Accuracy 2 (Ac2) 0.861 0.444 0.101 0***

 Accuracy 3 (Ac3) 2.247 0.751 0.160 0***

Speed factor

 Log response time 1 (Tm1) 1 0.513 – –

 Log response time 2 (Tm2) 1.936 0.787 0.166 0***

 Log response time 3 (Tm3) 1.949 0.773 0.171 0***

Exploration behavior factor

 Log frequency of actions 1 1 0.697 – –

 Log frequency of actions 2 1.178 0.656 0.064 0***

 Log frequency of actions 3 2.411 0.881 0.119 0***

Table 7  Extra dependencies in the CFA model

Ac1, Ac2, and Ac3 are indicators for response accuracy to items 1, 2, and 3, respectively. Tm1, Tm2, and Tm3 are indicators for 
log response time to items 1, 2, and 3, respectively. Fq1, Fq2, and Fq3 are indicators for log frequency of actions to items 1, 2, 
and 3, respectively. The symbol ↔ indicates correlated residuals

***p < 0.001

Variable Estimate Standardized
estimate

SE p-value

Ac1 ↔ Tm1 0.009 0.038 0.008 0.297

Ac2 ↔ Tm2 0.006 0.028 0.008 0.442

Ac3 ↔ Tm3 0.071 0.282 0.012 0***

Fq1 ↔ Tm1 0.076 0.164 0.015 0***

Fq2 ↔ Tm2 0.225 0.404 0.027 0***

Fq3 ↔ Tm3 0.222 0.397 0.038 0***

Ac1 ↔ Fq1 0.058 0.160 0.013 0***

Ac2 ↔ Fq2 0.169 0.345 0.023 0***

Ac3 ↔ Fq3 0.089 0.169 0.051 0.078
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assumption (George & Mallery, 2010). The correlations among indicators and manifest 
variables can be found in Appendix A. The descriptive statistics of all indicators and 
covariates for Denmark, Sweden, and Norway, separately, can be found in Appendix B.

CFA Modelling

The model data fit for the CFA model showed CFI = 0.982 (> 0.95); TLI = 0.957 (> 0.95); 
RMSEA = 0.052 (< 0.08); and SRMR = 0.028 (< 0.08). All the indices demonstrate that De 
Boeck & Scalise’s (2019) framework fit the response data to the computer-based items 
when solving the math problem in PISA 2012. Table 6 shows the factor loadings of the 
indicators. All factor loadings were significantly positive for the corresponding fac-
tors. The standardized estimates show that the loadings of response accuracy for Item 
2 were lower than those for other items. The correlation between math performance 
and response speed was 0.615, between math performance and exploring behaviour was 
0.871, and between response speed and exploring behaviour was 0.573.

Table  7 shows the relations between the residuals of the indicators. All the residual 
relations were significantly larger than zero, except those relations between response 
accuracy and response time for Items 1 and 2. When answering Item 3, higher response 
accuracy required a longer response time. Similar to De Boeck & Scalise’s (2019) conclu-
sions, response times and frequency of actions were highly correlated with each other 
within the items.

In addition to the joint CFA modelling, we have implemented separate CFA models 
for response accuracy, response time, and frequency of actions. The results indicate 
that all the model data fit indices showed a perfect fit (i.e., CFI = 1.000; TLI = 1.000; 
RMSEA = 0.000; and SRMR = 0.000); i.e., the degree of freedom for those measurement 
models containing only three items is equal to zero. The standardized factor loadings 
to the three items were 0.721, 0.871, and 0.775 for response accuracy; 0.535, 0.802, and 
0.750 for response time; and 0.688, 0.626, and 0.876 for frequency of actions. All stand-
ardized factor loadings larger than 0.535 showed sufficient factor loadings for measuring 
the unidimensional latent variables.

Measurement invariance for the confirmatory factor model

Measurement invariance was examined to answer research question 2. Table  8 shows 
the comparisons between the configural, weak, strong, strict, and structural invariance 
models. Although the configural model had the smallest SRMR and the structural model 
had the smallest BIC, the AIC suggests that the weak invariance model fits the data 

Table 8  Model fit indices of the measurement invariance models

Δχ2 is the change in chi-square from the one model above to the current reduced model. The bold values indicate the best 
fit among models under the fit indices.

***p ≤ 0.001

Model CFI RMSEA SRMR AIC BIC Δχ2 p-value

Configural 0.97 0.081 0.039 28234 28850 –

Weak 0.968 0.075 0.042 28231 28784 16.269 0.18

Strong 0.958 0.078 0.049 28268 28757 60.273 0.000***

Strict 0.952 0.068 0.054 28262 28562 44.847 0.15

Structural 0.949 0.066 0.062 28261 28498 23.57 0.02*
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best. This indicates that the factor loadings were invariant between Denmark, Sweden, 
and Norway. The Δχ2 test showed that the weak invariance and configural invariance 
models did not significantly differ from each other in terms of model data fit. The same 
conclusion can be derived from the changes in CFI, RMSEA, and SRMR between the 
weak and configural invariance models. Based on Chen’s suggestion (2007), ΔCFI > -0.01, 
ΔRMSEA < 0.015, and ΔSRMR < 0.03 between the two nested models could be the same 
performance identified in model data fit. The strong invariance model had a worse 
model data fit than the weak invariance model, since ΔCFI < − 0.01 and the test of Δχ2 
reached the significance of a nominal alpha level of 0.05. Generally, the weak and con-
figural invariance models fit the data best. When comparing the weak and configural 
invariance models, the weak invariance model is less complex (fewer free parameters) 
than the configural invariance model. As a result, the weak invariance model was pre-
ferred, and it was concluded that the three Nordic countries have consistent factor load-
ings according to De Boeck & Scalise’s (2019) measurement model. That is, response 
accuracy, response time, and frequency of actions had the same measurement construct 
across the three Nordic countries.

This result implies that factor covariance among math proficiency, speed, and 
exploration behaviour can be compared meaningfully between countries. Addition-
ally, the intercorrelations among the three factors for Denmark, Sweden, and Norway 
(see Table  9) show that all the intercorrelations are positive for the Nordic countries. 
The higher the math proficiency performance is, the longer the response time and the 
greater the frequency of actions to solve computer-based math problems. Denmark had 
a significantly higher correlation between math proficiency and exploration behaviour 
than Sweden and Norway but a significantly lower correlation between math proficiency 
and speed than Sweden. Sweden and Norway did not show significant differences in any 
of the intercorrelations. The correlations between speed and exploration behaviour for 
the three countries were not significantly different. In summary, Danish students had a 
larger extent of the positive relation between math proficiency and exploration behav-
iour than Swedish and Norwegian students but a smaller extent of the positive relation 
between math proficiency and speed than Swedish students.

Table 9  Intercorrelations among math proficiency, speed, and exploration behavior for Denmark, 
Sweden, and Norway

The numbers in the square brackets are the lower bound and higher bound of 95% confidence interval for the correlation 
coefficients

Correlation Denmark (N = 615) Sweden (N = 403) Norway (N = 408)

Math proficiency ↔ Speed 0.568 0.646 0.612

[0.503 0.633] [0.571 0.721] [0.535 0.689]

Math proficiency ↔ Exploration behavior 0.936 0.861 0.869

[0.908 0.964] [0.811 0.911] [0.821 0.917]

Speed ↔ Exploration behavior 0.566 0.578 0.575

[0.501 0.631] [0.498 0.658] [0.495 0.655]
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Latent regression with covariates

Since a minimum level of measurement invariance was reached, it was possible to ana-
lyse the effects of ICT and OTL after controlling for immigration status, international 
language at home, SES, and gender across the Scandinavian countries. In a multi-
group latent regression framework, as depicted in Fig.  4, the model fit statistics were 
CFI = 0.926, TLI = 0.904, RMSEA = 0.048, and SRMR = 0.058. This indicates that the 
multigroup model where the three factors (i.e., math proficiency, speed, and exploration 
behaviour) were predicted by the selected contextual variables fit the data satisfactorily.

The effects of ICT and OTL on the three factors are shown in Table 10. On math pro-
ficiency (measured by response accuracy), ESCS had a positive effect across the three 
countries. Gender can predict math proficiency (males had higher math proficiency 
than females) in Denmark and Sweden but not in Norway. Experience with pure math 
at school (ExPureM) positively predicted math achievement in Sweden and Norway 
but not in Denmark. The ICT score negatively predicted math achievement in only 

Table 10  Coefficients of ICT, OTL, and controlling variables on latent factors measured by response 
accuracy, response time, and frequency of actions

The standard errors of the coefficients are in parentheses

ExApplM experience with applied mathematics tasks at school, ExPureM experience with pure mathematics tasks at school, 
ICT information communication technology, ESCS economic, social, and cultural status

*p ≤ 0.05

**p ≤ 0.01

***p ≤ 0.001

Effect Denmark (N = 615) Sweden (N = 403) Norway (N = 408)

Regressing mathematic achievement (response accuracy)

 ExApplM 0.039 (0.021) − 0.031 (0.02) − 0.019 (0.025)

 ExPureM − 0.009 (0.018) 0.062** (0.021) 0.064** (0.024)

 ICT − 0.243* (0.106) − 0.094 (0.071) − 0.089 (0.132)

 ESCS 0.075*** (0.02) 0.06* (0.023) 0.098*** (0.028)

 Gender − 0.131*** (0.035) − 0.12** (0.039) − 0.018 (0.041)

 Language at home 0.03 (0.076) 0.106 (0.138) − 0.091 (0.095)

 Immigration status − 0.067 (0.049) -0.063 (0.088) 0.056 (0.059)

Regressing speed (response time)

 ExApplM 0.031 (0.023) − 0.015 (0.033) 0.002 (0.046)

 ExPureM 0.016 (0.02) 0.044 (0.031) 0.112** (0.039)

 ICT − 0.048 (0.147) − 0.09 (0.12) 0.177 (0.233)

 ESCS 0.092*** (0.022) 0.036 (0.035) 0.064 (0.042)

 Gender 0.01 (0.037) − 0.016 (0.048) 0.049 (0.051)

 Language at home − 0.044 (0.102) − 0.011 (0.13) 0.001 (0.147)

 Immigration status − 0.077 (0.068) 0.054 (0.088) 0.024 (0.105)

Regressing exploratory behavior (frequency of actions)

 ExApplM 0.127* (0.064) − 0.083 (0.073) − 0.005 (0.076)

 ExPureM − 0.027 (0.06) 0.173* (0.071) 0.18* (0.073)

 ICT − 0.688 (0.351) − 0.281 (0.239) − 0.086 (0.464)

 ESCS 0.187** (0.06) 0.037 (0.083) 0.137 (0.082)

 Gender − 0.192 (0.107) − 0.514*** (0.132) 0.009 (0.119)

 Language at home − 0.238 (0.23) 0.081 (0.39) 0.031 (0.29)

 Immigration status 0.001 (0.147) 0.027 (0.249) − 0.208 (0.203)
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Denmark. This means that the greater the ICT use at school and at home in Denmark 
was, the lower the math achievement on the three analysed items.

Regarding response time, the higher the ESCS was, the greater the response time 
required to answer items in Denmark. There was no gender difference in response time 
across the three countries. For Norwegian students, more experience with pure math at 
school led to longer response times when answering computer-based math problems. 
However, this positive relationship did not exist in Denmark or Sweden.

Regarding exploration behaviours, measured by frequency of actions, higher ESCS led to 
more exploration behaviours in Denmark, whereas there was no SES effect in Sweden or 
Norway. Gender differences in exploration behaviours existed only in Sweden. Experience 
with pure math at school positively predicted exploration behaviours for Swedish and Nor-
wegian students. For Danish students, experience with application math at school positively 
predicted exploration behaviours as well. Overall, the more experience the students had 
with pure or application math tasks at school, the more frequently they interacted with the 
computer program when solving math problems.

In summary, we found that a higher ESCS consistently led to higher math proficiency. 
Norway did not have any gender differences in any math proficiency, speed, or exploration 
behaviours. Experience with math tasks at school led to more exploration behaviours across 
the three countries. Swedish and Norwegian students who had more experience with pure 
math tasks at school received higher mathematics achievement scores and tended to inter-
act more frequently with the testing platform when responding to the three math items. 
When Danish students had higher ICT scores, that is, more available ICT at their school 
and home, they had lower response accuracy. There was no effect of ICT on the three fac-
tors among Swedish and Norwegian students.

Discussion
This study is among the first to employ joint modelling of students’ performance, process 
data indicators, and contextual variables to analyse data from Scandinavian students via 
the PISA. Focusing on an explorative framework, we have aimed to gain insights into 
students’ characteristics and overt behaviours when answering mathematic tasks. This 
study may also provide insights into how effective and equitable school practices are 
in Scandinavia countries in regards to allowing the exploration of the effect of contex-
tual factors on latent constructs (i.e., mathematic performance, speed, and exploration 
behaviour).

The results from exploring our first research question show that De Boeck & Scalise’s 
(2019) factor model for the observed measures of performance and process data is sup-
ported by the evidence for latent constructs (i.e., latent performance, latent speed, and 
latent exploration behaviour) on the three PISA 2012 math tasks. The results addressing 
the second research question, built upon the results for the first, show that the weak 
invariance model fits the data best. Because the weak invariance model allows mean-
ingful comparisons between factor variance and covariance across the different coun-
tries, the results for our third research question show that contextual variables may also 
help explain the variability among the latent factors and across countries. For instance, 
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students from Sweden and Norway who had more exposure to pure math tasks at school 
were more likely to receive higher mathematics scores and tended to interact more with 
the item features when completing the three math tasks.

Our findings provide important insights for research on CBAM. For example, they 
demonstrate the potentialities of extracting process data indicators from log files to bet-
ter understand how intensively students interact with test features and how they relate 
to students’ performance. We believe our analysis and log file data management for the 
extraction of the process indicators (i.e., response times and frequency of actions) can be 
generalized to other interactive items beyond our chosen unit (i.e., CD production) and 
in different domains. This is also of great interest in the context of international surveys; 
it can open new avenues for a better understanding of the similarities and differences in 
the outcomes of these indicators among students from different countries.

Our primary interest in this study, however, was not to advance theory in the field 
of CBAM but to showcase how different sources of data (i.e., process data and self-
reported data from questionnaires) can be exploited to produce new information and 
knowledge regarding educational outcomes when comparing the PISA data of partici-
pating countries. By analysing Scandinavian data, this study adds to the understanding 
of the similarities and differences in students’ performance and behaviour indicators on 
an international survey. Findings from the OECD (2013) indicate that students’ perfor-
mances on the PISA 2012 computer-based assessment of mathematics across these three 
countries were not significantly different. Our study, however, has highlighted the differ-
ences in how students from Scandinavia approach PISA test items by moving beyond 
response accuracy.

Concerning the interpretation of our results, we see broad implications for researchers 
and stakeholders interested in this field. At an assessment level, the increased availability 
of fine-grained log files from computer-based tests can facilitate a major step towards 
the measurement of latent constructs in addition to students’ performance. At a meth-
odological level, in turn, the use of latent regression modelling can address the relation-
ships among observed measures and these latent factors; this can be attractive to and of 
great potential for researchers in various contexts.

The findings of our work should be considered in light of several limitations that can 
be considered opportunities for future research. First, we focused our analyses on two 
types of process indicators (i.e., response times and frequency of actions), but the num-
ber of potential behaviour variables that can be extracted from log files is unlimited. We 
also defined the number of keyups available in log files from the analysed items as single 
actions, not the students’ final choices (i.e., numerical value included in the textbox). In 
this case, the absolute number of actions may have been inflated due to this limitation 
from the PISA 2012 log files. However, we believe that our findings were not affected by 
this issue, since students received the same data management (i.e., more keyup actions 
indicated more interaction with test items). Second, the 2012 PISA’s rotated scheme for 
students’ questionnaire makes it impossible to incorporate some context variables into 
the model because of missing patterns. For example, a contextual variable of “Famili-
arity with Mathematical Concepts” was missing, by design, for all Norwegian students. 
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Thus, incorporating it into the model was not possible with the available data. Third, 
response accuracy was analysed as a continuous indicator in this study because the 
maximum likelihood estimator was not supported for the ordinal data in lavaan. The 
measurement model for response accuracy should be considered with caution. Adopting 
the WLSMV estimator is a general way to model ordinal data and allowed us to estab-
lish an accurate measurement model for response accuracy. However, WLSMV met the 
convergence problem of a nonpositive definite covariance matrix between latent vari-
ables for Norway when we applied a latent regression model. This problem mirrors pre-
vious studies that have reported how the covariance matrix between latent variables is 
biased when the sample size is relatively small (Li, 2016). A larger sample size can enable 
the convergence of the models with WLSMV, but such a sample size was not feasible 
in this study. Although the consequence of using MLR that misspecifies ordinal data 
is underestimating factor loadings, Li has suggested that MLR outperforms WLSMV 
in small sample size conditions for the estimation of interfactor correlations. Since the 
main focus of this study is on the correlations between the three latent factors (which 
are recovered well under MLR, even for categorical and count data) and how the latent 
factors are explained by the covariates across the analysed countries, the CFA with MLR 
estimator has proven to be useful for model mixed indicators. Finally, we tried to capture 
as many relationships among indicators and factors as possible in our modelling, but 
we acknowledge that possibly equivalent models may exist. We also acknowledge that 
there is a possible nonlinear relationship between the three latent constructs and that 
the intraindividual relationship between time and performance factors might be differ-
ent for students at lower or higher proficiency levels. These nuances were not captured 
in our modelling, but they may be an interesting topic for further research.

Other than response time and frequency of actions, the future study should consider 
the sequence of actions in responding items into the framework of cross-country com-
parison and measurement invariance examination. The sequence of actions to respond 
to items has been utilized in methodological studies (Chen, 2020; Han et al., 2019; He 
et al., 2022; Tang et al., 2020; Ulitzsch et al., 2021). The cross-country comparisons based 
on the approaches above could be valuable for future studies in the large-scale assess-
ment field.

Due to the exploratory nature of this work, evaluating why some contextual variables 
significantly relate to specific latent factors (e.g., why Danish students with more ICT 
available at school and at home had lower response accuracy) is beyond its scope. Nota-
bly, however, the PISA data are cross-sectional, which prevents causal assertions based 
on this study’s findings. Further work is needed to better explain the effects of contextual 
variables among Scandinavian countries.

Appendix A

Correlation between indicators and manifest variables
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Appendix B

Descriptive analysis of the indicators in their original metrics for Denmark, 
Sweden, and Norway, separately

See Tables 11, 12, 13

Table 11  Descriptive analysis of the indicators in their original metrics for Denmark

Variable Mean SD Min Max Skew Kurtosis

Accuracy 1 0.61 0.49 0 1 − 0.45 − 1.8

Accuracy 2 0.13 0.45 0 2 3.57 11.44

Accuracy 3 0.48 0.74 0 2 1.17 − 0.2

Response time 1 (min) 1.11 0.62 0.04 5.15 1.77 6.48

Response time 2 (min) 1.6 1.17 0.07 11.01 2.32 10.82

Response time 3 (min) 1.72 1.02 0.05 6.86 1.06 2.21

Frequency of action 1 3.01 6.43 0 105 9.01 117.96

Frequency of action 2 5.67 14.67 0 240 8.18 109.83

Frequency of action 3 29.7 49.58 0 308 2.04 4.2

ICT availability at home 0.35 0.82 − 1.4 2.78 1.04 1.27

ICT availability at school 0.81 0.74 − 2.8 2.83 − 0.02 1.69

ICT use at home for school-related tasks 0.45 0.83 − 2.44 3.73 0.12 5.24

Use of ICT in mathematics lessons 0.69 1.15 − 0.77 2.8 0.25 − 0.87

Use of ICT at school 0.83 0.71 − 1.61 4.11 − 0.04 4.15

Experience with applied mathematics tasks at school 0.31 1.02 − 2.99 3.2 − 0.02 1.69

Experience with pure mathematics tasks at school − 0.32 1.07 − 2.73 0.8 − 0.61 − 0.59

Economic, social, and cultural status 0.28 0.92 − 2.71 2.28 − 0.49 − 0.05

Table 12  Descriptive analysis of the indicators in their original metrics for Sweden

Variable Mean SD Min Max Skew Kurtosis

Accuracy 1 0.6 0.49 0 1 − 0.39 − 1.85

Accuracy 2 0.12 0.42 0 2 3.6 12.1

Accuracy 3 0.5 0.72 0 2 1.07 − 0.3

Response time 1 (min) 1.3 0.78 0.07 4.76 1.43 2.6

Response time 2 (min) 1.67 1.18 0.05 8.62 1.85 5.86

Response time 3 (min) 1.67 1.09 0.05 6.83 1.1 1.9

Frequency of action 1 2.6 5.59 0 73 7.35 75.12

Frequency of action 2 5.41 11.76 0 77 3.19 11.18

Frequency of action 3 24.91 45.97 0 286 2.16 4.59

ICT availability at home 0.16 0.83 − 2.79 2.78 0.73 1.25

ICT availability at school 0.35 0.77 − 2.8 2.83 − 0.16 1.76

ICT use at home for school-related tasks 0.04 1 − 2.44 3.73 0.71 3.35

Use of ICT in mathematics lessons − 0.23 0.9 − 0.77 2.8 1.58 1.7

Use of ICT at school 0.45 0.76 − 1.61 4.11 0.4 2.5

Experience with applied mathematics tasks at school 0.46 0.98 − 2.06 3.2 1.18 1.86

Experience with pure mathematics tasks at school − 0.11 0.95 − 2.73 0.8 − 0.86 0.18

Economic, social, and cultural status 0.25 0.83 − 2.71 2.26 − 0.53 0.2
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