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1. Introduction 
 

1.1. Motivation 
 

Climate models are idealised representations of a complex reality, and while they involve some 
degree of ignorance, distortion and approximations, they have the powerful capacity to enhance our 
understanding of the system we live in. These models allow us to quantitatively formulate and test 
hypotheses about the causes and mechanisms of past and future climate change. The climate is not 
stable in time but varies naturally on a range of timescales, as proven by observations and proxy 
records (Houghton, 1990; Pelletier, 1997). In addition, there is vast evidence that climate is now also 
changing due to greenhouse gas emissions resulting from human activity. These recent changes have 
already contributed to a global increase in temperature, and in the Arctic, the warming is four times 
faster than in the rest of the world (Rantanen et al., 2021). Even more worrying is that temperatures 
will continue to rise along with human emissions. As concerns are rising, the necessity of climate 
models and climate research is clear.  

In global climate models, the Earth system is described by a myriad of mathematical equations based 
on well-established physical, biological and chemical processes predicting matter and energy 
transfers. The processes that are represented in global climate models are generally divided into 
components such as the atmosphere, ocean and land surface. In short, the atmospheric component 
simulates cloud formation and transport of heat and water through wind. The oceanic component 
represents current movements and mixing as well as ocean biogeochemistry, while the land surface 
component predicts surface characteristics such as vegetation, snow cover, soil water, rivers and 
carbon storage. 

Among these components, the land surface generates most uncertainty in climate projections of future 
atmospheric CO2 concentrations (Fatichi et al., 2019). The terrestrial part of the global carbon cycle, 
including carbon storage by vegetation through growth (carbon sink), is the least constrained (Le 
Quéré et al., 2018), resulting in uncertain projections of future atmospheric CO2 concentrations 
(Friedlingstein, 2015). The complexity of land surface processes and the inaccuracy or sometimes 
even absence of crucial biogeochemical and physical processes are part of the uncertainty resulting 
from the land component. At high northern latitudes for example, a major consequence is that most 
land surface models project an increase in ecosystem productivity (Xia et al., 2017; Zhang et al., 
2014), despite a sizeable proportion of the land area showing declining productivity, commonly 
known as browning trends (Berner et al., 2020; Frost et al., 2021; Phoenix & Bjerke, 2016). Arctic 
browning has been linked to extreme winter events that cause vegetation damage (Bokhorst et al., 
2009; Phoenix and Bjerke, 2016), which are expected to become more frequent in the future 
(Bokhorst et al., 2010; Vikhamar-Schuler et al., 2016). 

Ecosystem responses to arctic warming may positively or negatively feedback into the Earth’s climate 
system depending on the geographical location, vegetation distribution and the changes resulting from 
the disturbance (McGuire et al., 2009). Forests have a lower albedo than tundra and this provides a 
positive feedback to rising temperatures (Bala et al., 2007). An increase in vegetation productivity due 
to a warming Arctic would increase CO2 uptake by photosynthesis and hence result in a negative 
feedback on temperature (Speed et al., 2010), but increased root activity from this increase in 
vegetation productivity will also re-activate old carbon stored in tundra soils, resulting in a net release 
of carbon and contribute to the positive feedback (Hartley et al., 2012). Moreover, modifications of 
the surface energy balance from ecosystem changes may enhance permafrost thaw (Schuur & Mack, 
2018). Permafrost soils store almost twice as much carbon as the atmosphere currently contains 
(MacDougall et al., 2012). Although the rate of carbon release from microbial activity in previously 
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frozen soils is uncertain, it is predicted to be a major contributor to a positive temperature feedback 
(Jansson & Taş, 2014). This emphasizes the need to realistically simulate current ecosystem 
productivity, vegetation distribution and total biomass in the arctic and boreal regions, to accurately 
predict future climate.  

When winter approaches, plants start to develop their ability to withstand frost events. This process, 
which prevents cellular freezing, is called hardening and takes place every year during autumn, when 
days become shorter and temperatures start to drop. Its reversal occurs when temperatures start to rise 
again, and this is crucial for the reactivation of plant metabolism. Cold-acclimated plants go through a 
set of structural and physiological changes which protect them from frost and drought, but also slows 
down their metabolism and stops the synthesis of carbon compounds. The mechanisms that enable 
trees to survive include modifications of the cell membranes (Vaultier et al., 2006; Moellering et al., 
2010), accumulation of cold-induced proteins and of cryoprotective compounds (Schrader & Sauter, 
2002; Knaupp et al., 2011, Close, 1997; Kjellsen et al., 2013) and modifications of the photosynthetic 
machinery (Savitch et al., 2002; Ensminger et al., 2006; Demmig-Adams et al., 2012). 

It has become clear that the influence of the cold season on the arctic carbon cycle (through processes 
such as frost, drought, and rain on snow) is much stronger than previously thought (Parmentier et al., 
2017). Hardiness can be dramatically disturbed when extreme winter warming events lead to spring-
like conditions. Such events prematurely initiate dehardening and expose vegetation by melting the 
protective snow cover (Bokhorst et al., 2011). When temperatures abruptly return to freezing 
following a warm spell, strong damage to trees, shrubs and sedges is likely to occur. Winter warm 
spells have already been observed at multiple northern locations, and their frequency is expected to 
increase (Bjerke et al., 2014; Bokhorst et al., 2009; Vikhamar-Schuler et al., 2016). The occurrence of 
vegetation-damaging events during several successive winters may result in ecosystem composition 
shifts (Zhao et al., 2017). Such events reduce vegetation productivity and carbon uptake by temperate, 
boreal and arctic ecosystems (Parmentier et al., 2018; Treharne et al., 2020). However, neither plant 
hydraulic adaptations during frost nor vegetation damage caused by extreme winter events, are well 
represented in land surface models. As a result, models lack the ability to simulate the cold season 
accurately. Land surface models urgently need to be updated with novel pathways and processes (e.g. 
delayed methane fluxes, microbial activity, cold acclimation and freezing plant water), to more 
accurately quantify future surface-atmosphere carbon fluxes in norther regions.  

The focus of this thesis is to further expand the understanding of the impacts of cold-season processes 
in temperate, boreal and arctic ecosystems by improving CTSM5.0-FATES. The functionally 
assembled ecosystem simulator (FATES) is a size and age-structured representation of vegetation 
dynamics which may be coupled to a land surface model or an Earth system model. The Community 
Terrestrial Systems Model (CTSM) and the Energy Exascale Earth System Model (E3SM), have both 
been coupled to FATES and used by numerous scientists across the globe to simulate land surface 
processes (Christoffersen et al., 2016; Lawrence et al., 2019). 
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1.2. Scope and objectives 
 

The overall goal of this work is to improve the representation and understanding of winter processes 
undergone by temperate and boreal vegetation during the cold seasons in a terrestrial biosphere model 
(CTSM5-FATES).  

This goal is met by addressing a series of sub objectives: 

1) Hardening scheme: 
a) Implement a globalized version of the hardening scheme based on the work of Rammig et al. 

(2010) into the ecosystem simulator (FATES) hosted by CTSM5.0. 
b) Adapt the hardening scheme to make it performant in all climates/locations since the 

hardening scheme of Rammig et al (2010) was parametrized to be effective only in Farstanäs 
(Sweden). 

c) Adapt the hardening scheme to all plant functional types (PFTs) since the version of Rammig 
et al. (2010) was parametrized to fit Norway spruce (Picea abies). 

2) Hydro-hardening: 
a) Implementing a novel scheme to use the hardiness level of plants to constrain plant hydraulic 

variables during winter in order to mimic the impacts of cold acclimation on plant hydraulics 
in the field.  

b) Assess the effects of hardiness on transpiration, root water fluxes, mortality, and vegetation 
productivity, and examine the sensitivity of parameters and variables involved in the 
hardening scheme 

3) Frost hardening: 
a) Implement a frost mortality scheme based upon the previously implemented hardening 

scheme. The frost mortality scheme uses the varying hardiness levels instead of a fixed 
tolerance threshold to calculate frost mortality. 

b) Examine the trends, annual distribution and spatial patterns of the hardiness-dependent frost 
mortality scheme and compare it to the previous frost mortality scheme.  

4) Frost droughts: 
a) Using the newly implemented schemes in (1)-(3) to evaluate the capacity of FATES-Hydro to 

accurately represent frost droughts in cases where the soil is still frozen, but mild atmospheric 
conditions trigger excess transpiration. 

b) Assess the vulnerability of deciduous versus evergreen shrubs (differentiated by their capacity 
to remain cold acclimated) during winter warming events. 

These four main objectives are treated in the following three papers, and as detailed below, some of 
the papers cover sub-objectives from different main objectives. 

Paper I: FATES has recently been improved with an advanced hydraulic model based on the 
continuous porous media approach (Sperry et al., 1998; Christoffersen et al., 2016). However, this 
improvement was initially developed to fit specific sites in the tropics. This implies that the model 
performs poorly at representing hydraulic processes in the cold regions of the world, where extreme 
winters can cause soils to freeze to temperatures well below −20°C causing dehydration by the 
activation of reverse water flow through roots in the model. The main purpose of Paper I is to make 
FATES-Hydro more realistic in cases where plants acclimate to cold temperature. The objectives met 
in Paper I are 1a, 1b, 2a and 2b and aim to show that the hydraulic changes prescribed by the 
hardening scheme are necessary to model realistic vegetation growth in northern regions and make it 
possible to use CTSM5-FATES to model realistic impacts from droughts on vegetation growth and 
photosynthesis. 

66



7 
 

Paper II: In FATES, each PFT is assigned a minimum temperature threshold (between 2.5 °C and − 
80°C) to which it is tolerant. These thresholds are fixed parameters of the model and are used to 
predict frost mortality and hence influence the spatial distribution of PFTs. However, depending on 
the climate (e.g. average winter temperatures of −20°C) of a grid-cell (location), the outcome is that 
plants with a low freezing tolerance (e.g. 2.5°C) are likely to die out in the course of a few winters, 
while plants with a high freezing tolerance (e.g. −80°C) will never incur frost injury. In Paper II, we 
replace the fixed temperature threshold by the hardiness level of plants in the calculation of frost 
mortality. The objectives of Paper II are described by 1c, 3a and 3b. Our goal with paper II is to show 
that the hardening-frost scheme is necessary to model (realistic) frost mortality in northern regions of 
the globe and to examine how it may lead to significant changes of PFT distribution ranges by 
enhancing the competitiveness of frost-tolerant PFTs. 

Paper III: Winter warming events in the Arctic are predicted to increase in the future. However, to 
date, no ecosystem models have studied the effects of frost droughts on cold-acclimated plants. Frost 
droughts occur when sudden winter atmospheric warming causes leaf transpiration while frozen soils 
prevent water uptake. In paper III, we take advantage of the complex tissue level-trait plant hydraulics 
of FATES-Hydro and its newly implemented hydro-hardening scheme to assess how the model 
performs to represent the 2013/14 winter warm spells that were experienced by deciduous and 
evergreen shrubs along the Norwegian coast. The objectives met in Paper III are 4a and 4b and aim to 
show that the extreme winter of 2013/14 led to excess transpiration, vegetation mortality and 
ultimately affected the carbon cycle, and that evergreen species are more vulnerable to acute frost 
desiccation than deciduous genotypes.  

 

1.3. Outline of this thesis 
 

This thesis is composed of two parts. The first part provides an overview of the presented research 
and is divided in several chapters. Chapter 2 presents a general overview over the relevant scientific 
background needed to understand the scientific work in this thesis. Chapter 3 describes the model 
used in the thesis (i.e. CLM5-FATES-Hydro) and the data that serves as atmospheric forcing (i.e. 
GSWP3v1, COSMOREA6 and ERA5-Land). Chapter 4 contains a summary of the scientific findings 
from each of the four papers and relates these to the objectives listed above. Chapter 5 discusses the 
results and presents recommendations for further research.  

The second part of the thesis contains the three scientific papers. All papers have been submitted to 
internationally recognized scientific journals. 
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2. Scientific background 
 
This chapter presents an overview of the scientific background related to the topics investigated in this 
thesis. I start by briefly defining and documenting the Arctic browning phenomenon in Section 2.1. 
This first section complements the motivation section and broadly introduces the concepts and 
processes related to extreme winter warming events, vegetation biomass and mortality, and how their 
feedback to climate is. In Section 2.2, the capacity of temperate and boreal plants to acclimate to cold 
and tolerate freezing during winter is described in detail. In a set of successive subsections, I discuss 
the emergence of cold tolerance, cold acclimation, and explain the pathways and reasons for plants to 
acclimate to cold and elaborate on some relevant aspects and impacts of freezing tolerance and 
dormancy. In Section 2.3, I describe the existing types of droughts with a particular emphasis on 
winter droughts and I discuss how they impact plant hydraulics and can lead to mortality. Finally, in 
Section 2.4, I first present the capacity and utility of land surface models as part of Earth system 
models, and then I describe how land surface and dynamic vegetation models represent phenology 
and frost mortality, and plant hydraulics and transpiration. 
 

2.1. Winter warming-induced greening and browning  
 

Arctic, boreal and temperate ecosystems have experienced substantial changes throughout the past 
forty years and are expected to be dramatically transformed over the coming decades (Francis & 
Vavrus, 2012; Serreze & Francis, 2006). For example, surface temperatures have risen much faster in 
the arctic region than the global average (Serreze & Barry, 2011), and northern parts of the world 
have experienced major extreme winter events (Bjerke et al., 2017; Hansen et al., 2014). Extreme 
winter events in northern regions can be in many forms and include for example excessive winter 
rainfall, abrupt and abnormally low temperatures, and winter warm spells. Warm spells are a number 
of consecutive winter days with maximum temperatures peaking above 0°C. As an example, in 
February 2012, Svalbard was hit by heavy rainfall (272 mm in two weeks) and maximum 
temperatures exceeded 4° C during 6-12 days before they dropped to −10° C again (Hansen et al., 
2014). With global warming, extreme winter events are expected to become more frequent in the 
future (Screen et al., 2015). 

Mid-winter warm spells (or warm pulses) can be extremely damaging to vegetation as they interrupt 
and disturb vegetation in their dormancy (Fig. 1). Because of their damaging effect on vegetation, 
extreme winter events may explain a large part of Arctic browning (Phoenix & Bjerke, 2016). For 
example, areas with vegetation damage, or browning, as large as 1424 km2 have been observed in the 
arctic region in the past decade (Bi et al., 2013; Bokhorst et al., 2008). Such browning events are 
defined as an area where living biomass or vegetation productivity decreases during at least 3 
consecutive years (Fig. 2). The normalized difference vegetation index (NDVI, a proxy for live green 
vegetation) is generally used to illustrate such browning or greening. However, huge uncertainties 
remain concerning the relative contributions of factors causing Arctic browning, which include 
extreme events, wildfires, insect attacks, diseases, and consequences thereof in particular. While the 
drivers of Arctic browning have been widely studied, its consequences on the Earth's climate have not 
been clearly defined yet.  

One major cause of arctic browning, frost damage, can occur in several ways. Periods of abnormally 
warm weather, particularly in the middle of arctic winter, simulate autumn-like conditions leading to 
mid-winter loss of freezing tolerance or premature bud burst in extreme cases (Phoenix & Bjerke, 
2016). During sudden and strong warm spells, plants typically start transpiring as a response to the 
higher temperatures, while the still frozen soil prevents root water uptake (Larcher & Siegwolf, 1985; 
Sakai & Larcher, 1987; Tranquillini, 1982). This process is called frost drought (in contrast to 
summer drought where the soil is not frozen) and results in dehydration of plant tissues through 
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excessive transpiration. Alternatively, when temperatures rapidly drop below freezing after a warm 
spell, frost may further damage plants by causing inter- and intra-cellular freezing of tissues (S. 
Bokhorst et al., 2011).  

Under normal circumstances, the exposure of plants to low temperatures increases their frost 
tolerance, a process known as cold acclimation, and this involves the expression of cold-induced 
genes (Chang et al., 2021; Leinonen et al., 1997; Thomashow, 1999). However, when temperatures 
drop too rapidly after a warm spell, plants do not have the time to re-acclimate (Arora & Rowland, 
2011; Kalberer et al., 2006; Welling & Palva, 2006). During warm pulses, the loss of freezing 
tolerance is often accompanied by substantial snow melt that increases vegetation’s vulnerability to 
freezing temperatures. Snow cover is crucial for insulating and protecting vegetation from cold 
atmospheric winter air. During a warm pulse, even a partial loss of this protective snow cover can lead 
to observed damage to the plant (or parts of the plant sticking out from the snow) (Bokhorst et al., 
2009). In addition, the simulation of spring-like conditions triggers bud burst, which is crucial for 
reproduction but also makes plants highly vulnerable to a return to freezing temperatures (Bokhorst et 
al., 2008). 

 

Figure 1: Damage to Empetrum nigrum in north-west Scandinavia caused by an extreme winter 
warming event. (From Phoenix & Bjerke, 2016) 
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Figure 2: Time series of MaxNDVI (Maximum Normalized Difference Vegetation Index) from the 
MODIS MCD43A4 (2000-21) dataset for the Eurasian Arctic (in red), North American Arctic (in 
blue), and the circumpolar Arctic (in black), and from the long-term AVHRR GIMMS-3g+ (1982-
2020) dataset for the circumpolar Arctic (in grey). (Frost et al., 2019) 

Changes in vegetation productivity will have considerable impacts on the climate system through, 
among others, modifications of the surface albedo (Loranty et al., 2011), carbon uptake, 
evapotranspiration (Law et al., 2002), biogenic volatile organic compound (BVOC) emissions 
(Peñuelas & Staudt, 2010), and permafrost stability (Nauta et al., 2015; Yi et al., 2007). Since 
vegetation damage in winter has consequences for plant health in summer, it has been suggested that 
extreme events may contribute to climate warming when considering the albedo effect (Diffenbaugh 
et al., 2005). Moreover, damaged vegetation means a reduced CO2 uptake, a potential feedback on 
climate that follows from extreme winter events (Parmentier et al., 2018). Also, if northern regions are 
browning, transpiration is expected to decrease, leading to less water vapour – an important 
greenhouse gas – which influences cloud formation (Law et al., 2002). To conclude, the effects of 
browning on the surface energy balance, carbon exchange, permafrost stability and feedbacks on 
climate change are mixed and have not been clearly defined yet (Pearson et al., 2013; Swann et al., 
2010; Yi et al., 2007). The potential for large impacts emphasizes the need to implement relevant 
processes in models and to explore their future development. 

 

2.2. Cold tolerance 
 

Since the late Eocene, the Earth has experienced countless cooling events resulting in a contraction of 
the tropics and the appearance of temperate zones in both hemispheres (Stickley et al., 2009; Zachos 
et al., 2001). As a response to this cooling, several tropical species have successively diversified in 
order to survive outside of their initial ecologic niche by becoming resistant to colder and often more 
seasonal environments (Axelrod, 1952; Sandve & Fjellheim, 2010; Schluter, 2016). 

Both in cold temperate zones and tropical highlands, plants experience freezing temperatures which 
may be detrimental to their fitness. However, the timing and duration of cold events is quite dissimilar 
in these regions, either occurring on an annual cycle in temperate regions or on a diurnal cycle in 
tropical highlands (Greenup et al., 2011; Preston & Sandve, 2013). Despite these two different cases 
of timing for frost, and their implication on the strategies adopted by plants of a given environment, 
there is evidence for similar genetic responses to cold (Teutonico & Osborn, 1995). In this thesis, we 
focus on the physiological and morphological adaptations adopted by temperate and boreal plants 
exposed to seasonal freezing temperatures. 

Unlike animals, who can migrate, plants are static. Hence, in order to survive cold winters, they must 
coordinate their most vulnerable phenological states (e.g. budburst, flowering and germination) with 
favourable environmental conditions, usually met during spring and summer (King & Heide, 2009). 
As a result, activities such as germination, growth and reproduction take place during the warm 
season, while plants become dormant and reduce or completely stop growth during winter. 

Among vegetation species found in nature, some are called spring annuals, meaning that they perform 
their entire life cycle in the course of a single growing season, from the moment they germinate in 
response to inductive conditions in spring, to flower and back to seed. These plants die annually and 
only cold-resistant seeds bridge the gap between two generations. In contrast, plants that persist 
several years without completely dying off are called perennials. Since the vegetative structures 
(roots, stem and leaves) of perennials are subject to cold/frost during winter, these plants are often 
induced into a cold and/or frost-tolerant state. Woody perennials (i.e. trees and shrubs) can be either 
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qualified as evergreen, if they keep their leaves/needles, or as deciduous if leaves/needles fall off in 
autumn. Plants with needles are called needleleaf while plants with leaves are called broadleaf. These 
definitions will be used throughout this thesis. 

 

22.2.1. Introduction to cold acclimation 
 

The development of tolerance to frost in seasonal temperate and boreal woody perennials involves a 
sequence of interdependent stages (Glerum, 1973; Sakai & Larcher, 1987; Weiser, 1970). The first 
stage appears to be induced by a shortening of days at still fairly warm temperatures (10° to 20°C in 
fall) and takes place only after growth has ceased. During this stage, plants accumulate materials such 
as reserve starch and neutral lipids. These stored substrates are essential energy sources for the 
fulfilment of the second stage. During the second stage, low non-freezing temperatures become the 
main driver, but sub-zero temperatures are even more effective and will further enhance the frost 
tolerance level of plants. Stage two is accompanied by the neo-synthesis of proteins and membrane 
lipids as well as structural changes that will ultimately lead to the maximum hardiness level (Welling 
et al., 2002).  

The maximum level to which plants can acclimate, as well as the timing and the rate at which they 
harden, is under genetic control and varies between and within species, depending on their 
developmental stage (Chang et al., 2021; Johansson et al., 2015; Sakai & Larcher, 1987). If 
transported to grow in the same outdoor location, like a common garden, northerly and highland 
ecotypes are likely to start hardening earlier than those originating from southerly or low latitude 
locations (Stevenson, 1994). After exposure to moderately warm conditions, a decrease in frost 
hardiness takes place (Pagter & Arora, 2013; Vyse et al., 2019). The rate and temperature range at 
which plants deharden or deacclimate depends on the development status and genotype of species 
(Arora & Rowland, 2011).  

The process of deacclimation is typically faster than acclimation (Arora et al., 1992). An extreme 
example shows that leaves of Solanum commersonii (wild potato species) only required one day to 
completely lose their freezing tolerance when exposed to 20°C (Chen & Li, 1980). In comparison, if 
exposed to 2°C, 15 days were needed. Observations of Pinus sylvestris indicate that hardening rates 
are around −1°C per day, while dehardening rates are ca. 2°C per day (Beck et al., 2004; Repo, 1991). 

 

2.2.2. Synchronization with dormancy 
 

A growing amount of research has focused on identifying the molecular mechanisms controlling 
dormancy and freezing tolerance separately, due to their complexity and distinct regulation (Welling 
& Palva, 2006; Wisniewski et al., 2003). However, as they are synchronized processes (Fig. 3), 
regulated by common environmental cues and mutually impacting each other, it is essential to take 
both dormancy and freezing tolerance into account when trying to understand overwintering strategies 
of trees. 

Similar to frost tolerance, the onset of dormancy is initiated in response to shorter days, when the 
region of cells capable of division and growth in the root and shoot tips of plants (apical bud 
meristem) cease their activity  (Rinne et al., 2001). From the moment plants stop growing, the 
development of dormancy is initiated, and in a few weeks’ time, the apical bud meristem but also the 
buds occurring at leaf nodes (auxillary buds) enter endodormancy (Lang, 1987). Endodormancy refers 
to a state of buds, where an internal inhibitor system prevents growth until exposed to sufficient 
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amounts of chilling temperatures (low but above zero). For the second stage of the development of 
freezing tolerance, the progression of dormancy requires chilling and freezing temperatures (Cox & 
Stushnoff, 2001; Welling et al., 1997). During this stage, buds are released from endodormancy and 
maintain a hardened resting state (ecodormancy) until growth conditions turn favorable again in 
spring (Lang, 1987). The increasing mean temperatures in spring also result in a gradual loss of 
freezing tolerance and in most cases endodormancy is a prerequisite for woody perennials to 
deacclimate and lose freezing tolerance. However, fluctuating temperatures can stop deacclimation 
and result in a transient increase of tolerance (reacclimation) (Welling et al., 2004). The capacity of 
plants to reacclimate and resist deacclimation play a significant role during a period when plants are 
particularly vulnerable to injury due to their emergence from dormancy (Kalberer et al., 2006; Pagter 
et al., 2011). 

 

Figure 3: “Annual development of dormancy and freezing tolerance in adult, field-grown birch during 
overwintering in northern Finland. After growth cessation and bud set in July, buds gradually enter 
into endodormancy, in which they are incapable of bud break until they have received sufficient 
chilling treatment. Endodormancy is released by November, and ecodormant buds are able to burst 
under favorable conditions. Freezing tolerance starts to increase during autumn in response to 
shorter day lengths. Subsequent low and freezing temperatures increase freezing tolerance to its 
maximum values. From February onwards, trees start to de-acclimate and their freezing tolerance 
decreases with increasing mean temperature. If temperature decreases transiently, trees are able to 
reacclimate. The yellow box refers to time of the year when mean temperature remains below zero. 
Horizontal bars denote the time of the year when different environmental factors are most likely to 
have the greatest impact on the growth of trees. LD, long day length; LT, low, non-freezing 
temperature; FT, freezing temperature; SD, short day length”. (From Welling & Palva, 2006) 

 

22.2.3. Deacclimation and reacclimation 
 

While maximum freezing tolerance is generally reached mid-winter, and is associated with the 
absence of growth, plants deacclimate upon exposure to favorable temperatures and increasing 
daylength so they can start growing again (Arora & Rowland, 2011). If deacclimation occurs too late, 
valuable growing season time will be lost. In contrast, plants that deacclimate too early, risk being 
exposed to damaging temperatures during cold spells. Unless of course, they have the ability to 
rapidly reacclimate in spring (Kalberer et al., 2006). Compared to the large body of research on cold 
acclimation, little is known on how plants maintain or reacquire frost tolerance in late winter and 
spring. It has been established that, depending on the degree of deacclimaton and the time plants spent 
in an unhardy state, some overwintering plants have the capacity to reharden to some extent. The 
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degree to which plants reacclimate has been suggested to progressively decrease after successive 
cycles of reacclimation (Shin et al., 2015). The loss of reacclimation capacity is believed to be either 
linked to the lack of available energy sources from stored substrates, or due to irreversible 
developmental changes resulting from deacclimation, or a combination of both (Pagter & Arora, 
2013; Saxe et al., 2001). 

 

22.2.4. Molecular level of cold acclimation 
 

Although the physiological consequences of hardening are well established, less is known about the 
pathways triggering cold acclimation and the ways cold temperatures are sensed by a plant (Guo et 
al., 2018; Ruelland et al., 2009; Shi et al., 2018). Research suggests that the low-temperature signal is 
translated into cellular responses through an array of mechanisms involving cell and organelle 
membranes (Örvar et al., 2000; Sangwan et al., 2001). A change of the membrane rigidity and 
rearrangement of the cytoskeleton (which is the network of protein filaments giving coherence and 
shape to cells), may trigger an influx of calcium (Ca++) and the expression of cold-responsive (COR) 
genes (Welling & Palva, 2006). Alternatively, the expression of COR genes can also be regulated by 
C-repeat-binding factor (CBF) dependent pathways (Thomashow, 1999). CBFs, or homologs, are 
rapidly expressed when temperatures drop, but can also be regulated by the circadian clock, light 
quality and photoperiod under normal (e.g. 22°C) temperatures (Dong et al., 2011). The products of 
COR genes associated to the acquisition of cold acclimation are numerous and include among others: 
late embryogenesis abundant (LEA) proteins such as dehydrins (Close, 1997), protein kinases (PK) 
(Weckwerth et al., 2015), proteins associated with lipid metabolism (Holliday et al., 2008), proteins 
for hormone responses such as ABA (Umezawa et al., 2010), cell wall modifiers, and chloroplast 
proteins (Tai et al., 2007; Ueno et al., 2013). 

The protective compounds synthesized during cold acclimation have been identified to prevent 
intercellular freezing and associated dehydration effects, enhance the capacity of plants to tolerate 
freezing, or promote both tolerance and avoidance of freezing (Janská et al., 2010; Levitt, 1980). The 
avoidance of interstitial ice crystallization can be achieved by keeping tissues isolated from the cold 
or decrease the temperature of ice nucleation. When anti-freeze proteins such as dehydrins are 
synthesized, the nucleation point of ice in tissues can be suppressed down to −38°C (Hanin et al., 
2011). Then, at temperatures between −20°C and −30°C, the formation of intracellular glass, also 
named vitrification, further enables cold-acclimated woody plants to develop a resistance to much 
lower temperatures. Experiments have demonstrated that in extreme conditions, it is possible for trees 
to resist temperatures as low as the temperature of liquid nitrogen (−196°C) (Rinne et al., 1998).  

In frost-tolerant plants, cryoprotective mechanisms improve membrane fluidity through changes in 
lipid composition (Steponkus, 1993; Uemura & Steponkus, 1997). The accumulation of sucrose and 
other sugars or LEA proteins contributes to the stabilization of membranes protecting them against 
frost-induced damage (Anchordoguy et al., 1987; Strauss & Hauser, 1986). 

 

2.2.5. Cold damage  
 

When temperatures get below the cold tolerance threshold of plants, damage can occur (Sakai & 
Larcher, 1987). In some cases, plants already experience injury at low temperatures (chilling 
temperatures) well above their freezing point (~1 to ~10 °C), a process called chilling injury (Lyons, 
1973). In contrast, freezing injury requires freezing temperatures and results in ice formation in and 
around plant tissues (Burke et al., 1976).  
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Chilling temperatures generally result in symptoms such as reduced growth, increased permeability of 
the membrane and metabolism dysfunction, which lead to chlorosis (lack of iron in leaves) or necrosis 
(degeneration of tissues) (Cohen et al., 1994; Wang & Wallace, 2004). In general, the duration of 
exposure to chilling is directly proportional to the degree of damage, and in extreme cases, chilling 
temperatures can cause wilting and death. Chilling injuries develop slowly and usually become visible 
only after several days or weeks (Lyons, 1973).  

In cases of freezing injury, the primary form of damage is mechanical stress to the membrane systems 
due to intercellular (occurring in the space between cells) ice crystallization and fragility of the tissues 
(Levitt, 1972). If intracellular (within cells) freezing takes places, cells always die (Asahina, 1956; 
Modlibowska & Rogers, 1955). Fortunately, due to the lower concentration of solutes and the 
consequently higher freezing point of water, ice generally starts to form in intercellular spaces before 
it forms in cells. Since ice has a lower chemical potential than liquid water, the formation of ice 
crystals in intercellular spaces makes the water potential decrease locally and provokes cellular 
dehydration.  

Water potential is a measure of energy and quantifies the tendency of water to move from an area to 
another due to osmosis (presence of solutes), gravity, mechanical pressure and capillary action 
(Papendick & Campbell, 1981). When the formation of ice crystals takes place in extracellular spaces, 
water flows out of cells along the water potential gradient resulting in cellular dehydration 
(Steponkus, 1984). The removal of water from cells causes membrane defects and alteration of lipid-
protein complexes. The loss of membrane integrity of cells that are insufficiently cryo-protected, in 
turn, results in solute leakage and water loss (Sakai & Larcher, 1987; Steponkus, 1984). If 
dehydration exceeds a certain threshold, cell membranes can be damaged leading to multiple 
physiological impacts: death of tissues, yellowing of leaves, smaller leaves, reduced reproduction, or 
even plant death. 

 

22.2.6. Photosynthesis inhibition and photosystem damage 
 

Beyond chilling and freezing injury, low temperatures inhibit the synthesis and pathways for repair of 
the core protein D1 of the photosystem 2. This can cause the near to complete loss of photosynthetic 
core proteins, which disrupts metabolic processes such as the fixation of CO2 (Ebbert et al., 2005; 
Ensminger et al., 2004). Freezing can also impair the Calvin cycle by decreasing the efficiency of 
rubisco carboxylation and slowing down the regeneration of ribulose biphosphate (Crosatti et al., 
2013; Ensminger et al., 2012). Despite the dysfunction of the photosystem and the absence of 
photosynthesis in overwintering evergreen needles or leaves, light is still perceived by the 
chloroplasts although it cannot be used for photosynthesis. This excess light can induce a process 
called photo-inhibition, which leads to the formation of reactive oxygen species (ROS), both of which 
can cause large photo-oxidative damage (Adams et al., 2004). For example, there is evidence that the 
production of ROS leads to membrane damage (Das & Roychoudhury, 2014). While deciduous trees 
avoid the stress resulting from high light intensities and freezing by shedding their leaves, evergreens 
have evolved mechanisms to prevent damage from excess light during winter. Conifers decrease light 
absorption through the degradation of leaf chloroplasts and some membrane proteins of photosystem 
2, and through the increased synthesis of photoprotective carotenoids (Ottander et al., 1995). The 
photoprotective mechanisms plants use to avoid the formation of ROS are called non-photochemical 
quenching (NPQ) and relies on the dissipation and conversion of excess light into heat. 
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2.3. Winter plant hydraulics  
 

22.3.1. Basics of plant hydraulics 
 

Photosynthesis is the chemical process by which plants transform water and atmospheric CO2 into 
sugar molecules and oxygen in their leaves. Photosynthesis requires energy from light to carry out this 
reaction. Leaves are covered by pores (stomata) which capture the atmospheric CO2 in exchange for 
water. Stomata can open (usually during the day), when CO2 molecules move in and energy sources 
(sugars) are synthesised. At night, or when plants face dry conditions, stomata may close to avoid 
large water losses, but this means that less CO2 enters, and if stomata remain closed for too long, 
plants may starve. To compensate for leaf water loss, plants depend on the performance of water 
transport systems (Cochard, 2013). Xylem and phloem make up the vascular tissue of a plant 
(Carlsbecker & Helariutta, 2005). Phloem cells transport the products of photosynthesis from leaves 
to other plant tissues (De Schepper et al., 2013), while the xylem tissue (elongated, hollow and dead 
cells, i.e. tracheids and vessel elements) transports water, salt and minerals from roots to stems and 
leaves (Kim et al., 2014). Through xylem vessels, continuous columns of liquid water connect the soil 
to the leaves. Because the atmosphere is drier than the leaves, water evaporates through stomata 
(transpiration) at the very top of the water column (Meinzer, 1993). This creates a strong negative 
pressure or tension which pulls up the whole water column, and enhances capillary forces (Steudle, 
2001). Moreover, water molecules stick together putting the column under high cohesion. The 
combination of the pulling force or tension exerted by evaporation at the leaf surface, and cohesion of 
water molecules sticking together, is described by the cohesion-tension (C-T) theory (Bohm, 1893; 
Dixon & Joly, 1894). 

Over the past decades, the C-T theory of water ascent has been challenged by a large body of 
experimental evidence (e.g., Bentrup, 2017; Wistuba et al., 2000; Zimmermann et al., 2013). This 
evidence suggests that plants acquire and transport water via an interplay of several mechanisms 
covered by the multi-force (M-F) theory (Zimmermann et al., 2004). According to this theory, several 
forces interact to dictate movement of water including cohesion, tension, capillarity, xylem-phloem 
re-circulation, cell osmotic pressure gradients and hydrogel-bound gradients of the chemical activity 
of water (Bentrup, 2017). This clearly implies a segmentation of the xylem conduit. Evidence of 
discontinuous water columns in birch trees was documented by Westhoff et al. (2009). They showed 
that water was lifted by means of short-distance tension gradients and mobilization of water from 
parenchyma (i.e. living cells around the xylem) as well as moisture uptake through lenticels (i.e. pores 
in the stem). With these principles, the impact of droughts on vegetation can be better understood and 
modeled. 

 

2.3.2. Types of droughts 
 

Climatologically, drought is defined as a prolonged period of abnormally low precipitation, either as 
snow or rainfall (Wilhite & Glantz, 1985). The lack of precipitation is one of the most demanding 
weather events for plants. Droughts have attracted the attention of a large community of hydrologists, 
ecologists, modellers, and crop scientists since it typically results in reduced soil moisture, vegetation 
desiccation, increased wildfires and other environmental disasters. From an ecological point of view, 
a drought is defined as an episodic deficit in water availability that drives ecosystems beyond 
thresholds of vulnerability and may lead, among others, to reduced plant growth, enhanced plant 
mortality and landscape-level transitions (Crausbay et al., 2017). We distinguish two main types of 
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plant ecological droughts: summer droughts, which are related to the lack of precipitation (Archaux & 
Wolters, 2006), and winter droughts which require low or freezing temperatures and often develop 
due to the freezing of liquid water in soil (Tranquillini, 1982). As this review is about cold season 
processes, the next paragraphs will focus on describing winter droughts, which may occasionally be 
designated simply as droughts.  

22.3.3. The origin of winter droughts 
 

Nearly 150 years ago, in the early days of plant physiology research, Ebermayer (1873) attributed 
extensive winter damage of Scots pine (Pinus sylvestris) plantations – which led to a massive 
shedding of needles – to winter desiccation. Ebermayer hypothesized that the needle loss was caused 
by severely reduced or completely interrupted water transport at chilling or freezing temperatures, so 
that gradual transpiration could not be adequately replaced. With continued desiccation, plant organs 
reached a critically low water content, a threshold at which they lost all the water they could afford to 
lose without incurring injury. Ebermayer’s theorem was first challenged by Neger (1915), who argued 
that damage to forest trees following harsh winters was purely due to intracellular freezing. Around 
1930, rapid advances in ecophysiology provided evidence of large decreases in plant osmotic 
potential after harsh winters, indicating that plants had suffered from water deficiency, and thereby 
confirming the validity of Ebermayer’s winter desiccation theory (Walter, 1929; Walter & Thren, 
1934). 

Here, we distinguish two types of winter droughts (Fig. 4), chronic winter desiccation and acute frost 
desiccation. Chronic winter droughts are defined as the slow dehydration of plants via cuticular or 
peridermal, rather than stomatal transpiration. Such droughts are especially strong on sunny days, but 
they occur throughout the winter (Larcher, 2003; Tranquillini, 1982). In contrast, during acute frost 
droughts, excessive and strong stomatal transpiration is triggered by winter warm pulses or fast 
transitions from winter to summer, while the frozen soil prevents plants to replace transpiration losses 
(Tranquillini, 1980). Although transpired water is not adequately replaced, it can take several days 
before plants respond and stomata fully close (Larcher and Siegwolf, 1985). Despite the different 
pathways of water loss between drought types, the mechanism of injury is similar.  
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Figure 4: Types of drought: left) Chronic winter desiccation, right) Acute frost desiccation. 

22.3.4. Drought injury 
 

Drought conditions lower the amount of available liquid water in the soil, and hence increase the 
tension of soil water. Under such conditions, xylem sap must increase its tension accordingly to 
continue to extract water. Xylem tension additionally increases due to desiccation via excess stomatal 
transpiration in the absence of root water uptake. Beyond a certain pressure threshold (i.e. different 
among species) cavitation takes place, breaking the water column and disrupting the mechanism of 
sap ascent (Sperry & Tyree, 1990). Several mechanisms for the nucleation of cavitation in plants have 
been proposed. The most studied one is called “homogeneous nucleation” (Pickard, 1981). According 
to this mechanism, when the pressure of a liquid drops below its vapour pressure, vapour-filled 
cavities, also called “bubbles”, are formed. The presence of air bubbles in xylem vessels interrupt the 
transmission of tension from the roots to the leaves in a process called embolism (Tyree & Sperry, 
1989). Further evidence points out that cavitation can occur by air seeding through pores and 
hydrophobic cracks in the inter-vessels or inter-tracheid pit membranes (Tyree & Zimmermann, 
2002). The structure of the pits varies between species, and determines the vulnerability to drought-
induced cavitation (Cochard, 2006; Hacke et al., 2004). For example, coniferous species have a 
structure in their pits called “torus”, which seals the opening and prevents the embolism to spread to 
all of the xylem conduit (Fig 5). To avoid cavitation, the first response of plants is to regulate stomata 
openings, so that the xylem tension remains below the vulnerability threshold, this threshold is found 
around 50% and 90% for conifer and angiosperms (flowering seed plants, includes broadleaf 
deciduous trees), respectively (Johnson et al., 2012). While stomatal closure might efficiently 
maintain tension below the critical value, the extended absence of CO2 uptake and photosynthesis 
results in carbon starvation. If stomata remain open to avoid carbon starvation, cavitation might occur 
instead; hence, it is a compromise. Maintained cavitation will also result in carbon starvation, but also 
reduces water content and potential of vegetation organs which can damage cell membranes (Sperry 
and Tyree, 1990). However, if the degree of cavitation remains low, leaves can recover their functions 
and new xylem conduits may be formed. Alternatively, species may generate positive root pressures 
to refill embolized conduits which allows air to re-dissolve in the xylem solution. 

 

Figure 5: Schematic representation of upward movement of water (shown by arrows) in xylem vessels 
(A) and tracheids (B) bypassing the embolized zones. (Koratkar, 2016) 
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2.4. Earth system modelling 
 

Climate is defined as the long-term pattern of weather in a particular area. In contrast to weather, 
which can change dramatically from day to day, climate is much slower to evolve as it is the average 
condition of the weather (Barry & Chorley, 2009). While meteorologists forecast weather for days or 
weeks ahead, climate researchers and modellers look at the evolution of the climate up to several 
hundreds of years in the future. Despite the remarkable differences between weather and climate, the 
physical laws that build forecasting and climate models are the same (Hasselmann, 1976). Both types 
of models assemble physical laws into a complex set of equations to represent the Earth, or at least 
parts of it. Moreover, weather and climate models rely on initial and boundary conditions to predict 
future conditions (e.g. wind, precipitation, temperature). However, the challenges faced by forecasters 
and climate modellers are different. Weather is chaotic. Small errors in the initial conditions used by 
the model magnify over time, and a weather forecast usually becomes very uncertain beyond a couple 
of days (Ferranti et al., 2015). In contrast, since climate predictions do not focus on getting the 
conditions of a particular day correct, the boundary conditions become more important (Wu et al., 
2005). Long-term climate predictions strongly rely on how much energy enters and leaves the system 
and how it is distributed.  

A climate model is a representation of the major climate system components (land, ocean, 
atmosphere, cryosphere…), and their interactions (Flato, 2011; Stocker, 2011). Earth system models 
(ESM) divide the Earth in a three-dimensional grid, where each grid cell represents a specific area 
(with an altitude and geographical coordinates). At each time step of a climate simulation, fluxes of 
heat, water and momentum are computed between grid cells. This means that a simulation of higher 
resolution (i.e. the earth is divided into more but smaller grid cells), at the expense of being 
computationally more costly, will be more accurate with better detailed physics (Roberts et al., 2018). 
Today, a large number of Earth system models exist, such as the Community Earth system model 
(CESM) and the Norwegian Earth system model (NorESM) — developed in the United States and 
Norway, respectively. 

ESMs enable us to improve our understanding of the physical, biological and chemical laws that 
govern our planet and to predict its future. They allow us to focus on specific features of the Earth 
system and explore climate sensitivities with experiments that would not be possible on the actual 
planet Earth (Stocker, 2011). Although there is some degree of disagreement between different Earth 
system models, and despite some approximations in their equations, models generally produce current 
and past large-scale results that agree with observations. Even if they do not agree with particular 
observations, they would be useful tools to test hypotheses and make assumptions about the reasons 
of disagreement. Improving the accuracy of climate model predictions involves continually 
completing and correcting the equations of the model and enhancing the resolution of model 
simulations.  

As mentioned in the introduction, climate modelling is crucial to better understand processes 
underlying climate, motivate societal actions, mitigate changes and better equip society to climate-
related risks. Since knowledge generated by climate models serves as scientific basis for decision and 
policymakers (Hewitt et al., 2021), it is essential to further improve those models, and particularly 
their land surface component as it is known to contribute most to uncertainty when running future 
climate projections (Fatichi et al., 2019).  

22.4.1. Land surface modelling 
 

The land surface is the habitat of most humans, terrestrial animals and plants, and its processes 
mediate a majority of the impacts of climate on human societies and ecosystems. The accurate 
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representation of land surface processes is critical for our understanding of how climate change 
affects living systems. Each ESM contains a land surface model (LSM) that represents the coupled 
exchanges of water, carbon and energy between the land surface and the atmosphere, within the 
context of ecological dynamics and human forcings. It has been argued that LSMs are the most 
sophisticated tools that society currently possesses to predict how living conditions will evolve on 
Earth in the coming years, decades, and centuries (Fisher & Koven, 2020, Fig. 6). Land surface 
modeling activities encompass numerous interconnected and overlapping disciplines. 

 

Figure 6: Schematic description of the evolution of land surface model process representation 
through time, representing the approximate timing of emergence of different model components as 
commonly employed features of Earth system models. Note that all modeling groups follow a different 
pathway and that this diagram is primarily intended to act as an illustration of increasing complexity 
through time. (From Fisher & Koven, 2020) 

While LSMs typically provide a set of variables related to the feedbacks of land on global 
biogeochemical cycles, they also provide information on the risks to human societies and natural 
ecosystems related to future climate scenarios. Through time, LSMs have complexified and are 
increasingly called upon to represent how climate influences ecosystems, water resources, land use 
and land use change. They are additionally used to assess how the effects of climate on the biosphere 
feedback to the atmosphere through water, CO2 and heat fluxes (Fisher et al., 2014). Representations 
of numerous processes known to impact dynamics of the system have been incrementally added to 
LSMs through time, driven by the needs of various user communities (e.g. hydrologists, ecologists 
and biogeochemists), and by arguments that the overall biospheric feedbacks are importantly affected 
by the added feature. Initially simple biophysical configurations (Sellers et al., 1986), some LSMs 
have now reached such a high complexity that no individual can comprehensively understand all 
facets of the model (Fisher & Koven, 2020).  

Many processes are required to make long-term projections of the land surface, and their 
complexification has touched a set of different disciplines. The representation of biogeochemistry, for 
example, has evolved from a small set of equations required to represent photosynthesis at the leaf 
scale (Dickinson et al., 1991), through full carbon cycle models (Ostle et al., 2009), to models 
coupling several nutrient cycles (Fisher et al., 2019). Hydrology has proceeded from being 
represented by the simple bucket model (Manabe, 1969), through a 1-D Richards equation (Bonan, 
1996), to a 3-D flow model that spans from soil to plant tissues (Bisht & Riley, 2019). The shift to 
represent agents of climate change has brought modelers to include microbial types and their 
population dynamics in soil biogeochemical models (Wieder et al., 2013). Missing in early land 
surface models, another major focus has been to represent the many effects humans have on 
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modifications of the land surface through anthropogenic disturbance (Yue et al., 2018). Further 
examples of process complexification include canopy radiative transfer, fire, permafrost, rivers and 
trace gases (Fisher & Koven, 2020).The representation of any specific process is extremely 
heterogeneous across models. While some models may represent a process in great detail, other 
models may completely neglect it. This often makes the comparison of model projections difficult or 
uninformative (Clark et al., 2011).   

22.4.2. Land surface modelling terminology 
 

While the term LSM is historically used to refer to the terrestrial component of an ESM, it is an 
uninformative descriptor of model capabilities. To describe the continuum of models representing 
ecosystem processes and their chemical, physical and biological behavior at relevant spatial and 
temporal scales, the term terrestrial biosphere model (TBM) is frequently used (Bonan, 2019; Fisher 
et al., 2014). TBMs encapsulate a large range of models including the ones focusing on 
biogeochemical pools and fluxes, those who focus on individual plants or size cohorts, those with 
emphasis on coupling leaf physiological processes with canopy physics, and the global models of the 
land surface (i.e. LSMs mentioned above) used to simulate climate. TBMs represent the intersection 
between the hydrosphere, atmosphere, geosphere and biosphere, and depending on the discipline and 
study interests, they depict the ecosystem in various ways (Bonan, 2019).  

Biogeochemical models simulate the terrestrial carbon cycle given a geographic distribution of input 
biomass in the model (Berardi et al., 2020). In these models, the ecosystem is represented by 
aggregating litter, soil, root, stem and leaf carbon pools, and the flow between pools is described by 
allocation, primary production, and other physiological processes. Biogeochemical models represent 
the physical environment in a simplified manner and do not incorporate the variability among 
individual plants or plant functional groups. However, concurrent with carbon flows, nitrogen and 
other nutrient transfers are explicitly described.  

In contrast to the compartment-based biogeochemical representation of the ecosystem, individual-
based and gap models have their roots in the life cycle of species and depict the behaviour of the 
ecosystem as individual plants competing for resources and light. By simulating demographic 
processes such as competition, mortality and establishment, these models describe changes in 
community composition. To reduce the computational demands of individual-based models, 
ecosystem demography (ED) models represent similar dynamics but regroup plants of similar age and 
size into cohorts (Fisher et al., 2018; Hurtt et al., 1998; Moorcroft et al., 2001, Fig. 7). Another type of 
TBM, called dynamic global vegetation model (DGVM), also simulates changes in community 
composition at a cohort level, biomass and nutrient cycling (Prentice et al., 2007). DGVMs are 
applied globally and therefore employ plant functional types, typically distinguished by region 
(boreal, temperate or tropical), deciduous or evergreen leaf longevity, broadleaves or needleleaves, 
and woody or herbaceous biomass. 
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Figure 7: Organization of canopy schemes in four vegetation demographic models. Shades of yellow 
represent incident light levels. Shades of gray indicate alternative PFTs. Boxes represent cohorts as 
represented by: a) LM3-PPA, b) ED & ED2 and c) CLM(ED). Dotted cohort boundaries denote 
cohorts that belong to the understory. In the cohort-based schemes, horizontal positioning is for 
illustrative purposes only and not represented by the model, which is one-dimensional. Dotted lines in 
the CLM(ED) figure illustrate within-canopy leaf levels resolved by the radiation transfer scheme. In 
the LM3-PPA, “z*” indicates the cohort height above which canopy/understory status is defined. In 
the CLM(ED), there is no “z*” threshold, and larger cohorts in the understory may in principle be 
taller than the shorter cohorts in the canopy layer (reflecting imperfect competition processes, per 
Fisher et al., 2010). Note that for ED-derived models (ED, ED2, CLM(ED)), cohort organization is 
illustrated only for a single patch, though each model represents a multitude of patches having 
different ages since disturbance within a single site. The SEIB-DGVM (Spatially-Explicit Individual-
Based Dynamic Global Vegetation Model, http://seib-dgvm.com) is an individual based model, 
representing variability in light in both the vertical and horizontal dimensions. (From Fisher et al., 
2018) 

With the diversification and complexification of TBMs, most LSMs have been coupled to a DGVM 
or a biogeochemical model to simulate detailed ecosystem dynamics and their influence on the global 
nutrient cycles, and feedbacks on the atmosphere and other components of the Earth system. In LSMs 
with a DGVM, energy, water, momentum and CO2 are exchanged between land and atmosphere 
though physiological, hydrological, physical and biogeochemical processes over short timescales 
(minutes to hours). The timing of phenological features such as budburst, senescence, leaf abscission 
and germination in response to weather conditions occur over periods of days to weeks. Changes in 
soil carbon community composition and biomass take several years in response to primary 
productivity, respiration, mortality and the allocation of primary production to grow roots, stem and 
leaves. The growth and survival of PFTs depends on specific traits such as the tolerance to cold, the 
threshold for water stress, and the efficiency of photosynthesis (Bonan, 2019). 

22.4.3. Phenology and frost mortality modelling 
 

Phenology models simulate phenology, i.e., timing of seasonal events such as germination, budburst 
and flowering. LSMs are equipped with a phenology model to predict the timing of leaf onset, leaf 
abscission and sometimes also germination or other phenological events. Phenology is a crucial 
component of LSMs as it controls many feedbacks of vegetation to the climate system (Richardson et 
al., 2013). In particular, the timing and length of the growing season has large influences on the 
seasonality of albedo, canopy conductance, and fluxes of CO2, water and energy (Keenan et al., 2014; 
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Richardson et al., 2010). However, current approaches to model spring and autumn phenology in 
LSMs are simplified parametrization which contain large uncertainties (Keenan et al., 2012; 
Richardson et al., 2012). Without enough emphasis on accurately modelling vegetation phenology, 
many of the important feedbacks vegetation has on the climate system are likely to be misrepresented. 

Although variations exist among LSMs, the moment of leaf onset of each deciduous PFT is typically 
predicted by applying a warmth and moisture stress criteria to the weather forcing conditions of the 
past days, weeks or months (Krinner et al., 2005). In most LSMs, day length (photoperiod) is not 
considered, despite observational proofs of its potential importance in predicting the timing of leaf 
onset (Nizinski & Saugier, 1988). The calculation of leaf onset usually involves the calculation of the 
number of growing degree days over a given period, i.e. budburst when the temperature sum 
accumulation gets above a threshold value, modelled as a linear or logistic function. For some PFTs, 
the number of chilling degree days (days with mean temperature below a threshold) during the winter 
season may also be accounted for (Hänninen, 1995; Murray et al., 1989) and for drought-sensitive 
PFTs, the start of the growing season may depend on the minimum available moisture. When leaves 
appear, some of the carbohydrate reserves stored in plants (accumulated during the previous summer) 
are removed in compensation (Arora & Boer, 2005). If the storage pools are empty, due to large 
respiration rates during extended winters or other excessive winter metabolic activities, leaf onset 
cannot occur and the PFT will undergo strong mortality rates, leading to extinction (FATES 
Development Team, 2018). Senescence or leaf abscission also depends on the meteorological 
criterion of temperature and water stress (Sitch et al., 2003). For example, some PFTs might shed 
their leaves after temperatures have fallen below a threshold for a given period of time (Sitch et al., 
2003). Similarly, if the carbohydrate pools are empty, total leaf abscission leads to death. In some 
LSMs, the age of leaves itself is involved in the fraction that is shed (Krinner et al., 2005). When the 
leaves are young, small fractions are shed, while as a critical leaf age is approached, the abscised 
fraction strongly increases. 

A challenge faced by ecosystem-scale phenology models emerges from the aggregation into plant 
functional groups of unique reaction strategies of species to environmental cues. It is difficult to 
aggregate the responses into a single model when it comes to selecting the temperature thresholds 
above or below which chilling and growing degree-days take place, the temperature data to use (e.g. 
daily mean, minimum, maximum or other timesteps), and the critical status of chilling and growing 
degree-days. Despite the difficulty to develop robust and accurate phenology models at ecosystem 
scales, recent phenology data and advances in measuring methods pave the way for further improving 
phenology models as critical components of LSMs (Basler, 2016). 

Beyond the capacity of phenological models to predict leaf onset and abscission, they can also be 
applied to estimate the risk of frost (Augspurger, 2013; Leinonen et al., 1997). Specific phenological 
phases differ in their sensitivity to frost, meaning that the developmental stage of a species at the time 
of frost affects the extent of frost damage (Hänninen, 2006; Kreyling et al., 2012). In general, plants 
are more vulnerable during reproductive than vegetative phases (when growth happens) (Sakai & 
Larcher, 1987). Despite the existence of several schemes predicting phenology-dependent frost 
mortality (Ferguson et al., 2011; Hänninen, 2006), phenology is generally not involved in the 
calculation of frost mortality of LSMs. 

While the impact of freezing on photosynthesis is usually represented in LSMs, the effect of freezing 
on vegetation mortality is absent in most LSMs. Still, in most DGVMs, a fixed temperature threshold 
is typically used to predict the rate of frost mortality (Albani et al., 2006; Krinner et al., 2005). Fixed 
freezing tolerance temperature thresholds generally differ among PFTs, and hence predict the 
distribution of PFTs across the tropical, temperate and boreal regions, but they generally do not 
simulate frost damage to PFTs adapted to these climatic regions. In this context, a boreal or arctic 
PFT, which is assigned a tolerance threshold of −80°C won’t incur freezing injury as long as 
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surface/vegetation (depending on the model) temperatures remain above −80°C. In other words, such 
a PFT is unlikely to be damaged by freezing anywhere on Earth. On the other hand, a tropical PFT 
with a tolerance threshold of −2°C, will be limited to regions where temperatures rarely (if ever) get 
below −2°C and is therefore unlikely to thrive in temperate regions and beyond.  

22.4.4. Modelling plant hydraulics and drought 
 

While several approaches exist to model plant hydraulics in LSMs, all rely on Darcy’s law, whether 
they do so for the soil domain only or for the soil-plant continuum (Darcy, 1856). Following Darcy’s 
law, the movement of water from one place to another is dictated by the gradient of water potential 
and the hydraulic conductivity between these two places. To respond to drought situations, hydraulic 
conductivity within the soil-plant continuum of LSMs must somehow be able to react to dryness. 
Current LSMs generally adopt one of three approaches to represent moisture stress and its impacts on 
plant hydraulic conductivities (Christoffersen et al., 2016).  

Until recently, most LSMs used the soil moisture stress (SMS) parametrization to regulate vegetation 
transpiration and photosynthesis as a function of variations in water availability (Egea et al., 2011; 
Verhoef & Egea, 2014). In SMS, stomatal conductance is directly related to an empirical metric of 
soil moisture as xylem hydraulic conductances are not represented. While this simple approach has 
proven useful (Fisher et al., 2007; Williams et al., 1998), it has also been shown to perform poorly due 
to the misattribution of droughts within trees to the soil (Powell et al., 2013), systematically 
overestimating the effects of soil moisture on transpiration (Bonan et al., 2014; Ukkola et al., 2016). 

In another approach, xylem water potential and variable xylem conductivities are tracked (Duursma & 
Medlyn, 2012; Williams et al., 2001; Xu et al., 2016). To reduce computational need, dynamic 
changes in the volume of plant water storage are represented by a constant ratio proportional to the 
change in water potential (Kennedy et al., 2019). Under strong droughts, this simplification may 
however overestimate the buffering capacity of plant-stored water when small declines in stored water 
induce large reductions in water potential. Another disadvantage of these models is the inability to 
represent reverse flow of water at the root-soil interface. Root water release is a well-known and 
impactful process which intervenes in hydraulic redistribution (Nadezhdina et al., 2010; Oliveira et 
al., 2005; Prieto et al., 2012), and may play a role in the mediation of desiccation under water stress 
(North & Nobel, 1997). 

To address these issues, a third approach extends the modelled mass balance of water from the soil 
domain to the plant by linking changes in water content to changes in water potential everywhere in 
the soil-plant-atmosphere continuum (Christoffersen et al., 2016; Edwards et al., 1986; Mirfenderesgi 
et al., 2016; Sperry et al., 1998). Although more computationally expensive, in addition to addressing 
water storage and bidirectional flow, this approach offers the advantage of representing the soil-plant 
system by a single mass balance equation such that plant water uptake and loss simply emerge from 
the solution of this equation. In addition, similarly to the water retention curves used in soil physics, 
the model relies on a description of the relationship between the potential and content of plant water 
(the pressure-volume, PV curves). The use of PV curves corresponding to plant organs increases the 
number of complex parameters that must be specified (e.g. hydraulic traits for leaves and stems 
(Christoffersen et al., 2016; Sperry et al., 2017; Xu et al., 2016). While models increasingly become 
more capable in representing the complex reality of nature, it also becomes possible to apply these 
models to new scientific questions, such as what drives the greening and browning of vegetation in 
cold regions. 
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3. Methods 
 

In this thesis, we used and further developed the CLM5-FATES model, where CLM5 (Lawrence et 
al., 2019) is the LSM of both the Community Earth System Model and Norwegian Earth system 
model (Seland et al., 2020) (Danabasoglu et al., 2020). FATES (Fisher et al., 2010; Fisher et al., 2015; 
Koven, 2019) is a demographic vegetation model hosted by CLM5. Paper I implements a hardening 
scheme in CLM5-FATES, which is based on the work of Rammig et al. (2010) and aims at better 
representing winter hydraulics during cold hardening. Paper II updates the formulation of frost 
mortality in FATES by involving a hardiness parameter into its calculation. Then, in contrast to the 
two other papers, Paper III does not involve model development in itself. In Paper III, the 
developments made in Paper I (i.e. coupling between hardening and hydraulics of plants) are used to 
study and assess the capacity of CLM5-FATES (with Hydro) to predict processes of winter droughts 
during an extreme year in Northern Norway. 

Note that Paper I and Paper III focus on plant hydraulics. Therefore, the experimental hydraulic 
scheme (i.e. Hydro — unique water balance equation to represent water potentials and fluxes 
throughout the whole soil-plant continuum) of FATES was turned on in those two papers but not in 
paper II.  

In the following sections, we describe (a) the CLM5-FATES model used in Paper I, II and III, (b) the 
complex hydraulic scheme of FATES used in Paper I and III, (c) the original hardening scheme of 
Rammig et al. (2010) before it was adapted to successfully integrate into FATES at the ecosystem and 
global scales, and (d) the atmospheric datasets used as forcing in our simulations (i.e. different for 
each paper). Note that the information about the tools (models and datasets) given in the next sections 
is only a brief overview as more detail is included in each of the papers and available in cited 
literature. 

 

3.1. Models 
 

33.1.1. Introduction to CLM5-FATES 
 

The main tool of this thesis is the CLM5-FATES model, which was used in each paper and further 
developed in two of them. CLM5.0-FATES stands for the fifth version of the Community Land 
Model, coupled to the Functionally Assembled Ecosystem Simulator (FATES). In this context, 
CLM5.0 represents the biogeophysical aspects of the land surface, including energy balance, soil 
hydrology, biophysics and cryospheric processes, as well as soil biogeochemistry and other land 
surface types (lakes, urban, glaciers, crops) (Lawrence et al., 2019). FATES (Fisher et al., 2015; 
Koven, 2019) is a cohort-based vegetation demographic model integrated into CLM5.0 to represent 
vegetation processes and dynamics while tracking the vertical (in terms of plant height), spatial (in 
terms of successional age) and biological (in terms of plant functional type) heterogeneity of 
terrestrial ecosystems. When coupled to the CLM, FATES handles all processes related to live 
vegetation (inclusive of photosynthesis, stomatal conductance, respiration, growth, and plant 
recruitment and mortality) as well as fire and litter dynamics.  

CLM has expanded and seen considerable developments over the last decades into a comprehensive 
platform for researchers to study weather, climate change and climate variability in response to 
terrestrial contributions. For example, the soil moisture stress (SMS) plant hydraulic theory of CLM 
has recently been replaced with a more complex approach called plant hydraulic stress (PHS), 
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introducing vegetation water potential modelled at the root, stem and leaf levels (Kennedy et al., 
2019). In PHS, leaf water potential, instead of a soil metric, is the basis for stomatal conductance, and 
root water potential drives root water uptake instead of a transpiration partitioning function. 

33.1.2. Mortality in CLM-FATES 
 

Despite the fast development of CLM, the parameterization of vegetation mortality remains 
oversimplified. Plant mortality is assumed to be equivalent to 2% of individuals per year and is 
intended to represent the aggregate of processes such as insect attack, disease, wind throw, extreme 
temperatures, drought, and age-related decline in vigor (UCAR, 2020). Vegetation mortality is an 
important process, and although literature values of forest mortality rates indeed range from 0.7% to 
3% of individuals per year, additional work is urgently required to better constrain this process in 
different climatic zones (Keller et al., 2004), for different species mixtures (Gomes et al., 2003) and 
for different size and age classes (Law et al., 2003). In CLM, all vegetation carbon and nitrogen pools 
are affected at a specific rate (fraction of the 2%) at each model timestep, and fluxes out of vegetation 
pools are deposited into litter pools.  

In CLM-FATES, the simple parametrization of mortality of CLM is overwritten by the more complex 
set of mortality processes of FATES. In FATES, the total mortality is calculated as the sum of the 
background, carbon starvation, hydraulic failure, freezing, fire, disturbance impact and logging 
mortalities. The background (fixed at 1.4%), fire, logging and disturbance mortalities are not 
especially relevant to this thesis, but the hydraulic failure, freezing and carbon starvation mortality all 
take place during extreme winter events, or warm and cold winter pulses. 

3.1.2.1. Freezing mortality in FATES 
 

Freezing mortality in FATES is experienced when the daily mean vegetation temperature within a 
grid cell drops below the freezing tolerance temperature threshold of a PFT. The rate at which a PFT 
dies during a frost event is proportional to the difference between the vegetation temperature and the 
freezing tolerance threshold.  In a cohort-based model, mortality is a based on a predictor variable, not 
a discrete event (as it might be in an individual-based model or in the real world). Thus, a scaling 
coefficient is required to generate cohort-wide loss of individuals from the freezing status predictor 
(Fisher et al. 2010).  For freezing mortality, the delta is multiplied by a scalar which is set to 3.0 by 
default for all PFTs. Finally, a 5°C buffer is used, so that mortality starts at 0 % of individuals per 
year when vegetation temperature is 5°C above the tolerance threshold, and mortality linearly 
increases to 300 % of individuals per year as vegetation temperature approaches the freezing tolerance 
threshold. Whenever vegetation temperature is equal or below the tolerance threshold, mortality 
remains at 300 % of individuals per year. More information about the parametrization of frost 
mortality can be found in Albani et al. (2006), and the measurements of threshold temperatures for 
cold tolerance are reported in Sakai & Weiser (1973). 

3.1.2.2. Carbon starvation mortality in FATES 
 

In FATES, carbon starvation mortality (CS in % of individuals/year) is a function of the carbon 
storage (Cstor), leaf target storage (LTstor), and the maximum rate of trees in a landscape that will die 
when their carbon stores are exhausted (MaxCS). FATES implicitly assumes that there is a critical 
storage where mortality begins. Stored carbon is used for maintenance respiration. During maintained 
negative carbon balance, trees reduce maintenance respiration, but as a tradeoff experience carbon 
starvation. Due to the physiological basis for this process, heuristic functions are used to define 
carbon starvation. The target carbon storage (TCstor) pool is linearly related to the leaf target biomass 
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(LTstor) through a PFT-specific parameter. When plants can’t achieve the TCstor because of a 
negative NPP, then the actual carbon storage (Cstor) pool will drop below TCstor. 

ܵܥ = ൝ܵܥݔܽܯ ∗ ൬1 − ቀ ஼௦௧௢௥௅்௦௧௢௥ቁ൰ , > ݎ݋ݐݏܥ ݂݅ ,                                 0ݎ݋ݐݏܶܮ  ݁݃ܽݎ݋ݐݏܥ ݂݅ ≥  (Eq. 1.1) ݁݃ܽݎ݋ݐݏܮ

3.1.2.3. Hydraulic failure mortality in FATES (without Hydro) 
 

Due to its mechanistic complexity, a proxy is used to calculate hydraulic failure mortality in FATES. 
In the default FATES model, hydraulic failure mortality is triggered when the soil water potential falls 
below a PFT-dependent threshold value, such that the tolerance of low water potentials is a function 
of plant functional type. The threshold (10-6) represents a state where the aggregation of soil moisture 
potential across the root zone is within 10-6 of the wilting point. 

3.1.2.4. FATES-Hydro and hydraulic failure mortality 
 

Hydro is a trait-based plant hydraulic model implemented in FATES as an option, and originally 
developed by Christoffersen et al. (2016). It follows the continuous porous media approach 
(Mirfenderesgi et al., 2016; Prévost, 1980), is based on a single mass balance equation to describe the 
coupled soil-plant system, and the relationship between plant water storage and plant water potential 
is explicitly expressed. Hydro consists of a discretization of the soil-plant-atmosphere continuum 
(SPAC) in a series of water storage compartments with variable heights, volumes, water retention and 
conducting properties. Tree and shrub PFTs are divided in 4 types of porous mediums (leaf, stem, 
transporting and absorbing roots). Each above-ground plant medium consists of a single storage pool, 
while roots are divided in vertical compartments by soil layer. The water pools are connected by 
pathways with defined lengths and conductances. The soil is divided in cylindrical “shells” around the 
absorbing roots (the rhizosphere), and hydraulic properties are constant across compartments within a 
given soil type.  

The hydraulics in this scheme are governed by three main relationships: the relation between (1) water 
content and potential (pressure-volume or PV theory), (2) water potential and conductivity of plant 
tissues (P-K curve) and (3) leaf water potential and stomatal water stress factor. The first two 
relationships concern every pool within the plant–soil continuum and have specific equations for plant 
and soil porous media types. For the soil, the formulation of Clapp-Hornberger and Campbell 
describes the first two relationships (Campbell, 1974; Clapp & Hornberger, 1978). For the plant, the 
first relationship (PV curve) is described by two terms: a) the solute potential (<0 due to the presence 
of solutes), and b) the pressure potential (>=0 due to cell wall pressure) (Ding et al., 2014; Tyree & 
Hammel, 1972). The second relationship (linking plant water potential and conductivity) is calculated 
using the inverse polynomial of Manzoni et al. (2013) for the xylem vulnerability curve. The fraction 
loss of total conductance retrieved from this equation is defined at each compartment boundary and is 
used to calculate the maximum conductance of plant organs. The fraction of maximum stomatal 
conductance is then used to downregulate the non-water stressed stomatal conductance (calculated 
using Ball-Berry (1987) formulations). All parameters involved in these three relationships are 
biologically interpretable and measurable plant hydraulic traits. The numerical solution operates every 
half hour and updates water contents and potentials throughout the SPAC. 

In contrast to the default FATES, in FATES-Hydro, hydraulic failure mortality (HFM) is based on the 
fraction loss of total conductance (flc) of plant tissues, a fixed threshold (flcThreshold) and a scalar to 
define the amplitude of mortality (Eq. 1.2). The default value for flcThrshold is 0.5 and for 
MortScalar 0.6. At each timestep, a value of flc is predicted for each plant organ (stem, leaf absorbing 
root and conducting root) depending on the water potential of organs. HFM is predicted when flc 
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becomes larger than flcThreshold and linearly increases until the maximum value of flc, which is 1. 
Although flc is predicted for each plant organ, the HFM of a PFT only accounts for the organ that 
shows the lowest flc. ܯܨܪ = ௙௟௖ି௙௟௖்௛௥௘௦௛௢௟ௗଵି௙௟௖்௛௥௘௦௛௢௟ௗ ∗  (Eq. 1.2)  ݎ݈ܽܽܿܵݐݎ݋ܯ 

 

33.1.3. The hardening scheme 
The hardening model used in this study is based on the work by Rammig et al. (2010). In their model, 
the hardiness level (HD) is calculated on a daily basis using three functions: the target hardiness (TH), 
the hardening rate (HR), and the dehardening rate (DR) (Fig. 8).  

 

Figure 8: (a) the target hardiness (TH in °C), (b) the hardening rate (HR), and (c) the dehardening 
rate (DR) functions (in °C day−1) in relation to the ambient mean temperature corresponding to 
Norway Spruce in Farstanäs, Sweden (Rammig et al., 2010). 

The scheme of Rammig et al. (2010) was conceived to fit the climate of central Sweden (Farstanäs) 
and measurements of Norway spruce (Picea Abies). The parameters required in the model of Rammig 
et al. (2010) are: the minimum hardiness level (HMIN); −2°C, the maximum hardiness level (HMAX); 
−30°C, HR; 0.1-1°C/day, DR; 0-5°C/day and several time dependent parameters used to define the 
seasons for hardening and dehardening. Parameters for the hardening scheme were retrieved from 
Kellomaki et al. (1995), Jönsson et al. (2004) and Bigras & Colombo (2013).  

After a value has been assigned to TH, HR and DR, depending on the daily mean 2m air temperature, 
the model operates as follows: if TH is lower than the hardiness of the previous day (HDP), then HR 
is subtracted from HDP. By contrast, if TH is higher than HDP, then DR is added to HDP (Eq. 1.3).  ൜ܦܪ = ܲܦܪ − ,         ܴܪ ܲܦܪ ݂݅ > ܦܪܪܶ = ܲܦܪ  + ,         ܴܦ ܲܦܪ ݂݅ ≤  (Eq. 1.3)  ܪܶ

During winter (defined as Julian days 260 to 365), only hardening is possible, and to avoid mid-
summer hardening, hardening is not possible before the start of autumn, and initiated when the 210th 
Julian day is passed and an accumulated degree day variable (aggd5, Eq. 1.4) exceeds 120°C (day of 
budburst in central Sweden (Hannerz, 1994)). During springtime, when the other conditions are not 
fulfilled, both hardening and dehardening are possible. ܽ݃݃݀5 = ܽ݃݃݀5 + max (0,ܶ݉݁ܽ݊ −  (Eq. 1.4)  (ܥ5°

 

3.1.4. Implementing the hardening scheme into CLM-FATES 
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To make the hardening scheme of Rammig et al. (2010) applicable globally in CLM-FATES, 
we made HMAX dependent on the temperature of a grid cell (T5) and on the freezing tolerance 
parameter of a PFT (PFTFreezetol). T5 is the 5-year running mean of the minimum yearly 
temperature, and it is unique to each gridcell. PFTFreezetol is equal to 1.5°C for the least frost 
tolerant PFTs and goes down to −80°C for the most frost tolerant PFTs. In the control FATES model, 
PFTFreezetol serves to calculate freezing mortality, which takes place as soon as the temperature of 
vegetation gets below PFTFreezetol. Similar to the freezing mortality approach of the control 
FATES, in the hardening frost scheme, FRMORT is the actual frost mortality in % of 
individuals/year, FrostBuffer is set to 5°C and PFTcoldstress equals 3% of individuals/year 
(Eq. 1.6). In contrast to the control FATES, PFTFreezetol only serves to calculate HMAX and it 
is the minimum daily atmospheric temperature (TMIN) and the hardiness level (HD) that are 
used to predict frost mortality (Fig. 10), as in Rammig et al. (2010).  ܪெ஺௑ = min(max(݈ܲ݋ݐ݁ݖ݁݁ݎܨܶܨ, max(ܶ5,−60) − 10) =    ݐݎ݋ܴ݉ܨ ெூே)  (Eq. 1.5)ܪ, ݏݏ݁ݎݐݏ݈݀݋ܿܶܨܲ  ∗ max ቀ0, min ቀ1, ି்ಾ಺ಿା ுௗி௥௢௦௧஻௨௙௙௘௥ቁቁ               (Eq. 1.6) 

As the HMAX was made variable in time and space, the functions of TH, HR and DR (Fig. 8) had to be 
adapted accordingly. A low HMAX would require a faster hardening and dehardening while a high HMAX 
means the PFT can take more time to harden and deharden. The functions of TH, HR and DR were 
therefore made dependent on HMAX itself. This, however, did not prevent the three functions to remain 
similar to those of Rammig et al. (2010) in Sweden for a PFT with a HMAX of −30°C. 

The use of Julian days to define the period where (i) hardening is not possible, (ii) only hardening is 
possible and (iii) both hardening and dehardening are possible, only works for central Sweden, where 
the specific Julian days correspond to phenological stages of Norway spruce. We removed the use of 
Julian days as time dependent parameters of the hardening scheme. Instead, we introduce a daylength 
threshold in seconds (DaylThresh, Eq. 1.7). DaylThresh depends on the yearly minimum temperature 
of the location (T5). When the daylength of a gridcell gets below DaylThresh, the hardening period 
starts, and dehardening is not allowed until days start getting longer again. This is important as it 
enables high latitude sites to start hardening at a longer daylength than at lower latitudes.  ݈ܶݕܽܦℎݏ݁ݎℎ =  42000 +  ( (−30 − (15/(((5ܶ,0)݊݅݉,60−)ݔܽ݉   ∗  4500  (Eq. 1.7) 

Equation 1.7 is illustrated in figure 9 by three of the locations we used in paper II. At Spasskaya Pad, 
for example, T5 is approximately −65°C and corresponds to a DaylThresh of roughly 14 hours, which 
is the daylength obtained from the 3rd of September onwards and defines the start of the hardening 
period.  

3030



31 
 

 

Figure 9: DaylTresh in hours as a function of T5 with corresponding day of the year for 
approximated values of T5 at the sites of Spasskaya Pad (Siberia), Farstanäs (Sweden) and Soběšice 
(Czech Republic).  

In addition to mediating the occurrence of frost mortality, we used the ‘hardening’ state to simulate 
the impact of hardening on the hydraulic functioning of the plant, both in terms of the benefits of 
hardening (i.e. prevention of desiccation) and the physiological costs (reduced ability to conduct water 
and photosynthesize during the hardening and dehardening phases). We did this by modifying the 
maximum conductance between plant compartments (KMAX), the intercept and slope of the stomatal 
model (g0 & g1) and the hydraulic failure mortality scalar (Eq. 1.2) (Fig. 10). We then explore 
additional configurations of the scheme where hardening of plants led to changing PV curves, and a 
reduction of the carbon starvation mortality. 

 

Figure 10: Diagram showing some of the major modifications made in CLM-FATES in order to 
represent the effects of hardening. Gray boxes represent the files of the model. In italics are written 
the variables that are passed from one file to another. Dotted boxes represent the developments that 
are unique to the hydraulic effects of hardening, while the dashed boxes are unique to the frost 
mortality effects of hardening.  
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Finally, the hardening schemes offers the opportunity to take the hardiness level of deciduous species 
into consideration when predicting the timing of leaf appearance in spring (Fig. 10 and Paper III) or 
shed in autumn (not tested in this thesis). In Paper III, we coupled the hardening scheme to the 
phenology of deciduous PFTs by allowing leaves to appear only after a PFT had dehardened by 50% 
of its maximum hardiness level (Fig. S2 of paper III). In the absence of coupling between hardening 
and leaf appearance, plants tended to still be in a hardy state at the time of leaf appearance, leading to 
a lack of stored carbon to safely trigger leaf onset. 

More details about these adaptations of the hardening scheme are provided in the papers included in 
this thesis. 

 

3.2. Atmospheric forcing datasets 
 

All papers in this thesis involve offline land surface modelling, and hence, rely on atmospheric 
reanalysis data to control the boundary conditions of the land surface simulations. Without the 
constraint of the atmospheric forcing, variable estimates of land surface models can rapidly deviate 
from reality. Reanalyses consist of a blend of observational data and past short-range weather 
forecasts reprocessed over an extended historical period using a modern data assimilation system. 
Reanalyses strive to produce time-consistent datasets that can be used for meteorological and 
climatological studies. The most important reanalysis variables required as an input to the CLM 
model are surface temperature, precipitation (sometimes partitioned in rain and snow), pressure at sea 
level, wind speed, relative humidity, downward solar radiation, downward longwave radiation and 
observational height. Depending on the availability of variables, specific humidity or dew point 
temperature can be substituted to the relative humidity in CLM. Among the multitude of atmospheric 
reanalysis systems, some may give considerably different results for the same variable due to 
technical dissimilarities (model characteristics, horizontal and vertical resolution, physical 
parameterizations, assimilation scheme, etc.) or assimilated observation data (Fujiwara et al., 2017). 
The choice of a reanalysis dataset for a specific study depends on the performance of the reanalysis 
system in the studied area, the covered period, and the time and spatial resolutions of the gridded 
forcing data. In the following sub-sections, we shortly describe the ERA5-Land, GSWP3 and 
COSMO-REA6 reanalyses used for Papers I, II and III respectively. 

33.2.1. ERA5-Land 
 

The atmospheric forcing used to drive the simulations of Paper I was derived from ERA5-Land 
(ERA5L) (Sabater, 2019). ERA5L provides hourly global high resolution (9km) information on 
surface variables from January 1951 to present day, which makes it a valuable dataset for analysing 
the implementation of the hardening scheme into CLM5-FATES. We retrieved temperature at 
reference height, wind, humidity, surface pressure, precipitation, downward shortwave radiation, and 
downward longwave radiation at a 3-hourly resolution for the entire period. The high temporal and 
spatial resolutions of ERA5L makes this dataset very useful for all kinds of land surface applications 
such as flood or drought forecasting (Sabater, 2019). ERA5L was preferred to other reanalyses due to 
the accurate snow depths at the modelled locations of Paper I (i.e. inland Sweden and Siberia). The 
snow depth appeared to be a major driver of processes (e.g. plant hydraulics, vegetation growth, etc.) 
relevant to the implementation of the hardening scheme. 

3.2.2. GSWP3 
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In Paper II, the atmospheric forcing to execute simulations was extracted from the Global Soil 
Wetness Project 3 version 1 (GSWP3v1) dataset (Dirmeyer et al., 2006). GSWP3v1 is a 3 hourly-
resolution observed climate dataset on a global 0.5°×0.5° grid. The data set covers the period 1901 to 
2015, which makes it a valuable dataset for assessing the evolution of frost events throughout the 20th 
century and beyond. For our study, we retrieved near-surface specific humidity, daily mean 
temperature, near-surface wind magnitude, downwelling longwave radiation, total precipitation, 
shortwave downwelling radiation and surface air pressure from 1921 to 2015. The main drawback of 
using GSWP3 in Paper II is that the coarse spatial resolution may underestimate the occurrence and 
magnitude of frost events through the smoothing of temperature extremes. We also found that CLM5-
FATES forced by GSWP3 yielded larger snow depths than observations or other reanalysis (e.g. 
ERA5L) at some sites (e.g. Spasskaya Pad in Siberia). However, the accuracy of the snowpack was 
not particularly relevant to this specific study on frost mortality and the benefit of having a long 
timeseries enabled more robust conclusions on long-term patterns. 

33.2.3. COSMO-REA6 
 

The atmospheric forcing to drive the simulations of Paper III was derived from COSMO-REA6 
(Bollmeyer et al., 2015). COSMO-REA6 provides hourly information at high resolution (6.2km) on 
surface variables from 1995 to August 2019 over Europe. The retrieved variables were temperature at 
reference height, wind, humidity, surface pressure, precipitation, downward shortwave radiation and 
downward longwave radiation for the entire period. In Paper III, the large scale frost drought event in 
the winter of 2013-2014 was analysed at several sites along the northern Norwegian coast for 
deciduous and evergreen shrubs. Modelling accurate snow depths was therefore of major importance. 
Although CLM5.0-FATES-Hydro driven by COSMO-REA6 overestimated snow depths at the coastal 
Norwegian sites of Paper III, COSMO-REA6 was preferred to ERA5-Land since this last one 
performed even worse at those sites. To reduce the snow depth bias of the model forced by COSMO-
REA6 and observations of nearby weather stations, we shifted boundaries of the linear repartitioning 
of rain and snow (originally 0°C and 2°C) to −1°C (only snow below this limit) and 1°C (only rain 
above this limit). This shift, greatly improved the quality of the modelled snow depth at the sites, and 
made COSMO-REA6 a valuable dataset for the frost drought analysis (Fig. 1 and 3 of paper III). 
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4. Presentation of findings 
 

4.1. Paper I: Inclusion of a cold hardening scheme to represent frost 
tolerance is essential to model realistic plant hydraulics in the 
Arctic-Boreal Zone in CLM5.0-FATES-Hydro. 

 

Objectives 
 Implement a hardening scheme based on the work from Rammig et al. (2010) into the 

ecosystem simulator (FATES) hosted in CTSM5.0.  
 Adapt the scheme to make it performant in all climates/locations.  
 Implement constraints of hardiness on plant hydraulic variables during winter in order to 

mimic the impacts of cold acclimation on plant hydraulics in the field.  
 Assess the effects of hardiness on transpiration, root water fluxes, mortality, and vegetation 

productivity, and examine the sensitivity of variables and parameters involved in the 
hardening scheme. 

Summary 
FATES was recently improved with a new plant hydraulic scheme based on the porous media 
approach, which was initially developed for tropical locations. This means that the physiology of 
plant hydraulics in winter is lacking some important processes. In the default scheme, for example, 
stored plant water remains liquid even when temperature drops below zero. Thus, if soils freeze in 
winter, large water potential gradients between plants and soil can lead to root water release, 
desiccation, and ultimately death. To prevent excessive mid-winter root water loss, we propose a 
hydro-hardening scheme adapted for use within the context of plant hydrodynamic simulations, which 
can simulate the physiological costs and benefits of plant cold acclimation in terms of water 
movement and gas exchange. The hydro-hardening scheme is configured such that plants reduce 
conductances along the soil-plant-atmosphere continuum and the rate for hydraulic failure mortality. 
We explore additional configurations of the scheme where hardening of plants leads to changing 
pressure volume curves, and a reduction of carbon starvation mortality. The impact of the scheme on 
plant hydraulics, vegetation mortality and growth appears to be a promising improvement for the 
modelling of vegetation growth in cold environments. In this study, we present one parameterization 
of the hardening scheme, show how it performs at two sites with contrasting winter weather, and 
investigate the response of the scheme to variations of its key parameters (i.e. maximum hardiness 
level and temperature range for dehardening).  

Main findings 
 The hydraulic changes prescribed by the hardening scheme lead to more realistic vegetation 

biomass productivity at temperate and boreal sites. With the hardening scheme turned on, 
plants are able to grow at locations where the default FATES-Hydro model would not allow 
vegetation. 

 By lowering plant conductance with hardening, we reduce mid-winter root water release and 
thereby notably prevent maximum and maintained mortality rates throughout the cold season. 

 From our scheme emerges that hardening comes at a cost for photosynthesis (trade-off). In the 
experiments with an earlier dehardening or a higher maximum hardiness (closer to −2°C), for 
example, plant water fluxes are larger during winter and spring, enabling larger 
photosynthesis but also a higher risk for desiccation through roots if soils freeze. 
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Main conclusion 
In this paper, we provide new insights into the modelling of plant hydraulics and their link to cold 
acclimation. The inclusion of cold hardiness is essential to model realistic plant hydraulics and 
vegetation dynamics in cold climates. Our work lays the foundation to use a hardening scheme to 
regulate frost damage and to study the link between different types of mortalities in terrestrial 
biosphere models in the arctic region. 

 

4.2. Paper II: Integration of a frost mortality scheme into the 
demographic vegetation model FATES 

Objectives 
 Make the hardiness level of plants dependent on their capacity to acclimate to cold, so that the 

hardiness is not only location (grid-cell) dependent anymore, but also plant functional type 
dependent.  

 Implement hardiness-dependent frost mortality into CLM5.0-FATES to study the impacts of 
frost on different vegetation types in temperate and boreal sites from 1950 to 2015. 

Summary 
Freezing is a major environmental stress, limiting the distribution of plants and causing large 
economic losses. To avoid this stress, temperate and boreal plants, through hardening, developed the 
ability to cope with low seasonal temperatures. Frost mortality typically takes place at northern 
latitudes following warm pulses and abrupt transitions from summer-like temperatures to typical 
winter conditions. During such events, the hardiness level of plants can be dramatically disturbed so 
that vegetation does not tolerate the return to freezing temperatures. In most land surface models, frost 
mortality is poorly represented or completely absent. In the FATES module of the Community Land 
Model (CLM), climate envelopes are represented by assigning a minimum temperature (between 
2.5°C and –80°C) to each plant functional type. These thresholds determine which temperatures a 
plant can tolerate, so that plants with a freezing tolerance of 2.5°C are unlikely to survive in temperate 
and boreal regions, while plants that tolerate -80°C may never incur injury. In reality, the ability to 
withstand frost varies during the course of a year depending on temperature and photoperiod. In this 
study, we took advantage of the hardening scheme incorporated in Paper I, to include the hardiness 
level variable into the calculation of frost mortality. The static freezing tolerance thresholds, 
previously used to calculate freezing mortality directly, now dictate the calculation of the maximum 
hardiness level of PFTs. We then replaced the fixed freezing tolerance threshold in the original 
freezing mortality calculation of FATES with the time- and now also PFT-dependent hardiness level. 

Main findings 
 Frost mortality is now triggered by the hardiness level which is unique to each PFT and 

evolves dynamically as a function of the climate.  
 During frost events, the hardening-frost scheme causes minor changes to total PFT biomass. 

However, at some locations, when biomass is low or during the model spin up, frost events 
modelled by the new scheme may result in large differences in biomass. 

 Regarding the seasonality of frost events, we identified high autumn and spring frost 
mortality, especially at colder sites, and increasing mid-winter frost mortality due to global 
warming, especially at warmer sites.  
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Main conclusion 
Due to the presence of fixed temperature thresholds, the previous freezing mortality approach of 
FATES did not account for climate variations and the resilience of vegetation to frost was 
independent of weather conditions. In this study, we introduce an alternative scheme that fulfils the 
same role of governing PFT distribution, but at the same time introduces more dynamic 
physiologically based mechanisms. The ‘hardening-frost scheme’ is a major step forward as it 
dynamically represents vegetation in ESMs by for the first time including a level of frost tolerance 
that is responding to the environment and (implicitly) includes cost and benefit. By linking hardening 
and frost mortality in a land surface model, we open new ways to explore the impact of frost events in 
the context of climate change.  

 

4.3. Paper III: Modelled plant mortality due to an extreme winter 
event shows a divergent mortality for deciduous and evergreen 
species 

Objectives 
 Determine whether frost droughts can be represented realistically in CLM5.0-Fates-Hydro 

with the new hardening scheme.  
 Explore whether the winter warm spells observed in 2013/14, described in several earlier 

studies, triggered excessive transpiration while the soil was still frozen, leading to acute frost 
desiccation and ultimately exceptionally larger amounts of hydraulic failure mortality.  

 Establish whether needleleaf shrubs (which exhibit earlier dehardening) are more vulnerable 
to acute frost desiccation than deciduous shrubs.  

 Finally, we wanted to investigate how the frost drought of 2013/14 impacted terrestrial carbon 
fluxes and land-atmosphere interactions. 

Summary 
Arctic-boreal winters are warming rapidly, which is accompanied by a steadily increasing frequency 
of extreme winter events. While extreme winter warming events are predicted to increase in the 
future, there are no ecosystem models that have studied the effects of acute frost desiccation on cold 
acclimated plants. Acute frost desiccation occurs when sudden atmospheric warming in winter causes 
leaf transpiration, while frozen soils prevent water uptake, triggering vegetation damage. In paper III, 
we use CLM5.0-FATES-Hydro with the hardening scheme developed in Paper I and II, driven by 
high-resolution atmospheric forcing (COSMO-REA6) to evaluate how a frost drought impacted 
mortality of coastal Norwegian deciduous and evergreen shrubs during a winter characterized by 
warm spells and dry conditions (i.e. the winter of 2013-2014). In this study, we coupled the hardening 
scheme to the phenology of deciduous PFTs by allowing leaves to appear only after a PFT had 
dehardened by at least 50% of its maximum hardiness level. Furthermore, as deciduous genotypes 
have been identified to acclimate faster than evergreens, and typically deacclimate later, we 
implemented different temperature ranges for dehardening of evergreens (between 2.5°C to 12.5°C) 
and deciduous (between 5°C and 15°C) PFTs. 
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Main findings 
 The successive warm spells during the winter of 2013/14, are reflected by the hardening 

scheme, which shows strong dehardening of evergreen shrubs at our coastal locations. The 
modelled mortality resulting from those winter warm spells was confirmed by observations of 
damage at or in the vicinity of the three locations. 

 The model is capable of representing acute frost desiccation, which took place at several 
occasions as evergreen shrubs lost their hardiness during winter warm spells or at the onset of 
spring.  

 Reverse plant water flux through roots, as soils freeze in fall or after winter warm spells, can 
cause large rates of hydraulic failure mortality when plants are not sufficiently acclimated to 
cold. During the successive warm and cold spells of 2013/14, frost-based reversal was a 
major contributor to mid-winter tissue dehydration and mortality (in combination with acute 
frost desiccation) 

 Due to the lower temperature requirements for dehardening, evergreen shrubs are more 
vulnerable than deciduous shrubs to extreme winter warming events.  

 Due to the small percentage of hydraulic failure mortality in comparison to the total winter 
mortality, and the reduction of competition as a result of lower biomass, vegetation 
productivity was not significantly lower after the extreme winter of 2013/14. 

Main conclusion 
We demonstrate that the hardiness level of PFTs has a critical role in the amplitude and direction of 
plant water fluxes, and successfully modelled the higher vulnerability of evergreen shrubs. Although 
the hardiness level of vegetation appears to be a critical driver of winter desiccation, we establish a 
clear link between soil dryness and hydraulic failure mortality during the cold season. 

 

4.4. Author contribution 
 

I ran model simulations, analysed model output, downloaded and prepared input data (atmospheric 
forcing and surface datasets), and wrote the three manuscripts presented in the thesis. The supervisors: 
Hui Tang, Kjetil S. Aas, Frode Stordal and Frans-Jan W. Parmentier, contributed to the design of the 
work. All supervisors, and co-authors Rosie A. Fischer and Jarle W. Bjerke revised the three papers.  
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5. Discussion, outlook and concluding remarks 
 

In this chapter, we discuss the scientific results of each paper in comparison to the objectives 
presented in Chapter 1.2. This concluding chapter aims to provide a more comprehensive 
understanding of the scientific findings of the thesis. Lastly, we discuss the potential directions for 
future research in relation to the findings. 
 

5.1. Implementation and globalization of a hardening scheme into 
CTSM5-FATES 

 
a) Implement a globalized version of the hardening scheme based on the work from Rammig et 

al. (2010) into the ecosystem simulator (FATES) hosted in CTSM5.0. 
b) Adapt the hardening scheme to make it performant in all climates/locations since the 

hardening scheme of Rammig et al (2010) was parametrized to be effective only in Farstanäs 
(Sweden). 

c) Adapt the hardening scheme to all plant functional types (PFTs), since the version of Rammig 
et al. (2010) was parametrized to fit Norway spruce (Picea abies). 

Hardening schemes have been used in the past to predict the hardiness level of specific species 
through time, as a variable of temperature and photoperiod (Leinonen et al., 1997; Rammig et al., 
2010). The output of these schemes is the hardiness level of plants, and although this variable has 
been described as crucial for predicting and controlling various physiological processes in 
overwintering vegetation, it is not included in most dynamic vegetation models (Uemura & 
Steponkus, 1997; Valentini et al., 1990; Wisniewski et al., 2018). To improve the representation of 
winter processes in CLM5.0-FATES, our first mission was to globalize, improve and generalize the 
hardiness scheme of Rammig et al. (2010).  

In Paper I, we introduce a first version of the “hardening only” scheme. The first adaptation we 
brought to the scheme of Rammig et al. (2010) was to make the maximum hardiness parameter 
becomes site- and time- dependent (to function globally and to account for evolution associated to 
changes in climate). To do so, we made it depend on a new variable, i.e. the 5-year running mean of 
the minimum 2 m daily temperature (T5). A second adaptation was to make the target hardiness, the 
hardening rate and the dehardening rate (see methods) dependent on the maximum hardiness level so 
that vegetation can harden and deharden faster at colder than at warmer sites.  

A second major modification concerned the timing of the year at which hardening is allowed to start. 
Rammig et al. (2010) defined the start of the hardening period as the 210th Julian day, which was 
calibrated for Norway spruce at a specific site in Sweden. Instead, we use a daylength threshold 
depending on the temperature index T5 of the corresponding site. The use of a temperature-dependent 
daylength threshold is essential since vegetation at colder sites must start to harden earlier, and the 
correlation between photoperiod and temperature is not the same at all locations (Fig. 9).  

To tolerate freezing, plants undergo a set of physiological changes. The capacity to efficiently cold 
acclimate and survive frost depends on a plants’ genome and the presence of performant cold 
tolerance traits. Therefore, different species may exhibit different maximum hardiness levels, 
hardening rates, dehardening rates and temperature ranges where hardening and dehardening occur 
(Mabaso et al., 2019; Oberschelp et al., 2020). In Paper II, we further develop the existing hardening 
scheme by considering the freezing tolerance threshold of PFTs in the calculation of the hardiness 
level, to make it PFT-dependent. The freezing tolerance thresholds of a PFT (between 2.5°C and 
−80°C in FATES) is from here on used as the maximum possible value for the maximum hardiness of 
the corresponding PFT. In terrestrial biosphere models, species are aggregated in groups based on 
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common functional characteristics criteria. Therefore, it is likely that the measured maximum freezing 
tolerance of some species that are within the same plant functional type category in the model, is 
variable in reality (Sakai, 1983). A PFT’s maximum freezing tolerance (as well as most parameters of 
terrestrial biosphere models) is a rough approximation of what has been measured for species 
belonging to that PFT.  

In Paper III, the differentiation of hardening for PFTs is further developed, although with a focus on 
the distinction between deciduous and evergreen genotypes. Since deciduous genotypes acclimate 
quicker than evergreens, and typically deacclimate later (Artlip et al., 1997; Kalberer et al., 2006), we 
implement a different temperature range for dehardening to take place. The dehardening rate of 
evergreens occurs between 2.5°C to 12.5°C, while deciduous PFTs were defined to deharden between 
5°C and 15°C as in the original scheme of (Rammig et al., 2010).  

 

5.2. Improve the representation of winter plant hydraulics by coupling 
it to the hardening scheme. 

 

a) Use the hardiness level of plants to constrain plant hydraulic variables during winter 
in order to mimic the impacts of cold acclimation on plant hydraulics in the field.  

b) Assess the effects of hardiness on transpiration, root water fluxes, mortality, and 
vegetation productivity, and examine the sensitivity of variables involved in the 
hardening scheme 

 

The default version of the CLM5-FATES-Hydro allows water to freeze in soils but not in plants and it 
does not include a mechanism to prevent liquid plant water to flow from plants to soils when freezing 
strongly reduces soil water potential. We show that this results in a depletion of water in plant 
compartments and triggers large amounts of hydraulic failure and carbon starvation mortalities. In 
reality, the reduction in hydraulic conductivity of plant tissues inhibits or prevents water loss during 
freezing, depending on the atmospheric temperatures and amount of hardening of plants (Gusta et al., 
2005; Smit-Spinks et al., 1984).  

In Paper I, we used the hardiness level to modify the hydraulic functioning of evergreen and 
deciduous trees during cold acclimation. In the hydro-hardening scheme, the hardiness level of plants 
is used to reduce conductances at the intersection of plant tissues (KMAX) and at the stomatal level (g0 
& g1), as well as the hydraulic failure mortality scalar (see methods). Our results show that the 
reduced conductance (KMAX) during hardening is beneficial as it reduces root water release, and hence 
hydraulic failure mortality during freezing soil events, but comes at a cost as it temporarily reduces 
photosynthesis due to reduced transpiration.  

Reducing g0 & g1 led to a slower decrease of leaf water potentials during late winter and spring, 
resulting in higher vegetation survival rates. We argue that the accompanying reduction in 
transpiration makes the model more realistic. Indeed, while photosynthesis is slightly influenced by 
cold in the default model, temperature is not taken into account in the calculation of transpiration, 
although literature has shown that g0 & g1 is lower in cold acclimated plants (Christoffersen et al., 
2016; James et al., 2008).  

The large rates of root water exudation simulated each year at cold sites in the default CLM5-FATES-
Hydro systematically result in maximum HFM rates from late autumn until spring snow melt when 
soils finally thaw. In cold regions (such as Spasskaya Pad in Siberia), HFM during winter is so large 
that summer productivity cannot balance the high winter mortality. In reality, high latitude vegetation 

4141



42 
 

is dormant in winter and the metabolism of plants is reduced or completely interrupted, meaning that 
the survival rates should be largely enhanced (Volaire, 2018). Our results show that the reduction of 
HFM with hardening can lead to large increases of biomass in areas with cold winters. 

We also explored configurations of the scheme where hardening of plants led to changing pressure 
volume curves, and a reduction of the carbon starvation mortality. As the physiological changes 
induced by cold acclimation result in modifications of the osmotic potential at full turgor and the bulk 
elastic modulus (Mart et al., 2016; Scholz et al., 2012), i.e. two parameters that intervene in the 
calculation of the plant PV curves. In the changing PV curve simulation (see Paper I), lower winter 
root water exudation and transpiration fluxes were simulated. However, if KMAX is not low enough at 
the location, larger root water uptake (especially in deeper layers that remain unfrozen longer in 
autumn) balances the decrease in plant water potential. While the PV curve modification should be a 
more realistic approach to model the impact of hardening on plant hydraulics, it has the undesirable 
effect to also cause larger HFM and lower biomass. 

Finally, we assessed the sensitivity of the model to the parameters of the hardening scheme 
(maximum hardiness level and timing of dehardening). These, once more, highlight the considerable 
cost of hardening at cold sites where vegetation incurred frequent hydraulic failure mortality. The fact 
that hardening comes at a cost is well-known as previous field-based research has described the cost 
of hardening by showing that (1) cold acclimation causes a suppression of the rate of CO2 uptake 
(Krivosheeva et al., 1996), (2) low temperatures lead to the inhibition of sucrose synthesis and 
photosynthesis (Savitch et al., 2002), and (3) photosynthesis stops when needles freeze (Havranek & 
Tranquillini, 1995).  

To conclude, the hydro-hardening scheme is able to simulate the physiological costs and benefits of 
plant cold acclimation in terms of water movement and gas exchange, and its impact on plant 
hydraulics, vegetation mortality and growth appears to be a promising improvement for the modelling 
of vegetation growth in cold environments.  

 

5.3. Improve the representation of frost mortality by coupling the 
freezing mortality parametrization with the hardening scheme. 

 

a) Implement a frost scheme based upon the previously implemented hardening scheme. 
The frost scheme uses the varying hardiness level rather than a fixed tolerance 
threshold to calculate frost mortality. 

b) Examine the trends, annual distribution and spatial patterns of the hardiness-
dependent frost scheme and compare it to the previous frost scheme.  

 

The original freezing mortality implementation in FATES (Albani et al., 2006) uses hard-coded 
temperature thresholds to constrain the distribution of vegetation across climate zones. Due to the 
presence of fixed temperature thresholds, this approach does not account for climate variations and 
the resilience of vegetation to frost is independent of weather conditions. In reality, variations in 
climate are major determinants of vegetation distribution across climate envelopes (Adams, 2009). 
The alternative scheme we introduce in Paper II also has the role of governing PFT distribution, but at 
the same time introduces more dynamic physiologically based mechanisms. As the new hardening-
frost scheme relies on the hardiness level of plants to predict frost mortality, it has the capacity to 
simulate frost damage when plants are unprepared to withstand freezing. In the new hardening-frost 
model, the hardiness level of all PFTs ranges from –2 to –70°C. Mortality increases linearly from the 
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moment minimum temperature crosses the hardiness level to the moment they get 5°C lower than the 
hardiness level. In the original freezing mortality approach, mortality would start 5°C above the 
PFTfreezetol parameter (i.e. between 2.5 and –80°C). While a PFT tolerant to 2.5°C would start 
experiencing freezing mortality at 7.5°C in the old scheme, the same PFT will in the new scheme start 
experiencing frost mortality at –2°C.  

The frost-hardening scheme implemented in Paper II is a major improvement since it enables the 
detection and prediction of the damaging effects of extreme winter events and late spring frost events. 
We show that at some locations (Soběšice and Farstanäs), and for some PFTs (broadleaf deciduous, 
needleleaf evergreen and needleleaf deciduous trees), the new hardening-frost scheme will cause 
minor changes to total PFT biomass, while at other sites (e.g. Spasskaya Pad), much lower amounts of 
biomass were simulated during the spin-up. We argue that such dynamics may have large impacts on 
competition in multiple PFT simulations, but more work with parameter estimation of high-latitude 
PFTs in FATES remains necessary before it can be run realistically in competition mode (Buotte et 
al., 2021).  

Unless a PFT is intolerant to the temperatures of its site, damaging frost events are short lived in the 
new scheme. They rarely last more than a few days, and their amplitude is limited to 3% of 
individuals/year. Therefore, the potential impact of frost on vegetation is small in comparison to the 
parameterization of carbon starvation and hydraulic failure mortalities, which typically remain at high 
levels for several months during winter in northern regions (see Paper I). We did not modify the 
amplitude parameter due to a lack of observations to evaluate against, but we call for more 
quantitative observations on frost damage to achieve a precise parameterization of this process. 

 

5.4. How are frost droughts represented in CLM5-FATES-Hydro with 
the hydro-hardening scheme? 

 

a. Evaluate the capacity of FATES-hydro to accurately represent frost droughts 
in cases where the soil is still frozen but mild atmospheric conditions trigger 
excess transpiration. 

b. Assess the vulnerability of deciduous versus evergreen shrubs (differentiated 
by their capacity to remain cold acclimated) during winter warming events. 

 

If FATES-Hydro had been used without the hardening scheme, plants would systematically undergo 
strong frost-based reversal in cold locations such as Eastern Siberia (Paper I). Such frost-based 
reversal triggers extreme tissue dehydration and would result in hydraulic failure mortality 
systematically reaching its maximum amplitude each winter, until snow melt in spring. The hydro-
hardening scheme (Paper I) greatly improved plant hydraulics in FATES-Hydro as it enables plants to 
remain partially hydrated during milder winters (without extreme early-winter soil freeze), thereby 
allowing for a better representation of excessive transpiration during winter warm spells. 

In Paper III, for the first time, we demonstrate that CLM5.0-FATES-Hydro with hardening is able to 
represent acute frost desiccation. We show that the winter warm spells of 2013/14 had a strong impact 
on the modelled hardiness level of evergreen shrubs at the northern Norwegian sites where damage 
was reported, pulling them out of dormancy and resulting in both acute frost desiccation and frost-
based reversal, i.e. results that are consistent with the damage reports of evergreen shrubs in the field. 
There is, however, still some degree of frost-based reversal in both evergreen and deciduous shrub 
simulations as dehardening during warm spells increases root conductivity. Despite the difficulty to 
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find literature on the subject, efficient reverse flow inhibition has been identified to be highly variable 
among species (Hafner et al., 2019), habitats, and even along the length of an individual root 
(Caldwell et al., 1998; Kim et al., 2018). At higher elevated sites with low enough temperatures, 
modelled evergreen species remained cold tolerant throughout the winter and avoided large mortality 
rates. In the field, those evergreens may have remained unharmed in 2014, due to the higher elevation 
of the sites.  

Paper III also establishes that, due to their earlier dehardening, evergreen shrubs are more vulnerable 
than deciduous shrubs at the modelled locations. This is in agreement with experiments demonstrating 
that, relative to evergreens, deciduous shrubs start to accumulate cold-induced proteins earlier in 
autumn, and maintain them at higher levels until later in spring (Arora et al., 1992; Artlip et al., 1997). 
Due to the current design of the hardening scheme, similar hardiness levels are generated for both 
plant functional types in autumn, and it is only in spring that large differences are seen. The results 
provided in Paper III show that the winter warm spells of 2013/14 did not trigger the dehardening of 
deciduous shrubs at the northern Norwegian sites.  

Despite the larger rates of hydraulic failure mortality for evergreens in 2013/14, and their lower 
biomass following the event, we did not identify a significant disturbance of vegetation productivity 
during the year following the event. We believe that the systematically large rates of carbon starvation 
occurring repeatedly winter after winter strongly reduce the signal provided by increased hydraulic 
failure mortality. Another hypothesis is that the slightly larger drop of biomass in 2014, would have 
led to a lower competition for resources (light and water) in the model. In reality, damaged plants also 
tend to show compensatory growth (Boege, 2005; McNaughton, 1983). 
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5.5. Concluding remarks and future research 
 

Each of the papers resulted in an improvement of the representation and/or the understanding of 
winter processes undergone by temperate and boreal vegetation during the cold season in a terrestrial 
biosphere model (i.e. CTSM5-FATES). The inclusion of cold hardiness is essential to model realistic 
plant hydraulics, frost mortality, frost droughts and vegetation dynamics within cold climates. 

While conducting this work, we identified some approximations and weaknesses in the methods. In 
this section we describe some of the main issues we encountered and propose some solutions or ideas 
that may need to be further explored to better represent winter processes in cold regions. 

1. In Paper I, the solution of the Hydraulic scheme of FATES was calculated by the two-
dimensional (2D) solver using Newton iterations. In this solution, the water potentials in plant 
and rhizosphere soils are solved together as prognostic variables. When running the model in 
locations such as Siberia, extremely low water potentials (−40 000 MPa) lead to extremely 
high matric water gradients and prevented the convergence towards a solution of the flow 
equations. To deal with these unrealistic values, we limited the calculation of supercooling in 
soils to −10°C and imposed −25MPa as a minimum value for water potential. These enabled 
the model to converge towards a realistic solution. To further improve the soil water 
dynamics and curves in the model, additional studies looking into the relationship between 
temperature and soil water potential at northern locations would be beneficial. 
 

2. When the hydraulics of FATES are used in Siberia with the 2D Newton solver, large rates of 
water percolation and drainage from upper to deeper soil layers was modelled. Although 
Siberian soils are deeper, we prescribed soil depths of 1m as our focus was on the physiology 
of hardening and not on the supply and demand dynamics of soil moisture. Further work is 
needed to develop soil physics in terrestrial biosphere models, to prevent excessive drainage 
and unrealistically low water potentials 
 

3. We show that even after the implementation of the hydro-hardening scheme, reverse flow 
through roots as soil freezes remains present, especially during shoulder seasons or during 
mid-winter dehardening. Quantifying reverse flow inhibition remains unknown and highly 
variable among species (Hafner et al., 2019), habitats, and even along the length of an 
individual root (Caldwell et al., 1998; Kim et al., 2018). More research is needed to further 
disentangle the root properties that may regulate or inhibit reverse flow, especially for boreal 
forests. 
 

4. Further detailed studies are required to understand the large-scale impacts of frost-based 
reversal and excessive transpiration on net carbon exchange, gross ecosystem productivity, 
and water transfer through the soil–plant–atmosphere continuum. Research should not only 
focus on stomatal water losses during acute frost droughts but also try to assess to which 
extent reverse flow through roots is crucial to vegetation survival in temperate, boreal and 
arctic regions. 
 

5. Stomatal conductance (gs) is important to improve model predictions of plant water use, 
carbon uptake and energy fluxes (Bauerle & Bowden, 2011; Berry et al., 2010; Franks et al., 
2018). The Ball-Berry stomatal model describes gs as a function of, among others, a residual 
or intercept (g0) and a slope (g1). Reductions of both parameters were suggested during water 
stress, and inter- and intra-species differences are pointed out (Heroult et al., 2013; Miner & 
Bauerle, 2017; Zhou et al., 2013). Similarly, seasonal variations of Ball-Berry parameters 
have been investigated, and although results differ (Lai et al., 2000; Ono et al., 2013; Wolf et 
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al., 2006), research focusing on stomatal dynamics during freezing and hardening is lacking. 
Combining the current knowledge of the effects of hardening on conductance (Augustyniak et 
al., 2018; Göbel et al., 2019) and the effects of water stress on g0 and g1, however, justifies 
reducing those parameters with hardening. The amplitude at which stomatal parameters were 
reduced with hardiness, has been selected based on a sensitivity experiment that showed 
optimal growth but would greatly benefit from more quantitative observations. 
 

6. In several model simulations, we struggled to minimize carbon starvation mortality and 
termination mortality (partial or total extinction of a PFT) during spring when leaves appear. 
Carbon starvation mortality resulted in large seasonal cycles at all temperate and boreal sites 
simulations we studied for deciduous and evergreen genotypes. As carbon storage pools 
diminish towards the end of the winter, there is no carbon left for leaves to appear and on 
several occasions large rates of termination mortality could not be avoid without having to 
tune the parameters of productivity. We suggest further work is needed to either calculate 
carbon and termination mortality in the model or to improve the accuracy of the parameters 
involved (e.g. storage pool size, Vcmax, allocation, root longevity). 
 

7. Although the understanding of cold acclimation processes is expanding at an accelerating 
rate, there are still large knowledge gaps. For example, the range of processes triggered by 
cold acclimation are poorly known and we lack measurements to define the exact amplitude 
at which they are disturbed (R. Arora & Rowland, 2011; Chang et al., 2021; Shi et al., 2018; 
Shin et al., 2015).  
 

7.1. Future research is needed to better assess the implications of cold acclimation on plant 
hydraulics, especially conductivity. Understanding these processes is hampered by the 
logistical and technical difficulties involved in the observation of cold systems. We call 
for more quantitative observations on frost damage to achieve a precise parameterization 
of this parameter. 
 

7.2. Future research is needed to provide more quantitative observations on frost damage to 
improve the amplitude of frost. The amplitude of the freezing mortality parameter is 3% 
of individuals/year, and since damaging frost events are short lived in the new scheme, 
the potential of impact of frost on vegetation is small in comparison to the 
parameterization of carbon starvation and hydraulic failure mortalities, which typically 
remain at high levels for several months during winter in northern regions. 
 

7.3. Quantifying and generalizing hardiness levels and rates inside the scheme itself are in 
some respects broad approximations which remain to be optimized further. Future 
developments should, for example, consider a larger influence of photoperiod and the 
inclusion of plant phenological states in the calculation of the hardiness level.  

 
8. In this thesis, we developed tools that enable to increase our understanding of how climate 

influences vegetation dynamics through the occurrence of frost and drought events. We also 
used the tools we implemented to highlight that frost and drought events can have significant 
impacts on vegetation survival in cold regions of the world, ultimately leading to browning. 
Since browning is influenced by the temporal and spatial occurrence of extreme winter 
events, we emphasize the need to better understand the changes in occurrences of extreme 
winter events in the future to better evaluate their importance in arctic-boreal greening and 
browning. 
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Abstract. As temperatures decrease in autumn, vegetation of temperate and boreal ecosystems increases its tolerance to 

freezing. This process, known as hardening, results in a set of physiological changes at the molecular level that initiate 

modifications of cell membrane composition and the synthesis of anti-freeze proteins. Together with the freezing of 

extracellular water, anti-freeze proteins reduce plant water potentials and xylem conductivity. To represent the responses of 20 

vegetation to climate change, land surface schemes increasingly employ ‘hydrodynamic’ models that represent the explicit 

fluxes of water from soil and through plants. The functioning of such schemes under frozen soil conditions, however, is poorly 

understood. Nonetheless, hydraulic processes are of major importance in the dynamics of these systems, which can suffer from 

e.g. winter ‘frost drought’ events.

In this study, we implement a scheme that represents hardening into CLM5.0-FATES-Hydro. FATES-Hydro is a plant 25 

hydrodynamics module in FATES, a cohort model of vegetation physiology, growth and dynamics hosted in CLM5.0. We 

find that, in frozen systems, it is necessary to introduce reductions in plant water loss associated with hardening to prevent 

winter desiccation. This work makes it possible to use CLM5.0-FATES-Hydro to model realistic impacts from frost droughts 

on vegetation growth and photosynthesis, leading to more reliable projections of how northern ecosystems respond to climate 

change. 30 
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1 Introduction 

In the arctic-boreal region, winters are dark, typically last over 6 months, and average temperatures are low (generally around 

-20°C). To survive the harsh winters of this region, cold-adapted vegetation goes through a set of physiological and structural

changes to avoid desiccation and frost mortality (Bansal et al., 2016; Chang et al., 2021). This capacity of plants to withstand35 

freezing can be highly variable throughout the year – depending on the species and environmental factors such as light and

temperature. In summer, the tolerance to freezing is low, but it slowly increases when exposed to a decrease in photoperiod

and temperature (Beck et al., 2004)— a process known as cold acclimation (Li et al., 2004; Wisniewski et al., 2018). Cold-

acclimation triggers multiple physiological and biochemical responses which enable plants to i) tolerate extracellular ice

formation and the resulting cellular dehydration (Levitt, 1980; Janská et al., 2010), ii) avoid the formation of interstitial ice 40 

crystals by keeping tissues isolated from the cold and/or by regulating nucleation. Ice nucleation can be suppressed down to -

38°C if biological antifreeze proteins such as dehydrins and flavonoids are synthetized (Hanin et al., 2011) – a process called 

supercooling. Between -20°C and -30°C, the formation of intracellular glass (vitrification) further enables cold acclimated 

woody plants to develop a resistance to much lower temperatures. Trees in northern latitudes have evolved resistance to 

naturally occurring temperatures as low as -70°C (Sakai, 1983), whereas herbaceous plants can rarely tolerate < -25°C. 45 

Experiments have demonstrated that trees can resist the temperature of liquid nitrogen (-196°C) when regulating ice nucleation 

(Rinne et al., 1998).  

Plants exposed to temperatures below their tolerance threshold (which varies as a function of time and environmental 

conditions) suffer from 1) mechanical stress, due to the intercellular ice crystallization and fragility of the tissues, and 2) 

osmotic dehydration due to the freezing of intercellular water. Therefore, the increased survival of plant cells and tissues is the 50 

evolutionary benefit of cold acclimation. The two strategies of tolerance and avoidance are often found simultaneously in the 

same plant. Cold acclimation strategies, rates and ranges involve complex species-dependent physiological and gene 

expression changes (Chinnusamy et al., 2006; Welling and Palva, 2006).  

The physiological adaptations induced by cold acclimation have a large impact on the hydraulics of plants. Apoplastic ice 

formation and the increased viscosity of protein-bound water particles are known to reduce water flow (Dowgert and 55 

Steponkus, 1984; Gusta et al., 2005; Smit-Spinks et al., 1984). In addition, water stress resulting from deeply frozen soils with 

low soil water potentials triggers slow developmental changes in the root structure to increase their impermeability and reduce 

water loss (Beck et al., 2007; Kreszies et al., 2019; North and Nobel, 1995). Other strategies include the creation of an air gap 

during root shrinkage (Carminati et al., 2009; North and Nobel, 1997) and the inhibition of conducting channels (Knipfer et 

al., 2011; Lee et al., 2005; Ye and Steudle, 2006). Since water transport is prohibited in cold-acclimatized tissues, growth is 60 

also affected and it is important that plants de-acclimate rapidly in spring to re-activate their metabolism. 

Plant hydraulics, apart from its critical role in the survival of plants during droughts, is also a major driver of species 

distribution (Fontes, 2019; Lopez-Iglesias et al., 2014; Navarro et al., 2019; Rasztovits et al., 2014). Species distribution is 

shaped by mortality and recruitment, and the ability of species to survive under periods of low water availability depends on 



3 

their hydraulic traits (Greenwood et al., 2017). Tolerance to and delay of desiccation, for example, involve traits such as greater 65 

resistance to embolism (i.e. interruption of water flow through plant conductive vessels), the ability of cells to remain alive at 

low water levels and the reduction of water loss (Kursar et al., 2009; Tyree et al., 2003). 

Despite its importance, terrestrial biosphere models typically rely on simple approaches to represent plant hydraulics, involving 

an extension of Darcy’s law. Darcy stated that the flux of water anywhere in the soil plant continuum was proportional to the 

hydraulic conductivity and the water potential gradient (Darcy, 1856). One of the simplest implementations of this is to model 70 

soil-root conductance as a function of soil moisture (Jarvis and Morison, 1981; Bonan et al., 2014). In more complex models, 

variable xylem conductance and water potential are added (Williams et al., 2001; Duursma and Medlyn, 2012). One of the 

most advanced approaches is the continuous porous media approach (Edwards et al., 1986; Sperry et al., 1998; Christoffersen 

et al., 2016; Mirfenderesgi et al., 2016) which extends the water mass balance in the soil-plant-atmosphere continuum by 

relating changes in water content directly to water potential and vice-versa. Analogous to the retention curves in soil physics, 75 

the model uses the explicit relationship between water content and potential in plant xylem (pressure-volume curves). The use 

of plant traits to parameterize such models, as well as their ability to predict measurable features of plant water relations (leaf 

water potential, sap flow) makes these models attractive from the perspective of both realism and connection to data. 

Furthermore, such models enable bidirectional water flow through root tissue. Reverse flow from roots to soil is an important 

process for hydraulic redistribution and tissue dehydration in case of extreme drought (Oliveira et al., 2005; Nadezhdina et al., 80 

2010; Prieto et al., 2012). A hydraulic model incorporating these advanced mechanisms has recently been included in the 

Functionally Assembled Terrestrial Ecosystem Simulator (FATES).  

FATES is a size and age-structured representation of vegetation dynamics which can be coupled to a land surface model or an 

Earth system model (Christoffersen et al., 2016). CLM (Lawrence et al., 2019) and the Energy Exascale Earth System Model 

(E3SM), have both been coupled to FATES and it is used by numerous scientists across the globe to simulate land surface 85 

processes (Koven, 2019). 

The new plant hydraulics scheme in FATES was initially developed for specific sites in the tropics, and to our knowledge, 

porous-media hydraulics models have not been applied extensively, if at all, in high latitude or cold systems. Thus, the 

physiology of plant hydraulics in winter is generally not well represented in such schemes. The default scheme, for example, 

stored plant water remains liquid even when temperatures drop below zero and plant gas exchange can continue in the event 90 

of frozen soils. In the cold regions of the world, extreme winters can cause soils to freeze to temperatures well below -20°C. 

Such cases lead to extremely low water potentials in the soil compared to the plant, while the model assumes that water remains 

liquid inside the plant. Due to this difference in water potential, soils tend to pull water from vegetation, depleting plant storage 

pools and incurring large amounts of hydraulic failure mortality in the model.  

In this study, we investigate how a model can represent the processes that lead to cold acclimation by implementing a hardening 95 

scheme into the CLM5-FATES-Hydro demographic land surface model. The scheme that represents hardening is configured 

such that cold-acclimated plants reduce conductances along the soil-plant-atmosphere continuum and the rate for hydraulic 

failure mortality. We explore additional configurations of the scheme where hardening of plants led to changing pressure 
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volume curves, and a reduction of the carbon starvation mortality.  The modification of these parameters is intended to mimic 

the physiological changes plants go through when acclimating to cold and the reduction in their metabolic and water transport 100 

capacities. Finally, we assess the sensitivity of the model to the parameters of the hardening scheme (maximum hardiness level 

and timing of dehardening). We hypothesize that the changes prescribed by the hardening scheme (a) are necessary to model 

realistic vegetation growth in cold climates, and (b) make it possible to use CLM5-FATES-Hydro to model realistic impacts 

from frost droughts on vegetation growth and photosynthesis, leading to more reliable projections of how northern ecosystems 

respond to climate change. 105 

2 Methods 

2.1 The model 

CLM5.0-FATES-Hydro stands for the fifth version of the Community Land Model, coupled to the Functionally Assembled 

Ecosystem Simulator (FATES) with the modified trait based hydraulic scheme (Hydro-TFS). In this context, CLM5.0 

represents the biogeophysical aspects of the land surface, including the energy balance, soil hydrology, biophysics and 110 

cryospheric processes, as well as soil biogeochemistry and other land surface types (lakes, urban, glaciers, crops)  (Lawrence 

et al., 2019). 

2.1.1 FATES 

FATES (Fisher et al., 2015; Koven, 2019) is a cohort-based vegetation demographic model. It has been integrated into CLM5.0 

to represent vegetation processes and dynamics wile tracking the vertical (in terms of plant height), spatial (in terms of 115 

successional age) and biological (in terms of plant functional type) heterogeneity of terrestrial ecosystems. When coupled to 

the CLM5.0 FATES handles all processes related to live vegetation (inclusive of photosynthesis, stomatal conductance, 

respiration, growth, and plant recruitment and mortality) as well as fire and litter dynamics. 

2.1.2 Hydro 

The ‘Hydro’ configuration of FATES is a plant hydrodynamic model. Originally developed by Christoffersen et al. (2016), it 120 

follows a continuous porous media approach based on the soil-plant-atmosphere continuum described by Sperry et al. (1998). 

A single mass balance equation describes the coupled soil-plant system, and the relationship between plant water storage and 

plant water potential is explicitly described. It consists of a discretization of the soil-plant continuum in a series of water storage 

compartments with variable heights, volumes, water retention and conducting properties (Fig. 1).  

Trees are divided into 4 types of porous media (leaf, stem, transporting and absorbing roots). Each above ground plant medium 125 

and transporting roots consists of a single storage pool, while absorbing roots are divided in vertical compartments by soil 

layer. The water pools are connected by pathways with defined lengths and conductances. The soil is divided in cylindrical 
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“shells” around the absorbing roots (the rhizosphere), and hydraulic properties are constant across compartments within a 

given soil type.  

 130 

The hydraulics in this scheme are governed by the relationships between content, potential and conductivity of plant tissues. 

The model requires parameterization of: (1) tissue water content vs. potential (the pressure-volume or PV curve), (2) water 

potential vs. conductivity of plant tissues and (3) leaf water potential vs. stomatal conductance stress factor. The first two 

relationships concern every pool within the plant–soil continuum and follow specific equations for plant and soil porous media 

types. For the soil, we used the formulation of Clapp-Hornberger and Campbell to describe the first two relationships 135 

(Campbell, 1974; Clapp and Hornberger, 1978). For the plant, the first relationship (PV curve) is described by two terms: a) 

the solute potential (<0 due to the presence of solutes), and b) the pressure potential (>=0 due to cell wall turgor) (Ding et al., 

2014; Tyree and Hammel, 1972). The cell wall turgor pressure is the hydrostatic force that pushes the membrane against the 

cell wall in excess of ambient atmospheric pressure (Fricke, 2017). The equations to calculate the solute and pressure potentials 

depend on parameters such as the osmotic potential at full turgor (pinot) and the elastic bulk modulus (epsil). The second 140 

relationship (linking plant water potential and conductivity) is calculated using the inverse polynomial of Manzoni et al. (2013) 

for the xylem vulnerability curve. The fractional loss of total conductance retrieved from this equation is defined at each 

compartment boundary (Fig. 1) and used to calculate the maximum conductance, KMAX. This parameter depends on plant 

architectural properties and maximum xylem-specific conductivity, and it relates to the maximum attainable flow of water 

through the xylem. The fraction of maximum stomatal conductance  is used to down-regulate the non-water stressed stomatal 145 

conductance (calculated using Ball-Berry (1987) formulations).  

All parameters involved in these relationships are biologically interpretable and measurable plant hydraulic traits. The 

numerical solution operates every half hour (time-step) and updates water contents and potentials throughout the plant soil 

continuum. 

2.1.3 The 2D solver 150 

A crucial component of the porous media hydrodynamics model is the solver used at each time step to find a solution for 

cohort level water fluxes. The first solver implemented in FATES was a tri-diagonal and 1-dimensional (series of 

compartments) matrix solver solving the water transport in the plant and rhizosphere soil a layer at a time. Since the solver 

was not capable of quickly finding a solution during extreme winter conditions, a more efficient two-dimensional (2D) solver 

using Newton iterations, has been implemented as a replacement. In this solution, the water potentials in plant and rhizosphere 155 

soils are solved together as prognostic variables. Although the new solver improves the quality of the solution and reduces 

errors, we ran into numerous solver errors when running simulations in Siberia. In very cold soils, extremely low water 

potentials (-40 000 MPa) lead to extremely high matric water gradients and prevent successful solution of the flow equations 

(despite increases of the time resolution and number of iterations). In the frozen soil scheme of CLM5, liquid water becomes 

absent when soils freeze, leading to infinitely small water potentials. Our solution to this problem was twofold:  160 



6 

1) The calculation of supercooling in soils is limited to -10°C since soil temperature can decrease to -40°C in the uppermost

soil layers at extremely cold locations, i.e., East Siberia. This solution yields higher water potential values at all times.

2) We imposed a minimum value on the calculation of soil matric potential from liquid water content of -25 Mpa and a linear

interpolation was used from -25 MPa to -35 Mpa. This implementation allows the solver to efficiently find a solution.

Large rates of water percolation and drainage from upper to deeper soil layers has been reported in earlier modelling165 

simulations in Siberia (Sato et al., 2010). Our focus is on the physiology of hardening and not on the supply and demand

dynamics of soil moisture, hence we prescribed a depth to bedrock of 1m in all simulations.

2.2 The hardening scheme 

The temporal dynamics of plant hardiness implemented in this study are based on the work by Rammig et al. (2010). In their 

model, the hardiness level (HD, in °C) is calculated on a daily basis using three functions: the target hardiness (TH, in °C), the 170 

hardening rate (HR, in °C day-1), and the dehardening rate (DR, in °C day-1) (Fig. 2). In this context, HD is variable throughout 

the year and represents the minimum temperature plants can withstand without incurring injury. 

Once a value has been assigned to TH, HR and DR, depending on the daily mean 2m air temperature, the model operates as 

follows: if TH is lower than the HD of the previous day (HDP), then HR is removed from HDP. By contrast, if TH is higher 

than HDP, DR is added to HDP (Eq. 1). To illustrate Eq. (1) and the interrelation between HDP and HD, figure S14 shows the 175 

temporal evolution of TH and HD during two random years. ܦܪ =  ൜ܲܦܪ − , ܴܪ ܲܦܪ ݂݅ > ܲܦܪܪܶ + , ܴܦ ܲܦܪ ݂݅ ≤  (1)        ܪܶ

The parameters required for the hardening Scheme by Rammig et al. (2010) are: the minimum hardiness level (HMIN); -2°C, 

the maximum hardiness level (HMAX); -30°C, HR; 0.1-1°C day-1, DR; 0-5°C day-1 and several time dependent parameters used 

to define the seasons for hardening and dehardening. This scheme was developed to fit the climate of central Sweden 180 

(Farstanäs) and measurements of Norway spruce (Picea Abies). Parameters for the hardening scheme (Table S1) were retrieved 

from Kellomaki et al. (1995), Jönsson et al. (2004) and Bigras & Colombo (2013).  

Due to the large climatic differences between Sweden and East Siberia, it is unlikely that the original scheme from Rammig 

et al. will perform well at Spasskaya Pad. To deal with this, in our adaptation of the hardening model, HMAX becomes site- and 

time- dependent (to function globally and account for evolution associated to changes in climate), and varies with the 5 year 185 

running mean of the annual minimum of daily mean air temperature at 2m height (T5). An exception is made during the first 

five simulation years. During the first year, HMAX is based on the minimum temperature of the current year, while from the 

second to fifth years, it is based on the mean of the minimum temperature of the preceding years. HMAX can be anywhere 

between HMIN (-2°C) and a maximum of -70°C (typical in the Arctic and East Siberia) (Sakai, 1983). The functions used to 

calculate TH (Eq. 2), HR (Eq. 3) and DR (Eq. 4) were made dependent of HMAX so that vegetation can harden and deharden 190 

faster at colder sites where HMAX is lower (Fig. 2 shows the functions for HMAX = -70°C). 

1) Target hardiness (TH)
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ܪܶ  =
⎩⎪⎨
⎪⎧ ெ஺௑ܪ                                                                                                     , ݂݅ ܶ ≤ ுಾಲ೉ଵ.ହܪெூே                                                                                                                , ݂݅ ܶ ≥ 6 − ுಾಲ೉଺−݊݅ݏ ൭ߨ ∗ ቆ0.5 + ்ିಹಾಲ೉భ.ఱିಹ೘ೌೣభ.ఱ ାቀ଺ି ಹಾಲ೉ల ቁቇ൱ ∗ ுಾ಺ಿିுಾಲ೉ଶ − ுಾ಺ಿିுಾಲ೉ଶ + ெூேܪ  , ݂݅ ுಾಲ೉ଵ.ହ ≤ ܶ ≤ 6 − ுಾಲ೉଺

                      (2) 

2) Hardening rate (HR) 

=  ܴܪ ⎩⎪⎨
⎪⎧ ுಾಲ೉ିுಾ಺ಿିଷଵ.ଵଵ + 0.1                                                                                      , ݂݅ ܶ ≤ ுಾಲ೉ଶ  0.1                                                                                                           , ݂݅ ܶ ≥ 20sin൭ߨ ∗ ቆ0.5 + ்ିಹಾಲ೉మିಹಾಲ೉మ ାଶ଴ቇ൱ ∗ ቀுಾಲ೉ିுಾ಺ಿି଺ଶ.ଶଶ ቁ + ൬ቀுಾಲ೉ିுಾ಺ಿି଺ଶ.ଶଶ ቁ + 0.1൰ , ݂݅ ுಾಲ೉ଶ ≤ ܶ ≤ 20                           (3) 195 

3) Dehardening rate (DR) 

ܴܦ =  ⎩⎨
⎧ 0                                  , ݂݅ ܶ ≤ 2.5 5 ∗ ுಾಲ೉ିுಾ಺ಿିଷଵ.ଵଵ          , ݂݅ ܶ ≥ 12.5(ܶ − 2.5) ∗ ቀுಾಲ೉ିுಾ಺ಿି଺ଶ.ଶଶ ቁ  , ݂݅ 2.5 ≤ ܶ ≤ 12.5                               (4) 

In Rammig et al. (2010), the hardening period is prevented until the 210th Julian day and a growing degree day threshold is 

reached. We instead use a site specific daylength threshold (DaylThresh) depending on the temperature index T5 of the 

corresponding site (Eqs. 5, 6). A site dependent value for DaylThresh is essential since vegetation at colder sites must start to 200 

harden earlier, and the correlation between photoperiod and temperature is not the same at all locations. Finally, to avoid 

dehardening in autumn, we keep HD fixed during the hardening-only period of the year in cases where TH is not below HDP 

(Eq. 6). In our version of the hardening scheme, if the requirements of Eq. (6) are met, the value given to HD in Eq. (1) will 

be overwritten. ݈ܶݕܽܦℎݏ݁ݎℎ =  42000 + ( (−30 − (15/(((5ܶ,0)݊݅݉,60−)ݔܽ݉   ∗ ܦܪ 205 (5)                                        4500  =  ൜ܲܦܪ − , ܴܪ ℎݐ݈݃݊݁ݕܽ݀ ݂݅ ≤ ܲܦܪ ݀݊ܽ ݏ݁ݏܽ݁ݎܿ݁݀ ℎݐ݈݃݊݁ݕܽ݀,ℎݏ݁ݎℎ݈ܶݕܽܦ > ,             ܲܦܪܪܶ ℎݐ݈݃݊݁ݕܽ݀ ݂݅ ≤ ܲܦܪ ݀݊ܽ ݏ݁ݏܽ݁ݎܿ݁݀ ℎݐ݈݃݊݁ݕܽ݀,ℎݏ݁ݎℎ݈ܶݕܽܦ ≤  (6)                                             ܪܶ

At the end of the time-step, values of HD outside of the range between HMIN and HMAX will be redefined within these extremes 

according to Eq. (7). ܦܪ =  ൜ܪெூே , ܦܪ ݂݅ > ெ஺௑ܪெூேܪ , ܦܪ ݂݅ <    ெ஺௑                                                                                                                                                  (7)ܪ

2.3 Physiological impacts of hardening state on plants 210 

Rammig et al. (2010) used the prognostic hardening state to directly modulate the degree to which frost damages plants. In 

this study, to enhance the mechanistic basis of the simulations, we used the ‘hardening’ state to simulate the impact of 

hardening on the hydraulic functioning of the plant, both in terms of the benefits of hardening (i.e. prevention of desiccation) 

and the physiological costs (reduced ability to conduct water and photosynthesize during the hardening and dehardening 

phases). We did this by modifying KMAX, g0 & g1 and the hydraulic failure mortality scalar (see “version zero” simulation in 215 
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Table 1). We then explore additional configurations of the scheme where hardening of plants led to changing PV curves, and 

a reduction of the carbon starvation mortality. 

2.3.1 Maximum conductance between plant compartments (KMAX) 

In FATES-hydro, KMAX is calculated on the upstream (towards the soil) and downstream (towards the atmosphere) sides of 

each water compartment connection along the soil-plant continuum. The water potential of the system impacts the direction of 220 

the flow and thereby the applicable root radial conductance.   

During hardening and water stress, apoplastic ice formation, increased viscosity of protein-bound plant water particles, the 

increased impermeability of root structures and the inhibition of conducting channels reduce water flow (Dowgert and 

Steponkus, 1984; Gusta et al., 2005; Smit-Spinks et al., 1984). Therefore, when the hardening scheme is turned on and the 

hardening level of plants (HD) is lower than -3°C (-2°C plus -1°C as margin), the level of hardening is used to exponentially 225 

reduce each of the calculated KMAX values along the soil-plant continuum. In “version zero” (Table 1), KMAX was reduced by 10ቀಹವశయభభ ቁ (Eq. 7).  ܭெ஺௑ = ெ஺௑ܭ  ∗  10ቀಹವశయభభ ቁ, ܦܪ ݂݅ <  −3                                                                                                               (7) 

2.3.2 Stomatal conductance (g0 and g1) 

The calculation of stomatal conductance in this version of FATES-hydro is based on the Ball-Berry stomatal conductance 230 

model. This scheme is typically applied globally, and its parameters and function are not responsive to plant hardening status 

by default. This means that in winter, when soils are frozen, water loss can still deplete tissue water contents.  To prevent 

desiccation in our scheme, we modify the parameters of the stomatal conductance model as a function of hardening status. The 

stomatal model has two parameters, the ‘minimum’ conductance, g0 which is the stomatal conductance when photosynthesis 

reaches zero. In the default setup, g0 is fixed at 10 000 ఓ௠௢௟௠మ∗௦ for both evergreen needleleaf and deciduous broadleaf trees. The 235 

second parameter, g1 is the slope of the Ball-Berry stomatal conductance model and is fixed at 8 for all C3 PFTs in the default 

setup. In our simulations, if HD is lower than -3°C, HD reduces g0 and g1 in a similar way as the reduction of KMAX (Eqs. 8, 

9). In the version zero simulation we reduced g0 and g1 by 10ቀಹವశయరబ ቁ (Eqs. 8, 9) (Table 1). ݃0 = ݃0 ∗  10ቀಹವశయరబ ቁ , ܦܪ ݂݅ <  −3                                                                                                               (8) ݃1 = ݃1 ∗  10ቀಹವశయరబ ቁ , ܦܪ ݂݅ <  −3                                                                                                               (9) 240 

2.3.3 Hydraulic failure mortality (HFM) 

In the default version of FATES-Hydro, HFM (the hydraulic failure mortality) is triggered when the fractional loss of 

conductivity (flc) is larger than a predetermined threshold (flcThreshold, set at 0.5). The fractional loss of conductivity is 

multiplied by a scalar (MortScalar, 0.6 in default FATES) that converts the proximal cause of mortality (conductance loss) 
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into a cohort-specific rate of mortality (fraction /year) (Eq. 10). As shown in the result section, the default parametrization of 245 

HFM used at these cold climate sites, leads to systematic, large and uninterrupted mortality rates throughout the winter on 

account of desiccation. Since cold acclimated plants are typically dormant (Chang et al., 2021), and dormant plants are known 

to have a slower or interrupted metabolism, we tested a scenario where we reduced HFM with HRATE. HRATE is a version of HD 

normalized to the value of HMAX (Eq. 11). HRATE was preferred to HD in the reduction of HFM so that if HD is equal to HMAX, 

the reduction of HFM is at a maximum. In the control hardening simulation we reduced HFM by up to 50% at HD equal HMAX 250 

Eq. (12). In the two sensitivity experiments conducted on HFM, we modified the occurrences of 50% in Eq. (12) to obtain a 

reduction reaching 100% and 0% respectively (Table 1). ܯܨܪ = ௙௟௖ି௙௟௖்௛௥௘௦௛௢௟ௗଵି௙௟௖்௛௥௘௦௛௢௟ௗ ∗ ோ஺்ாܪ (10)                                                                                                             ݎ݈ܽܽܿܵݐݎ݋ܯ  = ு஽ିுಾಲ೉ுಾ಺ಿିுಾಲ೉                                                                                                               (11) ݎ݈ܽܽܿܵݐݎ݋ܯ = ݎ݈ܽܽܿܵݐݎ݋ܯ ∗ ݁ݐܽݎܪ) ∗ 50% + 50%), ܦܪ ݂݅ <  −3                                                                  (12) 255 

2.3.4 Pressure volume curve 

PV curves describe the relationship between total water potential and relative water content in the soil and the plant 

compartments. The formulation of the plant compartment PV curves in FATES-Hydro relies on a set of parameters: osmotic 

water potential at full turgor/saturation (pinot), bulk elastic modulus (epsil), saturation volumetric water content, residual 

volumetric water content, capillary region parameters and relative water content at full turgor (see description of FATES-260 

Hydro in the model description subsection of the methods). Among these parameters, literature has shown that pinot and epsil 

are highly variable, depending on water deficiency. Stressors that induce water deficiency (e.g. drought, cold and frost) trigger 

similar responses at the cellular and molecular level. To maintain turgor during stress (Beck et al., 2007) or during hardening 

(Valentini et al., 1990), plant organs increase their solute concentration which decreases pinot and they increase the elasticity 

of their cell walls which corresponds to a decrease in epsil (Bartlett et al., 2012; Kuprian et al., 2018). While research on desert 265 

shrubs has shown that epsil increased by roughly 10 Mpa during winter (Scholz et al., 2012), literature reveals that pinot easily 

decreases by 0.5 MPa with hardening and during drought stress (Mart et al., 2016; Valentini et al., 1990). 

In this section we describe how we made the PV curves for plant mediums vary throughout the year depending on HD (Fig. 

3). We lowered the PV curves while daily updating the osmotic potential at full turgor and the elastic bulk modulus (Eqs. 13, 

14). At an HD of -70°C, we lower the default pinot values for leaves (-1.465984), stems (-1.22807) transporting roots (-270 

1.22807) and absorbing roots (-1.043478) by 0.5 Mpa. The default epsil values (for leaves: 12, stems: 10, absorbing roots: 10 

and transporting roots: 8) are increased by 10 MPa at an HD of -70°C. Unless HD gets below -3°C, the default Hydro PV 

curve is used, while at its lowest (-70°C), the PV curves are maximally modified. The changes to pinot and epsil modify the 

shape of the PV curve so that a given water content is linked to a lower water potential. ܲ݅݊ݐ݋ = − ݐ݋݊݅ܲݐ݈ݑ݂ܽ݁ܦ  ቀ1 − ு஽ା଻଴଺଻ ቁ ∗  0.5                                                                                                (13) 275 
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݈݅ݏ݌ܧ = ݈݅ݏ݌ܧݐ݈ݑ݂ܽ݁ܦ + ቀ1 − ு஽ା଻଴଺଻ ቁ ∗ 10                                                                                                (14) 

 

2.3.5 Carbon starvation mortality (CSM) 

Similarly to HFM, CSM (the carbon starvation mortality) is triggered when the carbon stored in the leaves is below a target 

level, and the fraction of carbon is multiplied by a fixed scalar (set at 0.6 for all plant functional types). CSM is incurred each 280 

winter creating an annual cycle for living biomass of evergreen trees in temperate and boreal regions. In the version zero 

simulation, CSM is not reduced (Table 1). In the sensitivity experiments, CSM was reduced following the same method as for 

HFM (Eq. 12). 

2.4 Experimental setup 

Simulations were carried out using CLM5.0-FATES-Hydro, with fully prognostic state variables for vegetation, litter, and soil. 285 

The atmospheric forcing to drive the model simulations was derived from ERA5-Land data (ERA5L) (ERA5-Land Monthly 

Averaged from 1981 to Present). ERA5L provides hourly global high resolution (9km) information on surface variables from 

January 1981 to present day, which makes it a valuable dataset for our hardening scheme analysis. In this study, we retrieved 

temperature at reference height, wind, humidity, surface pressure, precipitation, downward shortwave radiation and downward 

longwave radiation for the entire period. Each simulation was run for 90 years in which the atmospheric forcing from the 30-290 

year period between 1981 and 2011 was repeated three times. These three periods are depicted as the years 1921 to 2011 for 

convenience. 

2.4.1 Site descriptions 

We conducted site-specific simulations for Farstanäs (in Sweden), and near Spasskaya Pad (in Russia). These locations were 

selected to verify and illustrate the behavior of the hardening scheme in distinctly different climates.   295 

1) Spasskaya Pad is a scientific research station in the taiga near Yakutsk, Russia (62°N and 129°E), the coldest large 

city in the world, with an annual average temperature of roughly -9°C. Spasskaya Pad has never recorded a 

temperature above freezing between the 10th of November and the 14th of March and the average winter temperature 

is below -20°C. However, the warm summers (with a July average and highest daily mean temperatures of ~20°C and 

~25°C respectively) place Spasskaya Pad far south from the tree line. The total yearly precipitation is around 280 300 

mm, and the snow depth typically reaches 40 cm. Spasskaya Pad is in the center of Yakutia, the largest republic of 

the Russian Federation, which is mostly covered by boreal vegetation (74%) (Isaev et al., 2010). The forests are 

mainly composed of Larch (deciduous needleleaf), patches of Scots pine (evergreen needleleaf) on sandy soil 

(Sugimoto et al., 2002), dwarf Siberian pine (Pinus pumila) and to a lesser extent Siberian spruce (Picea omorika), 

and small stands of birch (Betula), fir (Abies) and aspen (Populus). 305 
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2) Farstanäs (59°N and 17°E) is slightly south of Stockholm and presents a cold temperate climate. The mean yearly 

temperature is around 5.5°C and the total yearly precipitation is around 800 mm. The vegetation at Farstanäs is a 

mixed forest with, among others, spruce, pine, beech, oak, elm, ash, and maple. 

2.4.2 Plant functional type 

To remove species competition and better understand the impacts of hardening on vegetation growth, we performed each 310 

simulation with only one plant functional type. We tested the scheme on two plant functional types: extratropical evergreen 

needleleaf trees and cold-deciduous broadleaf trees. Although evergreen needleleaf trees are not the dominant plant type at 

Spasskaya Pad (Petrov et al., 2011; Tatarinova et al., 2017; Hamada et al., 2004), we selected this location since it is one of 

the most extreme (cold and dry) climates where pine trees still exist. Therefore, we expect that the benefit from introducing a 

cold hardening scheme may be particularly apparent at this location. Results from broadleaf deciduous simulations are included 315 

in the supplemental (Fig. S3). Note that soil conditions, including matric potential, are similar in deciduous and evergreen 

simulations (Fig. 4). 

2.4.3 Main simulations 

In the first part of our results we compare the implementation of the new hardening scheme (version zero) into CLM5-FATES-

Hydro to the default version of the model. In the version zero of the hardening scheme, cold-acclimated plants reduce I) the 320 

maximum conductance between plant tissues, and between roots and soil (KMAX), II) both the intercept and the slope of the 

stomatal conductance model, and III) the rate for hydraulic failure mortality (HFM) (Table 1). For the version zero simulation, 

the values for the reductions of KMAX, g0 and g1, DR and HMAX were selected based on preliminary testing to minimize winter 

water losses and to maximize vegetation biomass at Spasskaya Pad and Farstanäs. In the version zero hardening simulation, 

dehardening (DR) is described by a linear function that increases from 2.5°C to 12.5°C for evergreen trees (Eq. 4). For reasons 325 

discussed further down, the PV modifications were not selected in the version zero. 

2.4.4 Sensitivity experiments 

To test the sensitivity of vegetation growth to the amplitude at which KMAX, g0 & g1 and HFM are modified by hardening, we 

tested individual modifications for each of these parameters (Table 2). Compared to the magnitude of the reductions selected 

in the version zero simulation, we selected both stronger and weaker reductions for the sensitivity experiments. Additional 330 

simulations were run to assess the impact of g0 and g1 independently from each other. We further tested extra implications 

which cold acclimation may have on processes in FATES-Hydro, such as the modification of PV curves and the reduction of 

CSM with hardening (Table 2). For CSM, the reductions with hardiness follow the same method as for HFM (Eq. 12). In 

contrast to the other CSM experiments, the one called “50% all year” does not depend on the hardiness level but directly on 

HMAX instead. Two additional sensitivity experiments were performed on the temperature range of the dehardening rate (DR) 335 

and on the maximum hardiness level (HMAX) – parameters involved in the calculation of the hardiness level (Table 2). To 
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evaluate the sensitivity of the hardening scheme to DR, we ran an experiment where the DR function increases between 0° and 

10°C and an experiment where DR increases between 5°C and 15°C (Table 2). While HMAX is defined as T5 minus 10°C in the 

version zero simulation, we ran experiments where HMAX was defined by T5 minus 5°C and T5 minus 15°C. 

3 Results 340 

3.1 Hardening to survive in the arctic 

At full spin-up, the default CLM5.0-FATES-Hydro model, without hardening, yielded evergreen tree biomass of ~40 MgC ha-

1 at Farstanäs and only ~0.2 MgC ha-1 at Spasskaya Pad (Fig. 4a and b). After inclusion of the hardening scheme, larger biomass 

levels are simulated in Spasskaya Pad (~4.5 MgC ha-1), and similar levels at Farstanäs (~42 MgC ha-1). 

In Spasskaya Pad, the temperature of the top soil layers drops below -20°C each winter (Fig. 5d). The resulting low liquid 345 

water content of the soil leads to such low matric potentials that the default model systematically simulates a release of water 

from the plant to the frozen soil (Fig. 6d). The root water release is strongest in autumn when soils start to freeze, but it can 

continue deep into the winter as long as plants still have stored water and the soil matric potential decreases further. If the top 

soil temperature remains higher than -25 °C, our results show that winter dehydration typically leads to plant matric potentials 

higher than -15 MPa (Fig. 7b). During extreme years with top soil temperatures below -25 °C, the matric potential in plant 350 

tissues can sometimes get as low as -28 MPa. The repetition of long lasting low soil matric potentials one winter after the 

other, resulted in large HFM rates (> 55 % individuals year-1) (Fig. 8a and b). The sum of HFM, CSM and other minor 

mortalities, outweighs the summer productivity of needleleaf trees in Spasskaya Pad (Figs. 4b and S4b).  

When the hardening model is employed in FATES-hydro, low winter temperatures at Spasskaya Pad mean that HD quickly 

reaches the fixed limit of -70°C (Fig. 10). This results in a strong reduction of I) KMAX, II) g0 & g1 and III) HFM (See methods 355 

above and sensitivity sections below). The reduction of KMAX between tissues, and especially between absorbing roots and the 

first rhizosphere, greatly reduces the amplitude of reverse water flow through the roots when soils are frozen (Fig. 5c and d).  

The temporal dynamics of the hardening model allow for cold-induced damage. For example, if temperatures drop abruptly 

below freezing in autumn, plants won’t have acclimated yet and the amplitude of the reverse water flux will therefore be 

similar to the default model. However, as plants start acclimating, the resistance to water flux increases and root water 360 

exudation is inhibited by the hardening scheme. The second implication of hardening in our hydraulically-adapted hardening 

scheme plants is the reduction of g0 & g1. This reduces transpiration in spring and enables leaves to maintain their water 

potential while plants are still cold acclimated. The reduction of the conductances (KMAX, g0 and g1) results in larger amounts 

of stored plant water (Fig. 6f). Levels of stored plant water are ~2.4 Kg KgC-1 during summer, decrease to around ~1.75 Kg 

KgC-1 during warmer winters and reach as low as ~1.1 Kg KgC-1 during extremely cold winters. In the default model, stored 365 

water drops to ~0.6 Kg KgC-1 without major variation between years. By keeping larger amounts of water in hardened plants, 

the fractional loss of total conductance (flc) remains lower than in default simulations. The hardening scheme greatly reduces 

hydraulic failure mortality (HFM) at Spasskaya Pad (Fig 8b), since HFM is a function of flc (Eq. 10), and an additional direct 
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reduction of HFM was applied during cold acclimation (Fig S12b). The contribution of hardiness to the reduction of KMAX, g0 

and g1, and HFM, can be seen by comparing Fig. 8b and Fig. S12. The changes imposed through hardening favors vegetation 370 

growth in northern regions while the default model simulates almost nonexistent and declining vegetation (Fig. 4b). 

At Farstanäs, temperatures in the top soil layers usually remain between 0 and -5°C during winter (Fig. 5c). This means that 

the water potential in plant compartments rarely drops below -3 MPa during typical winters. During cold winters, plant water 

potentials remain above -6 MPa in both the default and the hardening versions of the model (Fig. 7a). Therefore, the rate of 

HFM is lower at Farstanäs than at Spasskaya Pad, and episodes of mortality are shorter (Fig. 8a). In the simulations with 375 

hardening, plants have higher water potentials, reflective of the lower rates of water loss from winter root water exudation and 

stomatal transpiration. The main reason why the changes induced by hardening are small in Farstanäs – compared to Spasskaya 

Pad – is that changes are proportional to HD, which does not decrease much at Farstanäs (Fig. 10), and therefore the reductions 

applied to the conductance and mortality are smaller.  

The simulations at Spasskaya Pad and Farstanäs, both feature years with notably large drops in living biomass (Fig. 4a and b). 380 

These are related to low soil water potentials during winter (Fig. 7a and b). The unusually low soil matric potentials in these 

years contribute to an increase in dehydration and lead to higher mortality rates (Fig. 8). Our results show that a stronger 

reduction of KMAX with hardening, a lower HMAX, or a stronger reduction in HFM led to larger survival rates. At Spasskaya Pad, 

none of the sensitivity simulations prevented the strong mortality rates during extreme years (Fig. 11). While an even stronger 

reduction of KMAX and a later dehardening slightly helped survival, all simulations went through approximatively 50% less 385 

mortality during the dry years. Figs. S2b and 4b illustrate that during these extreme years, the total precipitation was low and 

the snow layer was thin. The water stored in plants and the matric potential of plants recovered only in the middle of the 

following summer (Fig. 6f, 7b).  

3.2 Sensitivity experiments  

3.2.1 Dehardening rate (DR) 390 

At both sites (Farstanäs and Spasskaya Pad) the earlier dehardening starts, the better it is for vegetation growth (Figs. 11 and 

12). There seem to be limited benefits in delaying hardening in autumn. At Spasskaya Pad, the modification of dehardening 

has little influence in the middle of the winter because of the extremely low hardiness levels (HD) (Fig. 10b). However, the 

“early dehardening simulation”, in which hardening decreases later and increases earlier (DR between 0° and 10°C) shows 

root water efflux at the beginning and at the end of the winter season (Fig. S4d). This results in lower stored plant water and 395 

thereby higher hydraulic failure mortality (Figs. S4f and S5b). Interestingly, this results in a trade-off with carbon starvation 

mortality, since plant metabolism is activated earlier, reducing CSM (Fig. 9) and increasing gross primary productivity (Fig. 

S6).  

At Farstanäs, soils are rarely frozen in autumn and spring, and when they freeze it is never as much as in Spasskaya Pad (Fig. 

5). This, combined with the shorter cold seasons and the higher hardiness levels during winter, results in a reduced occurrence 400 
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of hydraulic failure mortality compared to Spasskaya Pad (Fig. S5). The 30-year atmospheric forcing period is too short and 

variable to show the trade-off between hydraulic failure mortality and carbon starvation mortality or even gross primary 

productivity. 

3.2.2 Maximum hardiness level (HMAX) 

At Spasskaya Pad, the HMAX sensitivity simulations (where HMAX is predicted by T5 minus variable Celsius degrees, see Table 405 

1) are close to the hardening limit of -70°C (Fig. 10b), which means that they yield similar results (Fig. 11). 

At Farstanäs, lowering HMAX had large impacts on the total biomass (Fig. 12) because it increases survival during years with 

low soil water potentials and strong mid-winter root water release (Fig. S5). Conversely, it reduces productivity during years 

with higher soil water potentials (Figs. S4 and 12).  

In our model, a reduction in HMAX lowers conductivity, introducing a cost to plants in the form of decreased transpiration and 410 

photosynthesis (Fig. S4). Our results show the increase in CSM and decrease in HFM due to the lowering of Hmax at Spasskaya 

Pad (Fig. S7).  

3.2.3 Pressure volume (PV) curve 

PV curves were produced by making two of their parameters dependent on the hardening status HD (see method section). Our 

implementation results in a shift in the PV curves when plants cold acclimate, and associates a lower matric potential with a 415 

given volumetric water content when they are hardened (Fig. 3). By decreasing the water potential in the plant, we effectively 

decrease the water gradient between freezing surface soil layers (generally surface layers). However, we simultaneously 

increase the water gradient between deep roots and unfrozen, usually deeper, soil layers. Since plants tend to establish 

equilibrium with the soil, stronger water uptake in deep roots decelerates the decrease in plant water potential.  

Comparing Farstanäs and Spasskaya Pad reveals that the level of reduction of KMAX is crucial to the effective functioning of 420 

the dynamic PV curves. At Farstanäs (Fig. S8a), deep layers of the soil rarely freeze, and the weak reduction of KMAX enables 

water uptake, thereby offsetting the direct effect of HD on the PV curves. In Spasskaya Pad (Fig. S8b), the strong reduction in 

KMAX and the resulting prevention of water fluxes between roots and soil enabled lower water potential in the plant 

compartments. This led to slightly larger HFM rates and lower vegetation biomass (Fig. 11). We note that the higher leaf water 

potential in the dynamic PV simulation in Farstanäs in 2003 (Fig. S8a), is only due to differences in snow depths, and changes 425 

to soil temperatures resulting from different biomasses between both PV sensitivity simulations. 

3.2.4 Maximum conductance between plant compartments (KMAX) 

In this section, we show how sensitive evergreen trees are to the rate at which HD reduces KMAX (Eq. 7). In Farstanäs, weaker 

reductions of KMAX were favourable to vegetation productivity during “mild” winters, while stronger reductions became 

beneficial during “cold” winters (Fig. 12). During a cold year (e.g. first year of Fig. S9 a, c and e), the simulation with strong 430 

reduction in KMAX allows plants to lose less water to root exudation. Since trees hold on to more water, a larger exchange of 
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water and carbon for photosynthesis is possible during early spring. By contrast, during a “mild” year (e.g. second year of Fig. 

S9 a, c and e), the strong reduction in KMAX does not provide an advantage for the plant since soil water potentials remains high 

and strong root water exudation is absent even in the default model run (Fig. 12). Again, our model captures here the costs and 

benefits of hardening. Overall, it seems like the medium reduction of KMAX yields the highest biomass in Farstanäs (Fig. 12).  435 

At Spasskaya Pad, large reductions in KMAX are always necessary to allow persistence of living biomass in our simulations 

(Fig. 11). Moreover, the simulations with the largest reductions of KMAX have the highest vegetation biomass.  

3.2.5 Minimum stomatal conductance (g0 and g1)  

Lowering g0 & g1 with hardening greatly reduces transpiration during winter (Fig. S10). This allows leaf water potentials 

(Fig. S11) to be maintained at values that do not trigger mortality. Reducing g0 and g1 also appears to lead to higher leaf water 440 

potentials during summer, especially at Farstanäs, potentially due to lower rates of transpiration resulting in larger water 

availability in the soil during summer (Fig S10e and f). Overall, the reduction of g0 and g1 has a positive impact on the living 

biomass at both sites (Fig. 11 and 12).  

Reducing only g0 leads to water loss when light levels increase the stomatal response, and reducing only g1 still allows 

substantial transpiration to occur when stomata are shut. Both need to be reduced to avoid a loss of internal plant water stores 445 

during wintertime (Fig. S11 a and b). 

3.2.6 Hydraulic failure mortality 

If the rate scalar of HFM is not modified by the hardening scheme, high mortality rates are simulated for extended periods 

during winter at Spasskaya Pad (red line in Fig. S12b). When the rate of HFM is reduced by 50% and 100% at HMAX (green 

and (light) blue lines respectively in Fig. S12), this results in a large increase in vegetation biomass (Fig. 11). A 50% reduction 450 

of HFM leads to almost a doubling of the biomass, and a 100% reduction (not realistic but included as an edge case) to almost 

a quadrupling.  

On the other hand, the larger amounts of living biomass generated by the reduction of mortality, imply that larger amounts of 

water are transpired and there is more competition for soil liquid water. During extreme years, it appears that vegetation in 

simulations with reduced HFM, suffers from larger rates of CSM, which does not completely disappear during the following 455 

summer (Fig. S12d). In addition, while there was no HFM in the unchanged HFM simulation in spring, plants in reduced HFM 

simulations incur small amounts of HFM until later into the following summer (Fig. S12d).  

3.2.7 Carbon starvation mortality 

Implications of changing the rate of CSM are minor compared to HFM, although both scaling factors are identical (0.6 is the 

maximum mortality rate). HFM is parametrized in such a way that it quickly reaches 0.6 during strong water stress, while 460 

CSM remains at ~0.3, even during the more extreme years (Fig.S13a and b). The biomass response of a reduction in CSM is 

similar at both sites: vegetation thrives best with reduced CSM (Fig. 11 and 12).  
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4 Discussion 

Much of the recent development of vegetation dynamics in land surface models has focused on representing advanced plant 

hydrodynamics (Christoffersen et al., 2016; Kennedy et al., 2019; Sperry et al., 2017; Xu et al., 2016). Usage of schemes that 465 

simulate the internal dynamics of plant moisture, however, have rarely been tested in cold systems – if at all, to our knowledge.  

By integrating a model of plant hardening with a porous media approach to plant hydrodynamics, we integrate a set of 

mechanisms that are both necessary for plants to avoid winter desiccation and capture the costs (in terms of reduced growth in 

spring) and benefits (in terms of reduced mortality rates) of winter ‘hardening’. Our analyses further highlight trade-offs 

between avoidance of ‘frost drought’ mortality via hardening and avoidance of carbon starvation mortality via early season 470 

photosynthesis.  

The default version of the CLM5-FATES-Hydro model used here, allows water to freeze in soils but not in plants. It does not 

include a mechanism to prevent liquid plant water to flow from plants to soils when freezing strongly reduces soil water 

potential. We show that this results in a depletion of water in plant compartments and triggers large amounts of hydraulic 

failure and carbon starvation mortalities.  475 

The hydraulically-mediated hardening scheme we propose in this paper, consists of three modifications. The first being a 

reduction in the hydraulic conductivities of plant tissues which inhibits or prevents water loss during freezing depending on 

the atmospheric temperatures and amount of hardening by the plants (Gusta et al., 2005; Smit-Spinks et al., 1984; Steponkus, 

1984). While the benefit of hardening is the reduced hydraulic failure mortality during freezing soil events, its cost is a 

temporary reduction of photosynthesis due to reduced transpiration. The sensitivity experiments on the timing of dehardening 480 

(DR) and on the maximum hardiness level (HMAX) of this study, highlight the considerable cost of hardening in cold sites which 

incur frequent hydraulic failure mortality (Fig. 9, S6, S7). Previous field-based research has described the cost of hardening 

by showing that (1) cold acclimation causes a suppression of the rate of CO2 uptake (Krivosheeva et al., 1996), (2) low 

temperatures lead to the inhibition of sucrose synthesis and photosynthesis (Savitch et al., 2002; Stitt and Hurry, 2002), and 

(3) photosynthesis stops when needles freeze (Havranek and Tranquillini, 1995). In addition, growth cessation, dormancy and 485 

cold acclimation are closely related to each other (Chang et al., 2021).  

The second modification is to the stomatal model of Ball and Berry (1987). Reducing g0 & g1 led to a slower decrease of leaf 

water potentials during late winter and spring, resulting in higher vegetation survival rates. We argue that the accompanying 

reduction in transpiration makes the model more realistic. Indeed, while photosynthesis is slightly influenced by cold in the 

default model, temperature is not taken into account in the calculation of transpiration, although literature has shown that g0 490 

& g1 is lower in cold acclimated plants (Christersson, 1972; Duursma et al., 2019; James et al., 2008). A partial but not full 

reduction of g0 and g1 allows for some transpiration, and thereby maintaining the capacity of the advanced hydraulic model 

to represent winter droughts. In contrast to summer droughts, typically caused by the absence of rainfall in summer, winter 

droughts or frost droughts are caused by the unavailability of water in frozen soils, preventing the replacement of transpired 

water during warm winter days. 495 
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The third modification that comprises our hardening scheme is the reduction in the rate of HFM. While the default formulation 

of HFM might be realistic when simulating summer droughts, it is not adapted to boreal and arctic regions where winter 

droughts would cause extended periods of mortality (i.e. lasting until snow melt in spring). At cold sites, the default CLM5-

FATES-Hydro simulates a frost drought each winter due to root water exudation which systematically results in maximum 

HFM rates from late autumn until spring snow melt when soils finally thaw. The current parameterization of HFM in cold 500 

regions is such that summer productivity cannot balance the high winter mortality. In reality, high latitude vegetation is 

dormant in winter and the metabolism of plants is reduced or completely interrupted (Volaire, 2018). When dormant, plants 

reduce or stop meristem activity to make it insensitive to growth and promote signals in order to enhance survival during 

seasons with life threatening environmental conditions (Volaire, 2018). To quote Volaire (2018), “knowing when not to grow 

does not confer drought resistance but may well enhance drought survival”. Our results show that the reduction of HFM with 505 

hardening can lead to large increases of biomass in areas with cold winters. The large amounts of biomass, however, appear 

to be a limiting factor during dry years, when plants must compete for water. The larger amount of biomass caused by reduced 

HFM rates resulted in higher CSM rates, highlighting another trade-off emerging from the hardening scheme.  

To tolerate freezing, plants undergo a set of physiological changes. The capacity to efficiently cold acclimate and survive frost 

depends on a plants’ genome and the presence of performant cold tolerance traits. Therefore, in reality different species, may 510 

exhibit different maximum hardiness levels (HMAX), hardening rates (HR), dehardening rates (DR) and temperature ranges 

where hardening and dehardening occur (Mabaso et al., 2019; Oberschelp et al., 2020). In terrestrial biosphere models, species 

are aggregated in groups based on common functional characteristics criteria. Therefore, it is likely that the measured 

maximum freezing tolerance of some species that are within the same plant functional type category in the model, is variable 

in reality. (Sakai, 1983). A PFTs maximum freezing tolerance (as well as most parameters of terrestrial biosphere models) is 515 

a rough approximation of what has been measured for species belonging to that PFT. Common garden are generally used to 

identify the genetic variations among populations in their ability to cope with stresses (Bansal et al., 2016; de Villemereuil et 

al., 2016). As the expression of physiological/morphological traits associated with stress tolerance is also dependent on the 

environmental conditions of a common garden, several gardens are required to quantify the relative influence of environment 

and genetics on the expression of stress tolerance traits (Greer and Warrington, 1982). Earlier studies used a HMAX of -30°C 520 

and a DR initiated at 5°C to model the hardiness of Norway spruce in Farstanäs (Bigras and Colombo, 2013; Jönsson et al., 

2004; Rammig et al., 2010). However, Pinus sylvestris seedlings in Finland start dehardening already at temperatures as low 

as 3°C (Repo and Pelkonen, 1986). Our hydraulically-mediated hardening scheme captures both the costs and benefits of 

hardening, which in simulations with dynamic vegetation would likely lead to different competitive outcomes for plants with 

alternative hardening thresholds. Finer discretization of plant strategies along the axis of cold tolerance would provide an 525 

interesting extension to this study.  

The physiological changes induced by cold acclimation result in modifications of the osmotic potential at full turgor and the 

bulk elastic modulus (Mart et al., 2016; Scholz et al., 2012; Valentini et al., 1990), i.e. two parameters that intervene in the 

calculation of the plant PV curves. In the changing PV curve simulation (see methods for more details), lower winter root 
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water exudation and transpiration fluxes were simulated. If KMAX is not low enough, larger root water uptake (especially in 530 

deeper layers that remain unfrozen longer in autumn) balances the decrease in plant water potential. While the PV curve 

modification should be a more realistic approach to model plant hydraulics, it also results in larger HFM and lower biomass. 

Our study illustrated the potential for a trade-off between the avoidance of HFM in the spring and the avoidance of CSM 

triggered by low photosynthesis rates resulting from a long hardening season. This trade-off mirrors the one originally proposed 

by McDowell et al. (2008) for summer droughts (whereby stomatal closure avoids HFM but predicates CSM). Mature trees 535 

store large amounts of mobile carbon, which decrease under water stress, but evidence to support this hypothesis is lacking 

(Hartmann, 2015; Sala, 2009). While HFM can be assessed by the percent loss of total conductance, CSM is much harder to 

infer. The limited understanding of the roles of non-structural carbohydrates suggests a link between CSM and HFM as sugars 

not only are a source of energy, but also regulate osmotic pressure and embolism repair following drought (McDowell & 

Sevanto, 2010). Our results show that changes in CSM result in relatively small changes of biomass compared to HFM 540 

reductions. This is mainly due to the fact that droughts typically cause larger HFM than CSM episodes.    

5 Conclusions 

In this study, we propose a hardening scheme adapted for use within the context of plant hydrodynamic simulations, which 

can simulate the physiological costs and benefits of plant cold acclimation in terms of water movement and gas exchange. Its 

impact on plant hydraulics and vegetation mortality and growth appears to be a promising improvement for the modelling of 545 

vegetation growth in cold environments. We present here one parameterization of the hardening scheme, show how it performs 

at two sites with contrasting winter weather, and investigate the response of the scheme to variations to its key parameters. 

Although the understanding about cold acclimation processes is expanding at an accelerating rate, there are still large 

knowledge gaps. For example, the range of processes triggered by cold acclimation are poorly understood and we lack 

measurements to define the exact amplitude at which they are disturbed (Arora and Rowland, 2011; Chang et al., 2021; Shi et 550 

al., 2018; Shin et al., 2015). In addition, quantifying and generalizing hardiness levels and rates inside the scheme itself are in 

some respects broad approximations which remain to be optimized further. Future developments might, for example, consider 

a larger influence of photoperiod and the inclusion of plant phenological states in the calculation of the hardiness level. In this 

study, we primarily aim at discussing the role and impacts of major parameters and potential impacts of cold acclimation as a 

framework for further implementation in dynamic vegetation models with advanced plant hydraulics. We show that this 555 

framework 1) leads to more realistic vegetation biomass productivity at temperate and boreal sites, 2) influences winter root 

water release and mortality rates by lowering plant conductance, and 3) that hardening comes at a cost for photosynthesis 

(trade-off of hardening emerges from our scheme).  

Recent observations of increasing vegetation mortality appear to be a result of climate change, in particular the increase in 

intensity and frequency of droughts caused by extreme weather conditions (Allen et al., 2010). This highlights the urgency to 560 

improve our understanding of plant survival and mortality mechanisms. To date, there are large gaps in our knowledge on 
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plant hydraulics and their link to mortality rates. In this paper, we hope to provide new insights into modelling of plant 

hydraulics and their link to cold acclimation. 

Future research is needed to better assess the implications of cold acclimation on plant hydraulics, especially conductivity. 

Understanding these processes in hampered by the logistical and technical difficulties involved in the observation of cold 565 

systems. Our work lays the foundation to use a hardening scheme to regulate frost damage and to study the link between 

different types of mortalities in terrestrial biosphere models in the Arctic region. The inclusion of cold hardiness is essential 

to model realistic plant hydraulics and vegetation dynamics within cold climates. 

Data availability 

The modelling data that supports the findings of this study is available at https://doi.org/10.11582/2022.00028. The code of 570 

CTSM5.0 can be found at https://zenodo.org/badge/latestdoi/493596086, and the code of FATES at 

https://zenodo.org/badge/latestdoi/493596262. 
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Figure 1: Structure of the FATES-Hydro model (Xu et al., 2020). 

Figure 2: Example of (a) the target hardiness (TH), (b) the hardening rate (HR, in °C day−1), and (c) the dehardening rate (DR) 815
functions (in °C day−1) in relation to the ambient mean temperature corresponding to a site and a plant functional type with a 
maximum hardiness level (HMAX) of -70°C.
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Figure 3: Pressure volume curves for soil (orange) and plant compartments. The PV curves used by the default CLM5-FATES-
Hydro and non-hardened plants are the dashed lines, while the PV curves used by plants acclimated to -70°C are the full lines. 820 
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Figure 4: Living biomass for needleleaf evergreen trees at the sites of a) Farstanäs, and b) Spasskaya Pad, during the period 1921-
2011 (atmospheric forcing: 3*[1981-2011]). The default simulation is shown in red, and the hardening simulation is shown in blue. 
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Figure 5: Soil conditions for needleleaf evergreen trees at the sites of: Left) Farstanäs, and Right) Spasskaya Pad, during the period 825 
2000-2008. Top: transpiration, middle: root water uptake, and bottom: stored plant water. The default simulation is shown in red, 
and the hardening simulation is shown in blue. 

 
Figure 6: Plant water fluxes for needleleaf evergreen trees at the sites of: Left) Farstanäs, and Right) Spasskaya Pad, during the 
period 2002/09-2004/07. Top: transpiration, middle: root water uptake, and bottom: stored plant water. The default simulation is 830 
shown in red, and the hardening simulation is shown in blue. 
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Figure 7: Absorbing root water potential for needleleaf evergreen trees at the sites of a) Farstanäs, and b) Spasskaya Pad, during 
the period 2000-2008. The default simulation is shown in red, and the hardening simulation is shown in blue. 

  835 
Figure 8: Mortality rates for evergreen needleleaf trees at the sites of: Left) Farstanäs, and Right) Spasskaya Pad, during the period 
2000-2008. Top: hydraulic failure mortality, and bottom: carbon starvation mortality. The default simulation is shown in red, and 
the hardening simulation is shown in blue. 

 
Figure 9: Trade-off between hydraulic failure mortality and carbon starvation mortality for evergreen needleleaf trees at Spasskaya 840 
Pad for 5 dehardening sensitivity experiments. The mortality rates are averaged over the 30 year period 1981 to 2011. 
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Figure 10: Hardiness level from dehardening and maximum hardiness level sensitivity analysis simulations for needleleaf evergreen 
trees at the sites of: a) Farstanäs, and b) Spasskaya Pad, during the period 2002/09-2004/07. The grey line corresponds to the 
minimum daily temperature, the black line is 0°C and the colored lines are the dehardening and maximum level hardiness sensitivity 845 
experiments. 
 

 
Figure 11: Ensemble of living biomass simulations for needleleaf evergreen trees at the site of Spasskaya Pad during the period 2002-
2008.  850 
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Figure 12: Ensemble of living biomass simulations for needleleaf evergreen trees at the site of Farstanäs during the period 2002-
2008. 

Simulation KMAX g0, g1 HFM CSM PV DR HMAX 

Version zero (hardening) 10ቀு஽ାଷଵଵ ቁ 10ቀு஽ାଷସ଴ ቁ 50% 0% OF

F 

2.5-12.5°C T5-

10°C 

Table 1: Configuration of the version zero simulation. This simulation was run at the sites of Spasskaya Pad and Farstanäs for 855 
evergreen needleleaf and deciduous broadleaf trees. T5 is the 5-year running mean of the minimum 2m daily temperature of each 
year. 

g0, g1 Not 

changed 

Small 10ቀୌୈାଷ଺଴ ቁ 
Medium10ቀౄీశయరబ ቁ 

Large 10ቀୌୈାଷଶ଴ ቁ 
Huge10ቀౄీశయభబ ቁ 

Large only g0 10ቀౄీశయమబ ቁ 
Large only g1 10ቀౄీశయమబ ቁ 

DR Early 

0-10°C 

Early-medium 

1.25-11.25°C 

Medium 

2.5-12.5°C 

Medium-late 

3.75-13.75°C 

Late 

5-15°C 

HMAX High 

T5 - 5°C 

High-medium 

T5 – 7.5°C 

Medium 

T5 -10°C 

Medium-low 

T5 -12.5°C 

Low 

T5 - 15°C 

KMAX Small10ቀౄీశయభయ ቁ 
Medium10ቀౄీశయభభ ቁ 

Large10ቀౄీశయవ ቁ 
Huge 10ቀౄీశయళ ቁ 

   

CSM Small 

0% 

Medium 

50% 

Large 

100% 

Medium all 

year 50% 
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HFM Small 

0% 

Medium 

50% 

Large 

100% 

PV  OFF ON      

Table 2: Sensitivity experiments ran from the version zero hardening simulation (cells highlighted in orange). The simulations were 
run at the sites of Spasskaya Pad and Farstanäs for evergreen needleleaf trees. HD is the hardiness level and T5 is the 5-year running 
mean of the minimum 2m daily temperature of each year. 860 
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Supplemental 

 
Figure S1: Gross primary productivity for needleleaf evergreen trees at the sites of a) Farstanäs, and b) Spasskaya Pad, during the 
period 2000-2008. The default simulation is shown in red, and the hardening simulation is shown in blue. 

 5 
Figure S2: Cumulative total precipitation for needleleaf evergreen trees at the sites of a) Farstanäs, and b) Spasskaya Pad, during 
the period 2000-2008. The default simulation is shown in red, and the hardening simulation is shown in blue. 
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Figure S3: Living biomass for broadleaf deciduous trees at the sites of a) Farstanäs, and b) Spasskaya Pad, during the period 1921-
2011 (atmospheric forcing: 3*[1981-2011]). The default simulation is shown in red, and the hardening simulation is shown in blue. 10 

 



3 
 

Figure S4: Plant water fluxes from dehardening and maximum hardiness level sensitivity analysis simulations for needleleaf 
evergreen trees at the sites of: Left) Farstanäs, and Right) Spasskaya Pad, during the period 2002/09-2004/07. Top: transpiration, 
middle: root water uptake, and bottom: stored plant water. 

  15 
Figure S5: Mortality rates from dehardening and maximum hardiness level sensitivity analysis simulations for needleleaf evergreen 
trees at the sites of: Left) Farstanäs, and Right) Spasskaya Pad, during the period 2002/09-2004/07. Top: hydraulic failure mortality, 
and bottom: carbon starvation mortality. 
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Figure S6: Trade-off between hydraulic failure mortality and gross primary productivity for evergreen needleleaf trees at Spasskaya 20 
Pad for 5 dehardening sensitivity experiments. The mortality rates are averaged over the 30 year period 1981 to 2011. 

  
Figure S7: Trade-off between hydraulic failure mortality and carbon starvation mortality for evergreen needleleaf trees at 
Spasskaya Pad for 5 maximum hardiness level sensitivity experiments. The mortality rates are averaged over the 30 year period 
1981 to 2011. 25 

  
Figure S8: Absorbing root water potential from PV curve sensitivity analysis simulations for needleleaf evergreen trees at the sites 
of a) Farstanäs, and b) Spasskaya Pad, during the period 2002/09-2004/07.  
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 30 
Figure S9: Plant water fluxes from Kmax sensitivity analysis simulations for needleleaf evergreen trees at the sites of: Left) 
Farstanäs, and Right) Spasskaya Pad, during the period 2002/09-2004/07. Top: transpiration, middle: root water uptake, and 
bottom: stored plant water. 
 

 35 
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Figure S10: Plant water fluxes from g0 sensitivity analysis simulations for needleleaf evergreen trees at the sites of: Left) Farstanäs, 
and Right) Spasskaya Pad, during the period 2002/09-2004/07. Top: transpiration, middle: root water uptake, and bottom: stored 
plant water. 

  
Figure S11: Leaf water potential from g0 sensitivity analysis simulations for needleleaf evergreen trees at the sites of a) Farstanäs, 40 
and b) Spasskaya Pad, during the period 2002/09-2004/07.  
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Figure S12: Mortality rates from hydraulic failure mortality sensitivity analysis simulations for needleleaf evergreen trees at the 
sites of: Left) Farstanäs, and Right) Spasskaya Pad, during the period 2002/09-2004/07. Top: hydraulic failure mortality, and 
bottom: carbon starvation mortality. 45 
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Figure S13: Carbon starvation mortality rate from carbon starvation mortality sensitivity analysis simulations for needleleaf 
evergreen trees at the sites of a) Farstanäs, and b) Spasskaya Pad, during the period 2002/09-2004/07.  

 50 
Figure S14: Target hardiness and hardiness level for needleleaf evergreen trees at the sites of a) Farstanäs, and b) Spasskaya Pad, 
during the period 2002/09-2004/07.  

 

Table S1: Parameters for the frost hardiness and frost damage model (Rammig et al. 2010). 
a Values from Jönsson et al. (2004).  55 
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b Values from Kellomäki et al. (1995).  

c Values from Bigras and Colombo (2000). 
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