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PROCESS DATA ANALYSIS IN ILSAs 

Abstract 

Computational advancements in the last couple of decades have brought forth a new era of 

international large-scale assessments (ILSAs) in which the administration of computer-based tests 

is becoming the norm. Beyond collecting the correct/incorrect answers for each item, computer-

based assessments are also able to collect a range of actions performed by the respondents in the 

computer testing application during the course of the test administration. Both respondents' 

actions—starting a unit, clicking a button, spending time until inputting or submitting an answer, 

and so forth— and their overall behavior―what they do with their keyboards, mice, and even their 

own eyes―are recorded as a new set of data called “process data”, which are normally time-

stamped and can be stored in so-called log files. There may be plenty of useful insight into the 

respondent's cognitive process, and process data can potentially become a relevant element in the 

scoring process of an assessment, validate test score interpretations, to name a few possibilities for 

the analysis of such data. This chapter aims to contribute to the body of knowledge in this area by 

offering (1) an introduction to process data, what kind of data it contains, its relation to the 

cognitive process and how it can be organized into a proposed 6-layered ecological framework 

that facilitates its analysis; (2) a literature review of 37 seminal and state-of-the-art publications 

produced in the last decade on the topic, which are then analyzed both in their chronological 

perspective as well as in how they fit into the ecological framework; and (3) a discussion of the 

potential and limitations of using process data in the assessment framework, including a view of 

what could be the next steps in the analysis of process data from ILSAs. 
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Process Data Analysis in ILSAs: An Ecological Framework and Literature Review 

 

Introduction 

Over more than two decades of international large-scale assessments (ILSAs), one may notice 

several structural changes across different cycles of the same assessment. Improvements on test 

design, changes in the number of evaluated educational systems, and the transition from paper-

based to computer-based testing are examples of how an assessment evolves through time. The 

move toward a more digitalized test administration seems to be a trend of the assessments of the 

21st century, and it is here to stay. 

The Programme for International Student Assessment (PISA), for example, pioneered the 

implementation of computer-based testing in 2006 (OECD, 2010); since 2015, electronically-

delivered assessments are the main mode of administration of PISA tests (OECD, 2017). In 2019, 

the IEA Trends in International Mathematics and Science Study (TIMSS) began the transition to 

digital format of assessments (Mullis & Martin, 2017). 

With this shift, new forms of data started to emerge from the administration of the test in the 

computer. In this chapter, we will focus on describing this so-called process data, which represent 

all the information extracted from and potentially analyzed by a computer platform. Given the 

facilitated accessibility of such data, researchers of multiple institutions and universities are 

increasingly overcoming the challenges of the exploration of these complex datasets such that the 

body of literature with empirical results from the analysis of process data from international large-

scale assessments is being published to an increasing degree in the preceding years. The motivation 

for this chapter comes from noticing the need for evaluating the current state-of-the-art, identifying 

common practices and possible directions in research and technological developments in the field. 

In this work, we give an overview of current developments in the analysis of process data from 

ILSAs, as well as propose a framework for the analysis given the specificities of these assessments. 

First, we provide a definition of process data, possible indicators, highlight its significance and 

propose an ecological framework for its analysis in the context of ILSAs. Second, we summarize 

empirical research that have used such data to address issues related to test-taking behavior and 

strategies followed by respondents when answering test items in light of the ecological framework. 

Finally, we discuss the potential and limits in the analysis of process data as well as take a look at 

possible developments and research on the field. 

  

What are process data? 

To generate public-use files from an assessment, data are processed following several steps from 

a data management protocol. In PISA 2015, for example, countries that chose the paper-based 

assessments had to manually entry data from paper forms and booklets to in a specific software, 



PROCESS DATA ANALYSIS IN ILSAs 

the Data Management Expert (DME; OECD, 2017). In sequence, various data and validation 

checks are required at national level as well as under international specifications (for an overview 

of this process, we recommend a look at chapter 10 of the technical report, OECD, 2017). The data 

entry of test forms for countries in the computer-based version of the assessment, on the other 

hand, was automatic and countries had the opportunity to not only collect the students’ final 

answers, but also accurately transcribe those responses and related process data (OECD, 2017). 

Differently from authors who delimit process data solely as test-taker actions (Lee & Haberman, 

2016), we define process data as any type of information (e.g., response actions or timing) recorded 

on a computer platform into electronic files. This definition is also in line with the work from 

Klotzke & Fox (2019) and De Boeck & Scalise (2019) to name a few. In a digital-based 

assessment, for example, process data are generated from log files, also known as paradata 

(Kroehne & Goldhammer, 2018). These electronic scripts are time-stamped records of the 

interactions between the user and the software interface. Eye-tracking movements (Krstić et al., 

2018) or digital video recordings of talk and gesture (Maddox, 2017) are also examples of possible 

sources of collection of process data in a survey. 

There is no specific format type for generating process data. Log files, for example, usually have 

large size and heterogeneously-structured content. Any computer program (e.g., a script embedded 

on a webpage, a smartphone app) can be configured to produce such files. They are originally 

programmed to store the various events of software development and monitoring, allowing one to 

follow the logic of the program, at a fine-grained level, while also making debugging easier 

(Valdman, 2001). As a by-product of a computer-based administration, software developers are 

challenged with the trade-off between the amount of information to be saved and the amount of 

available space on storage devices. 

Figures 1 to 3 illustrate three types of process data that can be found in educational assessments. 

While the first two figures represent screenshots of raw data (which describe in detail all the 

information recorded from an assessment), the third shows an example of a semi-processed log 

file (which was created extracting specific features of the raw log files). All files need, however, 

suitable software to properly digest their structure and produce a readable output. 

Figure 1 shows an example of raw log file from a complex problem solving (CPS) assessment 

presented by Greiff, Wüstenberg, & Avvisati, (2015). Using a common extension for generating 

log files, the Extensible Markup Language (XML) format, Figure 1 displays the interaction of one 

student with a CPS task. Each chunk of code (inside a “logEntry” tag) includes the timepoint each 

interaction was executed (“timestamp” command) and the type of interactions (e.g., clicks). 

The second image refers to the raw data of eye-tracking movements of one student in a study using 

PISA items (for more details see Krstić, Šoškić, Ković, & Holmqvist, 2018). Though originally 

generated in an audio-visual format (i.e., MIDI type), the Intermediate Data Format (IDF) file was 

transformed to a pure text file which contains information such as head and eye position of the 

student during the test administration. Differently from log files, process data derived from this 
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technology record information associated to student eye movement and software pre-fixed features 

only, not informing specific functionalities of the assessment platform (e.g., clicks, button 

activated). 

In the third screenshot, it is possible to visualize a semi-processed log file in SPSS format with a 

database structure that is much familiar to many researchers in Education (students in row and 

variables in columns). Each user activity (e.g., “start item”, “end item”) is recorded as an event. 

Differently from Figures 1 and 2, this log file illustrates the record of specific events (e.g., clicking 

the “apply” button) from all students that took the “Climate Control” item in the PISA 2012 

assessment. We defined this log file as semi-processed, since it is already organized in a structure 

that facilitates the statistical analysis, including the selection of variables/features that may be of 

interest to the researchers. Nonetheless, there is still a necessity for the use of sophisticated 

procedures and computational resources to analyze data in such format, given their large size and 

non-trivial interpretation. 

 

Figure 1: Screenshot of a raw .xml file from a computer-based assessment (from Greiff, 

Wüstenberg, & Avvisati, 2015). 
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Figure 2: Screenshot of a raw .idf file from Krstić, Šoškić, Ković, & Holmqvist (2018) eye-tracking 

study (data extracted from https://osf.io/xjd5r/) 

 

Figure 3: Screenshot of a semi-processed .sav file from PISA 2012 Climate control item (data 

extracted from https://www.oecd.org/pisa/pisaproducts/database-cbapisa2012.htm) 

https://osf.io/xjd5r/
https://www.oecd.org/pisa/pisaproducts/database-cbapisa2012.htm
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What kind of information can we get from process data? 

During test administration, raw log files collect in a group of lines (e.g., a chunk of code from the 

XML file) data such as user interaction, function call, etc. All data records are gradually appended 

to the file, never deleting or changing stored information (Valdman, 2001). From this tangle of 

information, two types of operational variables are especially important for the analysis of process 

data in ILSAs: time and respondent’s actions. 

Each information reported in a log file is listed in chronological order. From the timing 

information, one can calculate the total time respondents spent an item before giving their final 

answer (also known as “time on task” or “response time”), the time the respondent spent since 

their first interaction with the test platform, and so on. It is usually up to the test programmer or 

due to software constrains to define the unit of measurement of the time variables (e.g., seconds, 

miliseconds). 

We define as respondent’s action any interaction (single or multiple) between users and the test 

platform. From a simple mouse click to a sophisticated interaction in a simulated-based task, 

respondent’s actions can reveal the actual respondent behavior that led to the performance outcome 

(Herde et al., 2016). The type and unit of measurement of the respondent’s actions vary according 

to the specificities of the test items or what the test developers consider important or useful to 

collect. For instance, in the Climate control item from Figure 3, not all interactions between a 

student and the test environment are recorded in the log file (Chen et al., 2019). From the available 

information, one can define as respondent’s actions the following variables: “top_setting”, 

“central_setting”, “bottom_setting”, and “diag_state”. Except for these four variables related to 

respondent’s actions and the variable time, the remaining variables were created by the 

programmer and they do not represent students interactions with the test platform (e.g., “cnt”, 

“schoolid”). Variables “temp_value” and “humid_value”, for example, represent pre-determined 

output values that were displayed on the screen, but were solely dependent on the input variables 

associated to respondent’s actions (i.e., “top_setting”, “central_setting”, or “bottom_setting”).  

Even though several measures can be extracted from respondent’s actions and timing information, 

the ones that reflect respondent’s behavior during the assessment with respect to a particular latent 

process (e.g., test-taking disengagement as the response time below a certain threshold) are called 

process indicators (Goldhammer & Zehner, 2017). The finer-grained information recorded in the 

log files, the greater the potential for the investigation of underlying cognitive processes and 

respondent’s strategies, as well as the analysis of construct-irrelevant variation on the test scores, 

such as test-taking engagement (Goldhammer et al., 2016).  

It is also important to note that personal information can be gathered in such files and ethical 

approval and consent for data collection may be necessary. For the PISA assessment, for example, 

OECD and the participating countries or economies establish an agreement regarding the public 

release of the data collected in the assessment in which information such as micro-level data (e.g., 

student and school identification) is anonymized (OECD, 2017). 
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How are process data related to response process?  

There is an increasing interest in the analysis of process data, since it can provide a non-evasive 

way to observe how respondents solve the test items. It can also be used to proxy unobservable 

traits (e.g., test-taking motivation) to better understand the relationship between these attitudes and 

performance (OECD, 2019).  

Even though a well-planned log file can capture fine-grained information about respondent’s 

behavior, there is still a substantial difference between overt behavior and its underlying response 

processes (Greiff et al., 2015). We agree with Hahnel, Goldhammer, Naumann, & Kröhne (2016) 

that the operationalization of a test-taking behavior (e.g., navigation) from process data is not a 

direct measure of respondents' cognitive processes but rather the result of them. Especially in the 

context of ILSAs, where a large number of educational systems is evaluated on each cycle with 

respondents coming from different societal contexts, the understanding of the test-taker response 

process is of fundamental importance to the analysis of process data. 

To define response process, we follow Hubley & Zumbo (2017): 

 “…one may think broadly of response processes as the mechanisms that underlie what people do, 

think, or feel when interacting with, and responding to, the item or task and are responsible for 

generating observed test score variation. This definition expands response processes beyond the 

cognitive realm to include emotions, motivations, and behaviors. Inclusion of affect and motives 

allows us to take into account how these may impact the different respondents’ interactions with 

the item(s), test, and testing situation. Our definition also requires one to go beyond the surface 

content of the actions, thoughts, or emotions expressed by, or observed in, respondents to identify 

the mechanisms that underlie this content. Finally, we encourage researchers and theorist to 

develop contextualized and dynamic frameworks that take into account the situational, cultural, 

or ecological aspects of testing when exploring evidence based on response processes.” 

In this sense, response process from ILSA process data can be seen as more than a collective of 

mental operations. Thus, evidence-based research can be placed in a wider context, where process 

indicators and test performance is not only attributed to the respondents or test settings, but also to 

intertwined factors such as personal traits and social context (e.g., school or educational system). 

Based on an evolutionary and adaptive view of human interaction with their environment, Chen & 

Zumbo (2017) proposed an ecological framework where item responses and test performance is 

the by-product of the relationship between individuals and their context. It is guided by an 

abductive explanation for the variation in test performance (Mislevy, 1994; Stone & Zumbo, 

2016). In their conceptual model, contextual factors are organized in such a way that the sources 

of item response or test performance variability can be studied systematically. Expanding this 

framework to the process data analysis from ILSA is the aim of the next section.  
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An ecological framework for the analysis of process data 

Borrowing the knowledge from ecological systems theory, we propose a conceptual framework 

for process data analysis using the work from Chen & Zumbo (2017)―who have proposed an 

ecological framework for item responding and test performance―as an initial reference. Such 

framework is structured in layers where each piece represents a unit of analysis and allows one not 

only to better understand how diverse the analysis of process data can be (not only with respect to 

techniques, but to the scope they reach), but also how these different parts relate to each other and 

the whole framework. 

A graphical representation of our 6-layered framework can be seen in Figure 4.This conceptual 

model is an adaptation of Chen & Zumbo (2017) proposal, which defines five layers to represent 

an explanation for variation in testing results: (1) test and test setting characteristics; (2) personal 

characteristics; (3) classroom and school context; (4) family ecology or other outside-of-school 

ecology; and (5) characteristics of the educational system and the national state.  

Beyond item responses or test performance, we expand Chen & Zumbo (2017)’s framework to 

incorporate operational variables that can be collected in process data from ILSA and may provide 

additional information to explain test score variability (i.e., response time, respondent’s actions). 

We have also distinguished item and test characteristics in different layers due to their specificities 

for data management and analysis in the context of process data. 

The first layer of the ecological model relates to intrinsic characteristics of a test item. It 

encompasses features, content, format, and psychometric properties (e.g., difficulty and 

discrimination) of an item. For example, released log file data from PISA 2012 (see Figure 3) and 

from the Programme for the International Assessment of Adult Competencies (PIAAC) were 

delivered by item. Someone interested in exploring such files must have an understanding of the 

item characteristics to have a better understanding of the variables (e.g., the definition of 

“top_setting” in the Climate Control item) presented in the files. 

The following layer relates to the test characteristics (including test environment/setting) as a 

whole or to a specific group of items where there are nested and crossed dependencies within test-

taker data (e.g., a testlet, one booklet/test form, one item block or a unit from the test design). Test 

objectives, duration, contents, and the psychometric properties play an important role in the 

observed behaviors extracted from the log files and test performance. 
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Figure 4: An ecological framework for the analysis of process data in ILSAs with examples of possible operational variables from each 

layer. An adaptation of the Chen & Zumbo (2017) framework for item responding and test performance. 
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The third layer is linked to test taker characteristics such as gender identity, age group, and 

psychosocial traits. Together with the first two layers, personal characteristics and test/item 

features have the strongest connections between the observed behaviors extracted on the log files 

and test performance. To a lesser extent, however, other contextualized factors such as school 

environment (layer 4), family background, out of school experiences (layer 5), as well as the 

broader context within geographical region and educational system at a national context (layer 6) 

may also influence how respondents answer to test items and how it is translated in the process 

data. For instance, students from the same school may share some common strategies when 

answering computer-based items due to their learning experiences and available resources at 

school. Extracting new information from process data may also help shed light on the relationship 

between skills in the population and a measure of economic prosperity (e.g., per capita GDP) as 

described by van Damme, (2014). 

Each layer of this ecological framework can be seen as a unit of analysis. Their representation as 

a stacked Venn diagram with common centers illustrates the multilevel approach that is intrinsic 

to the analysis of ILSA datasets (i.e., students nested in schools, schools nested in educational 

systems). This model also provides a flexible framework for the development of contextual models 

to explain test results in the sense that one can conduct their analysis using adjacent or non-adjacent 

layers (e.g., item and personal characteristics – layers 1 and 3) without the necessity to 

accommodate all layers. 

 

How could the proposed ecological framework help the analysis of process data from ILSAs?  

An understanding of the ecological framework can contribute to improve several stages of the data 

analysis from pre-processing (i.e., the research phase when researchers define their research 

questions and elaborate a data management plan to extract their operational variables from the 

raw/semi-processed log-file data) to interpreting and applying of the study’s findings. Figure 5 

presents the three basic steps that a researcher may encounter when analyzing process data from 

ILSAs. 

 

Figure 5: General steps for the analysis of process data 

The first step of the analysis of process data is usually a complicated and demanding task. It may 

include data cleaning, transformation or grouping of operational variables, feature engineering, 

and so on. Focusing on the research questions at hand, the data pre-processing will usually start 
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by looking at item-level characteristics (layer 1) but it can also involve more than one layer of the 

ecological framework. The lower the layer is located in the framework, finer grained information 

and more data to process. Available tools such as the OECD LogDataAnalyzer (OECD, 2013) and 

the R package LOGAN (Reis Costa & Leoncio, 2019) have been emerging in the field to help 

researchers in this stage of analysis. 

After data management, myriad approaches and techniques can be used for the analysis of process 

data and most of them have been already applied successfully in the educational scenario (e.g., 

psychometric models, data mining techniques). However, the ecological model can still be useful 

by offering as a visual mapping for the investigation of contextual factors in process data and 

contributing to its interpretations through the framework’s layers (e.g., item/test level or across 

relevant population’s subgroups). 

In this study, we present a literature review of empirical studies on process data analysis from 

ILSAs by the framework’s layers. We link the findings to the ecological model to illustrate the 

usefulness of an understanding of the conceptual framework’s layers to connect different analyses 

strategies and applications. 

Method 

What do we know about the analysis of process data from ILSAs? 

In this section, we give a short summary of empirical studies concerning the analysis of process 

data in ILSAs. First, we describe the criteria for selecting the journal papers, book chapters and 

working papers analyzed in this review. Then, we present a timeline with key moments in the last 

decade when the most well-known international surveys started to administer computer-based 

assessments. In the same fashion, we pinpoint how many studies with empirical results from the 

analysis of process data from ILSA are situated. Lastly, we categorize the studies following the 

ecological framework layers. We believe that such analysis will help the reader have a big picture 

of such studies and understand the level of analysis, associated process indicators, as well as the 

methods and techniques most used in the field. 

Which studies with process data from ILSAs are analyzed here? 

This is a non-exhaustive review that was carried out to address the following question: “What 

(statistical) approaches and strategies for the analysis of process data from international large-scale 

assessments are documented in the scientific literature?” For this purpose, we searched journal 

papers, book chapters and working papers available in the Scopus database between November 

and December 2019 and conducted a snowballing review to identify additional works. We also 

used Google Scholar to collect information regarding the number of citations of each paper 

included in this review. 

We identify 21 search terms in which we expected to find all the relevant literature (Table 1). In 

the search queries, the terms were only connected with the “AND” command and were related to 
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type of data (e.g., process data, log-file data, computer-generated data), assessment (e.g., PISA, 

PIAAC, international survey), and analysis (e.g., data analysis, psychometric model, data mining). 

Table 1: Search terms used in our literature review 

Type Expressions 

Dataset 
“Log file”, “Log-file data”, “Paradata”, “Process data”, “Computer generated data”, 
“Computer-based data”, “Computer-assisted data” 

Assessment 
“International large-scale assessment”, “International survey”, “International 
comparative studies”, “International assessment”, “International evaluation”, “PISA”, 
“TIMSS”, “PIAAC” 

Analysis 
“Data analysis”, “Data analytics”, “Psychometric”, “Data mining”, “Measurement 
model”, “Learning analytics” 

 

As inclusion criteria, we analyzed studies published in the English language and that present 

quantitative analyses with a clear description of the analyzed data and methods for the evaluation 

of process data from ILSAs. All references were imported in the Rayyan application (Ouzzani, 

Hammady, Fedorowicz, & Elmagarmid, 2016), which helped with the elimination of duplicate 

studies that were found in the database searches. After the exclusion of the duplicates and articles 

that were untraceable, the studies were successively screened based on their relevance to the 

current review.  

Results 

When did the first studies start to be published? 

Table 2 summarizes the 37 studies included in this review. Almost 90% of them were published 

as journal papers; only two book chapters (He & von Davier, 2015; Ramalingam & Adams, 2018) 

and two working papers (Goldhammer et al., 2016; He et al., 2019) were accessible in the moment 

of this literature review. 

Table 2 

Figure 6 shows the growth of electronically-delivered assessments in ILSAs as well as the rapid 

increase of published studies in the last decade. From our findings, the first publishing of an 

empirical study of process data from ILSAs in a scientific journal is dated from 2014 with results 

from the reading and problem-solving domains from the first round of the PIAAC survey. The 

study of Goldhammer et al. (2014) is also the one in our review that received the most citations on 

Google Scholar, 145. From then on, studies using PISA data started to grow in the literature and 

became prevalent (around 60% of the studies are regarded PISA studies) in the recent years.  

Besides the use of OECD datasets, this review included one study using data from the Assessment 

and Teaching of 21st Century Skills project (ATC21s) performed by Vista, Care, & Awwal (2017) 

and another involving an international language assessment (with no explicit information about 

the name of the assessment) analyzed by Lee & Haberman (2016). Although eTIMSS only started 
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collecting data for the main study in 2019, no studies using possible field trial/testing data were 

found. 

 

Figure 6: Timeline with information of the year of administration of selected international surveys, 

as well as the respective datasets used in the scientific publications included in this review ordered 

by the layers of the ecological framework. 

Most of the publications from this study analyzed process data from a group or all items in an 

assessment (layer 2 from the ecological framework). Problem solving is the domain with the most 

research on process data, followed by reading. Any studies from this review included the 

evaluation of process data from the science domain, though there was some research under course 

by the time of this review (Teig, 2019). 

 

What approaches and strategies were used in the analyses? 

Even though the timing variable is recognized as the main focus of many studies on the analysis 

of process data from the assessment of cognitive abilities (Greiff et al., 2015), the majority of the 

quantitative studies included in this review have respondent’s actions as key operational variable 

as well. To get a glimpse of the methodologies and approaches to analyze these behavioral 

indicators, Figure 7 shows the total number of studies classified by the layers of the ecological 

framework.  
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Figure 7: Total number of published works from our literature review grouped by the ecological 

framework’s layers. 

None of the 37 papers analyzed in this review focused on layer 4 (“Classroom and school 

context”). We counted that 12 papers focused on the analysis process data from a specific item 

(layer 1), with two of them including country-level comparisons (layer 6) and one describing 

outside-of-school variables (layer 5). When analyzing a group of items or by assessment domain 

(layer 2), the majority of studies took into consideration the respondent’s characteristics (layer 3).  

The following sections present the approaches used by the authors when working with process 

data from each unit of analysis. Although many methods can be applied across studies in different 

layers of the framework, this exercise aims to provide a quick look on examples of analytical 

strategies based on the granularity of the data. 

Item-level analysis (layer 1) 

Nine out of the 37 studies focused on the analysis of a single problem-solving item from ILSA. 

Except for the study of Vista et al. (2017), which studied data from the ATC21S project, all journal 

papers in this layer analyzed data from PISA assessments, with four of them (Chen et al., 2019; 

Han et al., 2019; Pejic & Molcer, 2016; Xu et al., 2018) exploring respondent’s actions in the log 

file from the same item (Climate Control, Figure 3).   

The key feature of these studies is the exploration of log file data using data mining techniques 

(e.g., naïve Bayes classifier (Pejic & Molcer, 2016), random forest algorithm (Han et al., 2019; 

Qiao & Jiao, 2018), exploratory network analysis (Vista et al., 2017)); identification of (latent) 

groups with differential problem solving strategies via a modified multilevel mixture item response 

theory (IRT) modeling (Liu et al., 2018), latent class analysis (Xu et al., 2018), cluster analysis 

(Ren et al., 2019); prediction of duration and final outcome via event history analysis (Chen et al., 

2019); or investigating the relationship of task performance and observed variables from log-file 

data through confirmatory factor analysis (De Boeck & Scalise, 2019). 
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Even though most of the studies in this category analyzed data from more than one participating 

country in the assessments, studies in this layer focus on the analysis of item characteristics and 

did not perform any group-level analysis (e.g., cross-country comparisons). 

Item-level analysis and group-level characteristics (layers 1, 5; layers 1, 6) 

Studies in these layers not only dive in the features of a problem-solving item, but also discuss 

results in an aggregate format (e.g., country-level analysis).  

In the “layer 1, 5” (item and out-of-school variables analysis) category is the work of Liao et al. 

(2019), which aimed to “provide information for improving competences in adult education for 

targeted groups”. Specifically, the authors identified action sequences in a problem-solving item 

via application of natural language processing and text-mining technique (n-gram) using 

employment-related background variables from the PIAAC study. 

Two works were classified in the “layer 1, 6” (item and country-level analysis). While Greiff et al. 

(2015) discussed the application of an action strategy (VOTAT: vary one thing at a time) in the 

PISA Climate Control item (Figure 3) and its relation with performance, He & von Davier (2015) 

explored and investigated how sequences of actions derived from n-grams were related to item-

performance in a PIAAC problem-solving task. Both papers conducted an analysis of the test-

taker’s strategies by a selection of countries.  

Group of items/Test-level analysis (layer 2) 

Studies from this categorization represents several assessment domains (e.g., reading, 

mathematics, problem solving), as well as an exploration of contextual questionnaires from PISA 

(Kroehne & Goldhammer, 2018). In this layer, process data from ILSAs are analyzed with respect 

to either a group of items or all the items in a specific domain. 

By using response times of 10 math items from PISA 2012, Zhan et al. (2018) evaluated the 

improvement of model parameter estimates in a cognitive diagnosis approach. Vörös & Rouet 

(2016), in turn, conducted a logistic regression analysis to study the relationship of performance 

and observed variables from log-file data (i.e., response time and logged action count) from a 

selection of tasks from the PIAAC problem-solving domain. 

Three works in this layer emphasized the issue of the validity in educational assessment settings 

using process data. Here, Ramalingam & Adams (2018) investigated how students’ navigation in 

reading assessment from PISA 2012 could improve the validity and reliability in an IRT 

framework. Engelhardt & Goldhammer (2019), on the other hand, studied the validation of test 

scores interpretations using processing times in a structural equation modeling approach with 

literacy items in PIAAC. With a small-scale study, Maddox et al. (2018) also tackled the validity 

argument using process data from eye-tracking observations with PIAAC items. 
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Kroehne & Goldhammer (2018), in turn, analyzed process data through finite-state machines 

approach (FSM) for questionnaire items besides proposing a framework to classify the information 

provided in log-files into states and store them as log events. 

Group of items/test-level analysis and personal characteristics (layers 2, 3) 

A substantial number of studies in this category (5 out of 12) analyzed data from the reading 

domain in a PISA assessment. Analysis of process data in this category varied between descriptive 

analyses, latent regressions, IRT, GLMM, and Bayesian covariance structure models. 

In the work of Hu et al. (2017), two types of PISA items (analytical and interactive problems) were 

used to investigate information-process strategies using eye-tracking data from high and low 

performing groups of students. A descriptive statistical analysis and t-test were conducted to 

evaluate the eye movement differences between the two groups of students for each type of item. 

Using heat maps, Krstić et al. (2018) also explored the similarities and differences in eye 

movement patterns between students with high and low scores on PISA reading items. Maddox 

(2017), in turn, described an exploratory approach via video-ethnographic observations that allows 

the identification of examples of respondent’s fatigue and observing disengagement in a talk and 

gesture study using PIAAC items. 

Structural equation modeling (i.e., latent regression and mediation models) was the statistical 

approach used by Hahnel et al. (2016) to investigate individual differences in students' skills in 

comprehending digital text by their navigation behavior and various underlying skills (e.g, basic 

computer skills, evaluation of online information).  

Using response times from ILSAs in a joint modeling framework with response accuracy, Kroehne 

et al. (2019) evaluated the invariance of response processes regarding the assessment mode (i.e., 

computer-based vs. paper-based) and the respondent’s gender. With an online publication 

appearing in 2019, the work of Ulitzsch et al. (2020a), in turn, aimed to develop a framework that 

incorporates respondent’s nonresponse behavior to gain a deeper understanding of the processes 

underlying item omissions in large-scale assessments. Later, the same authors expanded the 

approach to incorporate test-taking engagement behavior (Ulitzsch et al., 2020b). 

In the same category, four papers used an explanatory IRT approach via generalized linear mixed 

modelling (GLMM) for the analysis of process data with ILSA items. The work of Goldhammer 

et al. (2014), for example, discusses the application of GLMM to investigate the role of time on 

task and item and person characteristics (e.g., relative easiness, cognitive operations) on 

performance for two PIAAC domains: reading and problem solving. Hahnel et al. (2018), in turn, 

used respondent’s actions (i.e., navigation through links from a search engine result page) to 

analyze how individual differences in reading skills on word, sentence, and text level affect 

students’ ability to evaluate online information. In 2017, Hahnel and colleagues used the same 

statistical approach for regressions of the dichotomous digital reading scores on several predictors 

at the student’s level (e.g., memory updating, linear reading) and item level (e.g., number of target 
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and irrelevant nodes). Goldhammer et al. (2017), on the other hand, used person-level variables 

such as gender, age group, and educational attainment to explain differences in test-taking 

engagement for a sample of Canadian respondents to round 1 of the PIAAC. 

Understanding the challenges in the use of the GLMM framework when including a large number 

of process data, a more parsimonious approach to model response accuracy, response times and 

other process data from ILSAs is proposed by Klotzke & Fox (2019). By using Bayesian 

covariance structure modeling, the authors modeled the complex dependence structure of ILSA 

data and allowed the correction of between-subject differences in the dependence structure by 

including test-taker background variables (e.g, gender, computer experience, native speaker and 

education level). 

Group of items/test-level analysis and group-level characteristics (layers 2, 3, 6) 

The majority of studies in this category (4 out of 7) analyzed test-taking engagement using process 

data. Besides the inclusion of test-taker characteristics for the analysis of process data from ILSAs, 

these papers also compare their results at country level. 

Using PIAAC data, Goldhammer et al., (2016) derived indicators of test-taking engagement 

through response time thresholds at domain level (i.e., literacy, numeracy or problem solving), and 

explored subgroup differences (e.g., country or gender analysis). Pokropek (2016) also used the 

timing information from PIAAC data for detecting guessing behavior in a grade of membership 

modeling framework, providing a more precise estimation of group differences.  

Test-taking engagement was also investigated using PISA 2009 data. Naumann (2015) used a 

GLMM approach to predict task performance by indicators of online reading engagement 

extracted from log-file data (i.e., navigation actions). In 2019, the same author investigated 

whether test-taker characteristics (i.e., comprehension skill, enjoyment of reading, and knowledge 

of reading strategies) would predict how much time students would devote to digital reading tasks.  

Naumann & Goldhammer (2017), in turn, evaluated the effects of response times in digital reading 

moderated by a person’s skills and task demands in a GLMM framework. In these studies, the 

authors used a meta-analytical approach to compare the results from different countries. 

By exploring process data from a high-stakes international language assessment, Lee & Haberman 

(2016) use a correlational analysis and summary statistics to study how students progressed in the 

test, their pace and management of time. Results were also compared across different test 

administrations and a selection of countries. 

He et al., (2019), on the other hand, used a sequence-mining technique (i.e., the longest common 

subsequence) for an exploration of problem-solving strategies using process data from a selection 

of countries. Analyses of the differences in extracted strategies across different socio-demographic 

groups (i.e, gender, age, income, and familiarity with ICT) were also in the scope of this study. 
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Discussion 

In this chapter, we provided some examples of process data found in ILSAs, defined the kinds of 

information we get from such data, and proposed an ecological framework for their analysis. With 

a literature review of the first scientific publications in this field, we believe to have caught a 

glimpse of the seminal work as well as the current state-of-the art on the topic. We have also 

provided the reader with an overview of the common approaches and strategies these studies used 

in their empirical analysis of process data using ILSA data. 

In this final section, we will discuss some considerations on the potential and limitations of process 

data in the context of ILSAs, how this study could add to the body of research in the field, as well 

as try to peek into the upcoming developments in process data analysis. 

The potential and limitations of process data in international large-scale assessments 

Given the great potential to offer insights on respondents’ cognitive processes or attitudes in a 

technology-based assessment, empirical research on process data from ILSAs have been gradually 

emerging in scientific literature in the last decade. Log-file data from ILSAs, for example, can 

provide fine-grained recordings of the interactions between test taker and test items that was 

previously only available in small-scale experiments (e.g., cognitive interviewing, think-aloud 

protocols). 

Log files also allow a deeper analysis of interactive items (e.g., recording of respondents clicking 

of buttons or links, selection of items in dropdown menus, dragging and dropping of on-screen 

objects with pointer devices like mice, copying and pasting texts) from computer-based 

assessments that was not possible on paper-based tests. Moreover, it can also be included in the 

scoring process to enhance the validity of the measured scores (Ramalingam & Adams, 2018; 

Engelhardt & Goldhammer, 2019). 

Even though log files have driven significant contributions in the field of educational measurement 

with the improvement of psychometric models (e.g., joint modeling of response accuracy and 

response times), and exploratory analysis (e.g., data mining techniques), it is worth highlighting 

the importance of deriving valid process indicators from such files. Inferences of the latent process 

captured by these measures need to be justifiable both theoretically and empirically (Goldhammer 

& Zehner, 2017), which can be difficult when such indicators are constructed ad hoc from the 

available, sometimes severely limited log data (Kroehne & Goldhammer, 2018). 

The complete picture of a test administration is not fully recorded in the key strokes and response 

times from log files. For instance, off-screen activities such as students’ notes on paper and the use 

of a physical calculator are not captured in such technology. In this sense, Maddox et al. (2018) 

and Maddox (2017) argue for the use of complementary process data, such as eye-tracking or 

video-ethnographic observations, in ILSAs. However, there is a need to advance in the technology 

to expand the use of such process data in large-scale applications (e.g., speech or facial recognition 

systems to automatically derive process data from these tools). The argument for the validity of 
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such measures also needs be investigated. As a concern in the analysis of any response process, 

variations in the scores of such indicators can be attributed either to differences in the particular 

trait under investigation, or differential item functioning (Maddox et al., 2018). 

How could the ecological framework contribute to the advancement of the field? 

We believe that the ecological framework for the analysis of process data can offer a visual 

mapping of the analysis strategies for a deep and comprehensive exploration of process data from 

ILSAs. The intrinsic multilevel structure of ILSAs datasets is the central feature of this conceptual 

model and will guide enthusiastic analysts towards a good start when working on process data. For 

instance, data pre-processing can be a better organized task when one set their research objectives 

based on the framework’s layers. Extreme layers are linked with coarse grain levels of process 

data and more aggregation might be done.  

The contribution of the ecological model to the next steps of the analysis plan after the data pre-

processing stage may seem less clear, but this study adds to the body of knowledge on the process 

data analysis by showcasing the analytical approaches of over three dozen empirical studies that 

used process data from ILSAs. We categorized the works based on the ecological model with a 

view of what analyses’ strategies the authors have proposed for each unit of analysis. 

Even if the statistical approaches applied on these studies are not innovative and exclusive to a 

particular layer or even to process data analysis per se, they may inspire researchers to investigate 

a specific hypothesis/ analytical strategy based on the existing literature and the level of data that 

they have in hand. They may also instigate one to produce research publications that fill the gaps 

in the literature for the advancement of the field in mind. For instance, none of the studies from 

this literature review covered layer 4 (classroom and school context), even though there is data 

such as the information on opportunity to learn (OtL) collected by PISA that would allow 

researchers to explore and discover insights on this layer. As mentioned by De Boeck & Scalise 

(2019), data in the context of OtL reports classroom activities and practices, and exploring such 

relationships with process data might allow more reflection on a students’ response process during 

the assessment.  

Since the intention of this study was to present a sample of studies in the process data analysis, a 

systematic approach for the literature review is still in need. For example, we did not include in 

our review research reports such as OECD (2019) or Azzolini, Bazoli, Lievore, Schizzerotto, & 

Vergolini (2019), neither have we made use of traditional research datasets (e.g., ERIC, Web of 

Science) besides Scopus. 

What is there to come? 

We believe that there is still a necessity for the development of tools to facilitate the data analysis. 

Perhaps one of the biggest hurdles for analysts enthusiastic about using process data in their studies 

is navigating through the torrent of data recorded in log files. Due to the lack of substantial 

theoretical foundation and/or software limitations, modern testing software is still unable to 
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identify which user actions are relevant when an examinee is interacting with an item, so they 

record as much as they can. The signal-to-noise ratio is just too low, at this point, and the recorded 

data is often cryptic (log files were originally designed for system maintainers to debug software, 

not for scientists looking for insight into the underlying processes of the human mind). In this 

context, tools such as the OECD LogDataAnalyzer (OECD, 2013) and the R package LOGAN 

(Reis Costa & Leoncio, 2019) are welcome contributions to the scientific community and have the 

potential of reducing the burden of the complex task of data management of such files. 

One must also note that there is a growing concern regarding the ethical and privacy issues for the 

availability of such data for ampler use in research. Guidelines must be prepared to ensure the 

correct manipulation and use of such files. Thinking about regulatory issues and dilemmas for each 

unit of the process data analysis (e.g., de-identification of data at item or schools levels), the 

proposed ecological model may also be a useful tool in this task. 
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Table 1: A review of scientific papers, book chapters and working papers with empirical analysis of process data from ILSA. 

Title Authors-Year Cited(a) Operational variable Domain Assessment(b) Layer(c) 

Exploring data mining possibilities on computer 
based problem solving data 

Pejic & Molce (2016) 1 Actions Problem solving PISA 2012 1 

Latent Class Analysis of Recurrent Events in 
Problem-Solving Items 

Xu et al. (2018) 3 Time and actions Problem solving PISA 2012 1 

Analysis of process data of PISA 2012 computer-
based problem solving: Application of the 
modified Multilevel Mixture IRT model 

Liu et al. (2018) 4 Time and actions Problem solving PISA 2012 1 

Data mining techniques in analyzing process 
data: A didactic 

Qiao & Jiao (2018) 4 Time and actions Problem solving PISA 2012 1 

Statistical analysis of complex problem-solving 
process data: An event history analysis approach 

Chen et al. (2019) 4 Time and actions Problem solving PISA 2012 1 

Visualising and examining sequential actions as 
behavioural paths that can be interpreted as 
markers of complex behaviours 

Vista et al. (2017) 11 Actions 
Collaborative 
Problem Solving 

ATC21S project 1 

Collaborative problem solving: Processing 
actions, time, and performance 

De Boeck & Scalise (2019) N/A Time and actions Problem solving PISA 2015 1 

Exploring multiple goals balancing in complex 
problem solving based on log data 

Ren et al. (2019) N/A Actions Problem solving PISA 2012 1 

Predictive Feature Generation and Selection 
Using Process Data From PISA Interactive 
Problem-Solving Items: An Application of 
Random Forests 

Han et al. (2019) N/A Time and actions Problem solving PISA 2012 1 

Mapping background variables with sequential 
patterns in problem-solving environments: An 
investigation of United States adults' 
employment status in PIAAC 

Liao et al. (2019) 2 Time and actions Problem solving PIAAC 1, 5 

Identifying feature sequences from process data 
in problem-solving items with N-grams 

He & von Davier (2015) 18 Actions Problem solving PIAAC 1, 6 

Computer-generated log-file analyses as a 
window into students' minds? A showcase study 
based on the PISA 2012 assessment of problem 
solving 

Greiff et al. (2015) 62 Actions Problem solving PISA 2012 1, 6 

Laypersons' digital problem solving: 
Relationships between strategy and 
performance in a large-scale international 
survey 

Vörös & Rouet (2016) 2 Time and actions Problem solving PIAAC 2 

Observing response processes with eye tracking 
in international large-scale assessments: 
evidence from the OECD PIAAC assessment 

Maddox et al. (2018) 3 Time and actions 
Literacy, numeracy, 
and problem solving 

PIAAC 2 

How can the use of data from computer-
delievered assessments improve the 
measurement of twenty-first century skills? 

Ramalingam & Adams 
(2018) 

6 Actions Reading PISA 2012 2 



PROCESS DATA ANALYSIS IN ILSAs 

Title Authors-Year Cited(a) Operational variable Domain Assessment(b) Layer(c) 

How to conceptualize, represent, and analyze 
log data from technology-based assessments? A 
generic framework and an application to 
questionnaire items 

Kroehne & Goldhammer 
(2018) 

8 Time and actions 
Context 
questionnaire 

PISA 2015 2 

Cognitive diagnosis modelling incorporating 
item response times 

Zhan et al. (2018) 23 Time Mathematics PISA 2012 2 

Validating Test Score Interpretations Using Time 
Information 

Engelhardt & Goldhammer 
(2019) 

N/A Time 
Literacy and 
reasoning 

PIAAC 2 

The time on task effect in reading and problem 
solving is moderated by task difficulty and skill: 
Insights from a computer-based large-scale 
assessment 

Goldhammer et al. (2014) 145 Time 
Reading and 
problem solving 

PIAAC 2, 3 

Conditioning factors of test-taking engagement 
in PIAAC: an exploratory IRT modelling approach 
considering person and item characteristics 

Goldhammer et al. (2017) 7 Time 
Literacy, numeracy, 
and problem solving 

PIAAC 2, 3 

Invariance of the Response Processes Between 
Gender and Modes in an Assessment of Reading 

Kroehne et al. (2019) 1 Time Reading PISA 2009 2, 3 

Reading digital text involves working memory 
updating based on task characteristics and 
reader behavior 

Hahnel et al. (2017) 3 Actions Reading PISA 2012 2, 3 

Using Response Times for Joint Modeling of 
Response and Omission Behavior 

Ulitzsch et al. (2020a) 3 Time Numeracy PIAAC 2, 3 

A hierarchical latent response model for 
inferences about examinee engagement in 
terms of guessing and item-level non-response 

Ulitzsch et al. (2020b) N/A Time Mathematics PISA 2015 2, 3 

All good readers are the same, but every low-
skilled reader is different: an eye-tracking study 
using PISA data 

Krstić et al. (2018) 5 Time and actions Reading PISA 2, 3 

An eye tracking study of high- and low-
performing students in solving interactive and 
analytical problems 

Hu et al. (2017) 9 Time and actions Problem solving PISA 2, 3 

Talk and Gesture as Process Data Maddox (2017) 8 Time and actions 
Literacy, numeracy, 
and problem solving 

PIAAC 2, 3 

The role of reading skills in the evaluation of 
online information gathered from search engine 
environments 

Hahnel et al. (2018) 20 Actions Reading PISA 2009 2, 3 

Effects of linear reading, basic computer skills, 
evaluating online information, and navigation on 
reading digital text 

Hahnel et al. (2016) 56 Actions Reading PISA 2009 2, 3 

Bayesian covariance structure modelling of 
responses and process data 

Klotzke & Fox (2019) N/A Time and actions 
Numeracy and 
literacy 

PIAAC 2, 3 

Using Process Data to Understand Adults’ 
Problem-Solving Behaviours in PIAAC: 
Identifying Generalised Patterns across Multiple 
Tasks with Sequence Mining 

He et al. (2019) 1 Actions Problem solving PIAAC 2, 3, 6 



PROCESS DATA ANALYSIS IN ILSAs 

Title Authors-Year Cited(a) Operational variable Domain Assessment(b) Layer(c) 

Grade of Membership Response Time Model for 
Detecting Guessing Behaviors 

Pokropek (2016) 3 Time Numeracy PIAAC 2, 3, 6 

Time-on-task effects in digital reading are non-
linear and moderated by persons' skills and 
tasks' demands 

Naumann & Goldhammer 
(2017)  

13 Time and actions Reading PISA 2009 2, 3, 6 

Investigating Test-Taking Behaviors Using Timing 
and Process Data 

Lee & Haberman (2016) 13 Time and actions Reading 
International 
Language 
Assessment 

2, 3, 6 

Test-taking engagement in PIAAC Goldhammer et al. (2016) 23 Time 
Literacy, numeracy, 
and problem solving 

PIAAC 2, 3, 6 

A model of online reading engagement: Linking 
engagement, navigation, and performance in 
digital reading 

Naumann (2015) 39 Actions Reading PISA 2009 2, 3, 6 

The skilled, the knowledgeable, and the 
motivated: Investigating the strategic allocation 
of time on task in a computer-based assessment 

Naumann (2019) N/A Time and actions Reading PISA 2009 2, 3, 6 

Notes: (a) Number of citations that the work received between November 2019 and January 2020 in the Google Scholar database. (b) 

We identify the cycle and the type of assessment to which the items belongs, not necessarily from where the process data were extracted. 

That is, we included studies in this review with process data from the assessment’s main study, field trial or new administration with a 

different target population. (c) Indication of the correspondent layer of the ecological framework for the analysis of process data in 

ILSA. 

 


