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:Preface 

 
This synthesis and collection of papers are submitted for the degree of pilosophiae doctor (PhD) 

in atmospheric physics at the Section for Meteorology and Oceanography (MetOs), Department 

of Geosciences, University of Oslo. The work has been performed from August 2018 to August 

2022, interrupted by a maternity leave. The research has been supervised by Trude Storelvmo 

(MetOs), Bjørn Egil Nygaard (Kjeller Vindteknikk/Norconsult) and Gregory Thompson 

(National Center for Atmospheric Research). This work is a part of the Statnett initiated project 

Icebox, funded by Statnett and the Norwegian Research Council, grant 282403. The thesis 

consists of an introduction part and the following papers. Summaries of all three papers, 

including author contributions, are included in Chapter 4 of the thesis part. 
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‘Improvements to melting snow behavior in a bulk microphysics scheme’, 
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Paper III: Emilie C. Iversen, Øivind Hodnebrog, Lise Seland Graff, Bjørn Egil Nygaard, 
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extreme North Atlantic warming hole and reduced convection’, JGR 

Atmospheres, in prep. 
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Chapter 1 :Introduction 
 

 

1.1 Motivation 
 

Atmospheric icing is a major weather hazard in many mid- to high-latitude regions in the winter, 

including central and northern Europe, North America, China, and Japan. Icing has been known 

to cause significant problems for many sectors of society, in particular for power transmission 

lines, wind turbines, aviation, telecommunication towers and transportation. In Norway, 

overhead transmission lines are particularly vulnerable to weather hazards as they are 

transmitting power across complex topography, including elevated mountains and the long and 

exposed coastline.  

Norway has experienced some of the highest recorded ice loads on overhead power lines, with 

values exceeding 300 kg/m cable (Fikke et al., 2008). There are two types of atmospheric icing 

that mainly impact the transmission lines in Norway; rime icing due to supercooled liquid cloud 

droplets that freeze once in contact with the cable; and wet snow icing, which is caused by 

precipitation in the form of wet snow at temperatures just above freezing that sticks to the cable 

(Fikke et al., 2008). Experiences of damage on power lines due to atmospheric icing, both in 

Norway (Kleppe, 1984; Nygaard et al., 2017a) (see Figure 1.1) and internationally (Chang et 

al., 2007; Li et al., 2008; Makkonen & Wichura, 2010; Sakamoto, 2000), have illustrated the 

need to take atmospheric icing carefully into account in the planning and design phase, as well 

as in the operational phase of power line projects. Studies have demonstrated successful usage 

of the Numerical Weather Prediction (NWP) model, Weather Research and Forecasting (WRF) 

(Skamarock et al., 2019), with the Thompson microphysics scheme (Thompson et al., 2008; 

Thompson et al., 2004), in combination with an ice accretion model, in simulating realistic ice 

loads on power lines (Elíasson et al., 2015; Haldar, 2016; Nygaard et al., 2017a; Nygaard et al., 

2011; Nygaard et al., 2013; Thompson et al., 2009). These tools allow for the calculation of 

extreme ice loads with a high spatial resolution, enabling a detailed line design in variable 

terrain. There is however a large potential to further develop these objective methods. 
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Figure 1.1: Photo of collapsed shield wire at ‘Ålvikfjellet’ 1070 m.a.s.l. in the Hardanger area, Norway, 

January 9, 2014. (Photo: Ole Berg, Statnett). 

 

A lot of research has been focused on rime icing occurring in high altitude regions in Norway 

(Nygaard et al., 2017a). However, the majority of the Norwegian transmission grid is located 

at lower altitudes where the predominant icing type is associated with wet snow. The use of 

NWP model output to calculate wet snow loads has been increasingly utilized in recent years 

(Nygaard et al., 2017b). However, experiences from simulations of wet snow icing events using 

the WRF model and Thompson microphysics scheme in regions of complex terrain (e.g., 

Norway and Iceland) have shown limitations in the ability to give realistic values in some areas, 

particularly lee side terrain where wet snow loads have been severely overestimated. Lee side 

overprediction of precipitation has also been noted by other authors (Colle et al., 2005). This is 

related to the treatment of melting snow in the microphysical scheme. This limitation needs to 

be addressed in order to use these tools for calculation of extreme ice loads for the design of 

the power network in Norway, as well as other countries.  

Considering that power transmission lines, and also other ground structures, are designed with 

an expected lifetime on the order of tens to hundreds of years, climate change impacts on the 

design parameters should be taken into account. To date, few studies have investigated future 

changes in atmospheric icing, and particularly rime icing. Ohba and Sugimoto (2020) studied 

the future change in heavy wet snowfall in Japan using a regional climate model (see Chapter 

2.2.3) with 20 km grid spacing, downscaled from six different models from the Coupled Model 

Intercomparison Project Phase 5 (CMIP5) with a high greenhouse gas emission scenario (see 

Chapter 2.2.2), with the perspective of changes in atmospheric circulation and weather patterns. 

Faggian et al. (2021) used the outputs of 11 Euro-CORDEX models (spatial resolution of ~12 

km) (Giorgi & Gutowski Jr, 2015) also with a high emission scenario to assess changes in 

extreme wet snow loads in Italy, and found a general decrease due to increased temperature, 
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except in the highest Alpine regions. Bulygina et al. (2015) used observations from 958 Russian 

stations for the period 1977-2013 and found statistically significant decreasing trends in the 

occurrence of icing. Rögnvaldsson and Ólafsson (2005) studied the change in wet snow icing 

potential (criteria for temperature, precipitation intensity and wind speed) using a regional 

climate model and two future scenarios, and found decreases in the lowlands and increases at 

higher elevations. Another icing type which is not focused on in this study is freezing rain, 

which is a major weather hazard in for example North America (NA). Jeong et al. (2019) found 

an increase in future freezing rain ice loads for most of northern NA and decreases for most of 

southern NA and some northeastern coastal regions, using a 50-member initial-condition 

ensemble from a regional climate model with a high emission scenario. As atmospheric icing 

is very regionally dependent, specific climate change studies are needed for all icing prone 

regions in order to take this into account in structural design planning. 

Climate projections in the North Atlantic region generally suffer from great uncertainties. Part 

of this uncertainty is related to the large natural climate variability of the region, which is 

difficult to distinguish from an anthropogenic warming signal. The natural variability is to a 

large extent connected to the variability of dominant atmospheric pressure systems and the jet 

stream, modulating the position of the Arctic front and the path, frequency, and intensity of 

storms (Hurrell et al., 2003). Another part of the uncertainty in projections is related to 

important ocean circulation features and sea surface temperature (SST) gradients they produce 

(Brayshaw et al., 2008; Gervais et al., 2019; Nakamura et al., 2004). The North Atlantic 

Warming Hole (NAWH) is an area in the North Atlantic Ocean projected with an SST warming 

deficit in the future by climate models, linked to a slowdown of the Atlantic Meridional 

Overturning Circulation (AMOC) (Drijfhout et al., 2012; Keil et al., 2020; Liu et al., 2020) (see 

Chapter 2.3). This SST anomaly and associated SST gradients affect the intensity, frequency 

and position of the North Atlantic jet stream and storm tracks, and hence also precipitation 

(Brayshaw et al., 2008; Gervais et al., 2019, 2020; Hand et al., 2019; Inatsu et al., 2003; 

Nakamura et al., 2004; Wilson et al., 2009; Woollings et al., 2012). Precipitation is also affected 

by the altered surface heat fluxes (Gervais et al., 2020; Hand et al., 2019). The NAWH strength, 

extent and location are projected with a large spread among climate models, where a few models 

even project a cooling relative to historical conditions. Consequently, AMOC/NAWH 

constitutes a source of large uncertainty in projections of North Atlantic climate, where 

projections of clouds and precipitation, and hence also atmospheric icing, are greatly affected.  

Future changes in precipitation have substantial consequences for society at a regional and local 

scale, for example for water storage for hydropower, drinking water, irrigation, industry, and 

structural design, and winter precipitation is of particular importance due to occurrences of 

icing and because snowpacks acts as natural reservoirs (Barnett et al., 2008). Therefore, it is 

essential to improve our understanding of the physical mechanisms of the responses at this 

scale, to improve and constrain the projections (Trenberth et al., 2003). As stratiform and 

convective precipitation are produced by different physical mechanisms, these should be 

investigated separately to better understand the responses. In Norway, or Scandinavia in 

general, mountains contribute substantially to the distribution and amount of precipitation 

received through orographic effects, and so this precipitation type should also be considered 
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separately. The responses in stratiform, convective and orographic precipitation in relation to 

the NAWH have not been directly addressed in the literature to date.  

 

1.2 Objectives 
 

The overall objective of this thesis is to improve predictions of atmospheric icing and winter 

precipitation, and project the future occurrence in Norway by the use of numerical weather 

prediction (NWP) and downscaling of climate models and future scenarios. The improvement 

is with respect to wet snow and the microphysical scheme representation of melting snow in an 

NWP model. More specifically, the NWP model is the WRF model with the Thompson 

microphysics scheme (see Chapter 3.1). This model and microphysics scheme with the 

implemented changes are further used for downscaling of two global climate models and three 

future scenarios, to obtain projections of future atmospheric ice loads in Norway (both wet 

snow and rime ice).  

During the progression of this work, a surprising finding emerged; the downscaled projections 

of winter precipitation differed greatly between our chosen climate models, with generally 

opposite signs of change, hypothesized to be connected to their differing projections of the 

NAWH. Specifically, the Community Earth System Model version 2 (CESM2) (Danabasoglu 

et al., 2020), which projects one of the strongest and most spatially extensive NAWHs among 

current climate models, showed relatively large decreases in winter total precipitation, in 

contrast to the general scientific consensus of ‘wet regions get wetter’ (Held & Soden, 2006; 

Ranasinghe et al., 2021).  

Another objective is therefore to investigate and understand the physical mechanisms behind 

this winter precipitation response, which has implications for the future wet snow load 

projections. In order to fully understand these mechanisms, stratiform, convective and 

orographic precipitation are investigated separately. 

The objectives can be divided into three specific objectives which each are met in a paper: 

Paper I 

This paper presents the improvements made to the Thompson microphysics scheme (part of the 

WRF model) with respect to melting snow behavior. This includes validations against 

observations from the Olympic Mountain Experiment (OLYMPEX) (Houze et al., 2017) in 

Washington state, as well as a demonstration of the effects of the implemented changes on the 

spatial precipitation distribution (snow and rain) across the Olympic Mountain. The improved 

scheme will contribute to improved precipitation forecasts and predictions of wet snow icing. 

Paper II 

To project the future occurrence of atmospheric icing in Norway, two climate models and three 

future scenarios are dynamically downscaled using the WRF model with the microphysical 

improvements presented in Paper I. The chosen models are CESM2 and the high resolution 
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version of the Max Plank Institute for Meteorology Earth System Model (MPI-ESM1-2-HR) 

(Müller et al., 2018). Maps of future projected 10-year return period ice loads for wet snow and 

rime ice are presented, for three different future time periods (up to 2100).  

Paper III 

The objective of this paper is to investigate the physical mechanisms explaining the winter 

precipitation decrease projected by the CESM2 model, which contrasts sharply to the 

precipitation projections of the MPI-ESM1-2-HR model in Paper II, as well as the general 

scientific consensus (‘wet gets wetter’). The downscaled data presented in Paper II is used, and 

the response is investigated separately for stratiform, convective and orographic precipitation. 

Connections between the strong NAWH and the different precipitation types are highlighted, 

which have not previously been brought attention to in the literature.   

 

The work of this thesis is part of the R&D project, Icebox, initiated and partly funded by the 

Norwegian transmission grid operator, Statnett, also partly funded by the Norwegian Research 

Council. The main objective of Icebox is to develop a toolbox for the prediction, projection, 

monitoring and removal of atmospheric ice loads on overhead power lines. 
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Chapter 2 :Background 
 

 

2.1  Numerical Weather Prediction 
 

The Norwegian Vilhelm Bjerknes is often called the father of modern numerical weather 

prediction (NWP), because already in 1904 he suggested that predicting the state of the 

atmosphere is a fundamentally deterministic initial-value problem of mathematical physics 

(Bauer et al., 2015; Bjerknes, 1904). In NWP, equations describing the behavior of the 

atmosphere are numerically solved to forecast the weather (Coiffier, 2011). The equations are 

the governing partial differential equations of fluid motion, including conservation of 

momentum, mass and energy, and the ideal gas law. NWP models can be either hydrostatic or 

nonhydrostatic. In hydrostatic models, the vertical momentum equation is replaced by the 

hydrostatic approximation, implying that vertically propagating waves cannot form, which is a 

good approximation for synoptic scale motion, but not for circulation occurring on the 

mesoscale. For high-resolution modeling, nonhydrostatic models should be utilized, which 

captures circulation features such as mountain gravity waves and cumulus convection. 

Traditional NWP discretizes the equations by dividing the atmosphere into grid boxes, defined 

by a horizontal grid and a number of vertical levels (see Figure 2.1), so that atmospheric 

quantities are represented by their grid box means. For NWP this is most often performed for a 

limited area model domain (also referred to as Limited Area Model). The higher the resolution 

of the model grid (more grid boxes), the higher the computational cost of running the model.  

 

 

Figure 2.1: An illustration of an NWP Limited Area Model domain showing how it is discretized into 

a horizontal grid and vertical layers (which near the surface are terrain following, but become more even 

with height). Domain boundaries are highlighted. (Courtesy of the UCAR COMET program). 
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Important physical processes affecting the evolution of the atmosphere exist on smaller scales 

than represented by the model grid, typically referred to as sub-grid scale processes. As such, 

these processes must be parameterized. A process might also be too complex and hence 

computationally costly to be handled directly, and so requires parameterization. These 

additional computations form the model physics, and are introduced into the numerical 

processing of the equations of fluid motion, which forms the model dynamics (the dynamical 

core) (Coiffier, 2011). Physical parameterizations include convection, microphysics, boundary 

layer, radiation and land-surface processes (Warner, 2010b). Realistic representations of these 

processes are crucial for the prediction of virtually all of the model’s prognostic variables.  

The predictions start from initial values (initial conditions) and are forced on the boundaries of 

the grid (boundary conditions). Such conditions typically stem from reanalysis data (Hersbach 

et al., 2018) or other operational analysis created by data assimilation methods. Data 

assimilation is a method that use numerical models to assimilate information from the global 

observing system, including satellite instruments, weather stations, ships, buoys, and other 

components (Ghil & Malanotte-Rizzoli, 1991). This creates a dynamically consistent, 

observationally based set of data.   

 

2.1.1 Microphysics parameterization  
 

Microphysics parameterization represents processes involving hydrometeors in the atmosphere 

on scales of microns to millimeters (Warner, 2010b). The hydrometeors are cloud droplets, 

cloud ice, snow, graupel, hail and rain, all of which are important for the formation and fallout 

of precipitation. The processes include condensation, evaporation, melting, freezing, deposition 

(snow or ice growing by vapor deposition), accretion or riming (snow or ice collecting cloud 

water), aggregation (collision and coalescence of snowflakes and ice crystals) and collision-

coalescence (of cloud or rain drops) (Pruppacher & Klett, 1997). A key aspect of so-called bulk 

microphysical parameterizations used in most NWP models is the representation of a 

hydrometeor’s size distribution by an analytical function, e.g., exponential (Kessler, 1969) or 

gamma (Walko et al., 1995) distribution, and the use of their moments to predict their evolution. 

The first microphysics schemes were single moment, in which only the hydrometeor mixing 

ratios are predicted. As computational power has increased, double-moment schemes, 

predicting both mixing ratio and number concentration of the hydrometeors, have been 

increasingly utilized. Some schemes are also partially double-moment, where only a few of the 

represented hydrometeors are double-moment, to save computational time (Thompson et al., 

2008). Triple moment schemes also include radar reflectivity as a prognostic variable. Schemes 

also vary in complexity with the number of hydrometeors predicted and their associated 

interactions. Treatment of the fallout of hydrometeors as precipitation reaching the ground is 

termed sedimentation, and is dependent on the hydrometeor terminal fall speed. Examples of 

widely used microphysical schemes for NWP are Milbrandt and Yau (2005), Morrison and 

Milbrandt (2015), Thompson et al. (2008). 
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2.1.2 Convective parameterization 
 

Precipitation from convective clouds is the dominant form of precipitation in many regions of 

the world, particularly the tropics, and contributes to a large degree to precipitation extreme 

events. In the mid-latitudes, convection and associated precipitation is also common in 

association with cyclones when cold air is advected over warmer surfaces with the passage of 

cyclone frontal boundaries (Houze Jr., 1993; Kuettner, 1959), which is particularly prominent 

in winter over a relatively warm ocean surface. Convective precipitation is a key component of 

the hydrological cycle, and is important also for tropospheric vertical mixing and radiative 

forcing (Prein et al., 2015).  

As convective processes occur on the sub-grid scale, the goal of a convective parameterization 

is to predict the collective effects of convective clouds within a grid box, as a function of the 

grid scale conditions (Stensrud, 2007). The grid scale processes force the convective scheme 

through low-level convergence and destabilization (convective triggers, which vary in 

definition between schemes), and the sub-grid scale parameterized convective processes feed 

back to the grid scale through latent heating effects (Warner, 2010b). The convection scheme 

produces grid box average values of convective precipitation, which typically end up as a 

separate model output in addition to all precipitation.  

Moist convection is said to be ‘permitted’ on model grid scales less than 5 km. When running 

a model with a grid resolution larger than 10 km, normal practice is to parameterize convection 

to incorporate the important sub-grid scale processes. The scale range between about 4 – 10 km 

is often called the ‘convective grey zone’, as clouds and the vertical turnover circulation are 

only partly resolved, and it depends on the application and user whether convective 

parameterization is turned on or off. 

Convective parameterizations are typically associated with large errors (Déqué et al., 2007; 

Hohenegger et al., 2008; Kendon et al., 2020; Li et al., 2019; Tang et al., 2021; Tomassini et 

al., 2017; Trenberth et al., 2003; Wilcox & Donner, 2007), although improvements are 

continuously being made. Common errors include misrepresentation of the diurnal cycle, 

overestimation of low-precipitation event frequency, underestimation of hourly precipitation 

intensities (Prein et al., 2015), and inability to advect convective elements, for example in cases 

of ocean triggered convection cells advected over land (Kendon et al., 2020).  
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2.2  Climate modeling 
 

‘The term climate modeling refers to the use of a model to define the state of Earth’s physical 

system on time scales of seasons to centuries’ (Warner, 2010a). 

 

2.2.1 Global climate projection 
 

Global climate models function very much like NWP models. However, whereas NWP is 

mostly used for high resolution, limited-area, short-term weather prediction (days to a few 

weeks), global climate models are used for lower resolution, global scale, long-range climate 

projection (years to centuries). However, as weather science and high-performance computing 

are evolving, model resolutions are becoming increasingly high also at the global scale, and this 

is the future for both NWP and climate modelling (Bauer et al., 2015). 

For NWP, the sea-surface temperature, vegetation, permafrost, glaciers, sea ice and emissions 

can be specified as initial and boundary conditions from observational data, and for short-term 

forecasting assumed to be invariant during the model integration (Warner, 2010a). Global 

climate models are integrated for long, continuous time periods where the weather is freely 

evolving, without any forcing from meteorological input conditions. Hence, they must also 

include many additional physical processes related to the ocean, land- and sea ice, and the land 

surface, as well as emissions and aerosols. All of these processes, in addition to the atmospheric 

processes, must interact as they are all part of the complex global climate system. This 

interaction between different components of the climate system is referred to as coupling.  

For the application of climate change modeling, normal practice is to simulate a recent and a 

future climate period, in order to investigate changes. Both periods are simulated with freely 

evolving weather, as one must when simulating global future weather and climate, hence the 

term used is climate ‘projection’ and not ‘prediction’. Consequently, the past period weather 

cannot be compared to the observed historical weather, but the idea is that the average weather 

– namely the climate – will be realistically represented. Normal practice is also to firstly 

evaluate and validate the model performance of simulated past or present climate and highlight 

potential biases and errors. 

 

2.2.2 CMIP6 and Scenarios 
 

The Coupled Model Intercomparison Project’s (CMIP) main objective is to improve our 

understanding of the climate system and climate changes, by coordinating the design and 

distribution of global climate model simulations (Eyring et al., 2016). An important goal of 

CMIP is to make these simulation outputs publicly available in a standardized format. The 

CMIP began its work 20 years ago, and has since undergone five phases – now  in its present 
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phase six, involving a large number of international modelling groups and experiments. The 

climate models involved are updated and improved with each phase. One common experiment 

performed identically by all modelling groups is the historical simulation (1850 to present). 

These simulations include observationally based, evolving, externally imposed forcings such 

as solar variability, volcanic aerosols, and changes in atmospheric composition (emissions and 

aerosols) caused by human activities. Another set of experiments performed are within the so-

called ScenarioMIP (O'Neill et al., 2016). Here multi-model climate projections based on a 

range of scenarios for future emissions and land use changes are made available, and provide 

the primary basis for impacts, adaptation and vulnerability studies. The design consists of eight 

different 21st century scenarios with spatially explicit emissions and land use changes generated 

with integrated assessment models, based on alternative future societal development pathways 

– ‘the Shared Socioeconomic Pathways’ (SSPs). The future scenarios (SSPs) given as CO2 

concentrations are shown in Figure 2.2. 

 

Figure 2.2: CO2 concentrations for the 21st century scenarios (the Shared Socioeconomic Pathways, 

SSPs) in the ScenarioMIP design, from Riahi and al. (2017), as presented in O'Neill et al. (2016). The 

RCP lines are the Representative Concentration Pathways used in CMIP5. Gray areas represent the 

range of scenarios in the scenarios database for the Intergovernmental Panel on Climate Change Fifth 

Assessment Report (IPCC AR5). 

 

2.2.3 Regional climate modeling and downscaling 
 

The grid resolution of present state global climate models is relatively coarse, on the order of a 

hundred kilometers. This implies that regional climatic variables are homogeneous for large 

areas, where in reality there is great regional variability. Topography exerts a strong impact on 

climate, especially in regions with complex orography, which is poorly resolved and 

significantly smoothed in the global models. We also know that climate change can be highly 

regionally dependent, with relevant change processes occurring on scales smaller than that of 

global models. This is especially true for extremes (Warner, 2010a). For these reasons, regional 

climate modeling offers the opportunity for more detailed predictions and to better understand 
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climate change processes down to the regional level. This is particularly valid for precipitation, 

which is one of the most difficult variables to simulate with global climate models due to small 

scale phenomena, which have very large impacts (e.g., extremes, convective systems, 

orographic precipitation) (Gutowski Jr et al., 2016).  

Regional climate modeling utilizes limited area models, also called regional climate models 

(RCMs), which basically are NWP models run for climatic timescales. A frequently used 

methodology is dynamical downscaling, where the regional model is used to downscale coarser 

scale global climate model simulations to a smaller scale, by using this data as initial and lateral 

boundary conditions. In this way the synoptic scale weather systems of the global climate model 

are modulated by local scale forcing through physically consistent processes. Biases in the 

global model will however be transferred to the regional model. 

The CMIP6 has its own MIP on downscaling, the Coordinated Regional Climate Downscaling 

Experiment (CORDEX) (Gutowski Jr et al., 2016). Regional climate downscaling is also 

performed independently of the CMIP by various international modeling groups (e.g., 

ENSEMBLES (Hewitt & Griggs, 2004), NARCCAP (Mearns et al., 2009), NARCliM (Evans 

et al., 2014), UKCP09 (Murphy et al., 2010)), with increasing focus on higher resolution down 

to the convection-permitting scale (~1 – 4 km) (Ban et al., 2014; Fosser et al., 2015; Kendon et 

al., 2019; Leutwyler et al., 2016; Liu et al., 2017). On these scales a convective parameterization 

is typically not applied, and the convective transport is explicitly represented by the dynamics 

and convective cloud processes by the microphysical scheme of the regional model, with 

indications of improvement over convective parameterizations (Ban et al., 2021; Hohenegger 

et al., 2008; Kendon et al., 2020; Kendon et al., 2012; Lind et al., 2020; Meredith et al., 2015; 

Prein et al., 2020; Rasmussen et al., 2011). Due to the high computational cost of running such 

models at climate time scales, such simulation output is still relatively scarce.  
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2.3  North Atlantic climate variability, interactions and 

change 
 

In this subchapter a brief introduction to North Atlantic climate variability is given, with respect 

to the aspects and interactions of the climate system relevant for the work of this thesis, and 

with a focus on northern Europe. Projected future changes to North Atlantic climate with these 

aspects and interactions in focus are also briefly discussed. 

 

2.3.1 The North Atlantic Oscillation 
 

The North Atlantic Oscillation (NAO) is the leading mode of atmospheric variability in the 

North Atlantic region (Hurrell et al., 2003). It represents the variability of the relative strengths 

of the dominant atmospheric pressure systems in the region, namely the Icelandic low and 

Azores high pressure systems. This pressure difference modulates the path, frequency and 

intensity of extratropical cyclones forming over The North Atlantic Ocean. The organized 

bands of extratropical cyclones are referred to as ‘storm tracks’ (Hoskins & Valdes, 1990), and 

the correlation between the NAO and the storm tracks is strong. When there is a large pressure 

difference between the Icelandic low and Azores high (positive NAO), these systems are strong, 

generating relatively intense and frequent cyclones, which typically take on a track directed 

towards central and northern Europe (see Figure 2.3 left). This is correlated with more clouds, 

precipitation and wind, and mild temperatures in this region (Chiacchio & Wild, 2010; Hurrell 

et al., 2003; Iversen & Burningham, 2015; Uvo, 2003; Wibig, 1999). When the pressure 

difference is small (negative NAO), reflecting weaker pressure systems, the cyclones tend to 

be weaker and less frequent, and the storm tracks are typically positioned further south, leaving 

northern Europe north of the polar front with dry and cold weather (see Figure 2.3 right). As 

the pressure systems are strongest and most active in winter, the NAO is most prominent this 

time of year. 

 

 

Figure 2.3: Schematic of the positive (left) and negative (right) phase of the North Atlantic Oscillation 

(NAO) and associated changes in storm tracks and winter weather conditions.  
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2.3.2 The jet stream 
 

One cannot talk about the NAO and the storm tracks without mentioning the jet stream. The jet 

stream is a stream of strong westerly winds near the altitude of the tropopause, located at the 

boundary between warm tropical air masses to the south and cold polar air masses to the north. 

The polar jet in the northern hemisphere is driven by this sharp meridional temperature gradient 

at the polar front. This so-called ‘baroclinic’ region of large horizontal temperature differences 

leads to the growth of cyclones (Charney, 1947; Eady, 1949), the paths of which are steered by 

the jet stream, but which also reinforce the jet through wave–mean flow interaction (Hall et al., 

2015; Hoskins et al., 1983). As the equator to pole temperature gradient is strongest in winter, 

the jet stream and storm tracks are strongest and most active in this season. The variability of 

the jet stream is strongly correlated with the variability of the NAO (Vallis & Gerber, 2008). 

During a positive (negative) NAO the jet is stronger (weaker) and shifts poleward 

(equatorward) (Benedict et al., 2004). 

 

2.3.3 Marine cold air outbreaks  
 

Marine cold air outbreaks (MCAOs) in the North Atlantic are associated with the advection of 

very cold air originating from polar ice-covered areas, over a relatively warm ocean surface 

(Kolstad et al., 2009). This causes destabilization of overlying airmasses, large fluxes of latent 

heat from the ocean to the atmosphere, and consequently strong convection (Brümmer, 1997, 

1999; Papritz & Spengler, 2017). MCAOs may cause severe weather such as polar lows 

(Bromwich, 2004; Mansfield, 1974) and strong surface winds (Kolstad, 2017), and the large 

atmosphere-ocean heat exchange impacts the formation of deep-water in the Nordic Seas 

(Buckley & Marshall, 2016; Isachsen et al., 2013). Atmospheric temperature variability is 

governing the seasonal and the inter-annual variability of MCAOs (Kolstad et al., 2009). 

MCAOs in the Nordic Seas is closely linked to the path of cyclones (Papritz & Grams, 2018), 

typically formed in the cold, dry Arctic air behind the cold front.  

 

2.3.4 The Atlantic Meridional Overturning Circulation 
 

The Atlantic Meridional Overturning Circulation (AMOC) is a major system of ocean currents 

(Schmittner et al., 2007). The Gulf Stream and North Atlantic current transport warm water 

from the tropics into the North Atlantic Ocean. The cold and salt water at its northern edges in 

the Nordic Seas is dense and sinks deep into the ocean, before being transported southward. In 

this way the current system acts as an overturning conveyor belt to redistribute temperature in 

the ocean. Consequently, sea surface temperature (SST) and climate variability in the Atlantic 

sector are closely related to fluctuations in the AMOC (Rahmstorf, 1995), typically occurring 

on multidecadal to centennial timescales. The AMOC is very sensitive to small fluctuations in 

freshwater fluxes, which over the historic record has caused abrupt shifts in climate due to 
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transitions between different AMOC states. Global warming has raised the concern that 

increased melting of the Greenland ice sheet will lead to a slowdown of the overturning 

circulation with potentially severe consequences for global climate (Caesar et al., 2018). 

Research on the AMOC is therefore a very active field (Fox-Kemper et al., 2021). 

 

2.3.5 Climate changes and the North Atlantic Warming Hole 
 

Climate projections do indeed confirm a weakening of the AMOC with global warming due to 

increased influx of heat and freshwater (Rahmstorf, 1995; Rahmstorf et al., 2015; Stocker & 

Wright, 1991). Such a weakening will cause cooling of SSTs in the subpolar North Atlantic due 

to reduced heat transport, which is supported by observations (Caesar et al., 2018; Rahmstorf 

et al., 2015), and has been termed ‘the North Atlantic warming hole’ (NAWH). The 

observations are however based on a short record (since 2004) and consequently cannot confirm 

whether this is a long-term negative trend or a recovery from earlier strengthening of the AMOC 

(Jackson et al., 2016), and hence this is the big question to be answered.  

In future projections, the SST cold anomalies of the NAWH cause an increase in the meridional 

surface temperature gradient, as global warming simultaneously causes increased temperatures 

in the tropics. This leads to increased baroclinicity, and the potential for enhanced storm activity 

over the North Atlantic and Europe (Brayshaw et al., 2008; Gervais et al., 2019; Hand et al., 

2019; Inatsu et al., 2003; Nakamura et al., 2004; Wilson et al., 2009; Woollings et al., 2012). 

Changes in the jet stream and storm tracks are sensitive to the location of the SST gradient 

relative to the mean jet position, where a poleward (equatorward) shift is produced when SST 

gradients are located poleward (equatorward) of the subtropical jet. Consequently, the AMOC 

strength and NAWH strength, extent and location in climate models play a crucial role in their 

projections of future North Atlantic climate, which to date shows a significant spread among 

climate models. This is an active field of research, and far from all connections and implications 

are fully understood.  

 

 

 

 

 

 

 

 

 



Background 

 

18 

2.4 Precipitation  
 

Precipitation and its part in the hydrological cycle, its mechanisms of generation, spatial and 

temporal variability, and future change is a vast and comprehensive field of research, ranging 

from the microscale to the global scale. This subchapter does only aim at describing the aspects 

relevant for the work of this thesis. 

 

2.4.1 Precipitation generation mechanisms 
 

Precipitation can be generated by two distinctly different physical mechanisms; stratiform and 

convective. Orography might enhance this precipitation, or act to generate precipitation from 

impinging clouds, which is then called orographic precipitation. Their different mechanisms of 

generation are here described, and the resulting precipitation is sometimes referred to as 

‘precipitation types’ through this thesis. 

Stratiform precipitation 

Stratiform precipitation is generated within nimbostratus clouds, which are produced by nearly 

thermodynamically stable air and widespread vertical air motions, typical of the warm conveyor 

belt of the warm front of a low-pressure system (Browning, 1990). Stratiform precipitation is 

generally mostly associated with these widespread systems (Houze Jr., 1981). Most stratiform 

precipitation falls from nimbostratus clouds that reach far above the melting level and contain 

ice particles aloft, and particle growth for precipitation formation depends on the sedimentation 

of the ice particles. Houze (2014) defines precipitation to be stratiform if the mean vertical 

velocity of the air averaged over a vertical volume (𝑤̅) is much lower than the typical fall 

velocity of ice crystals and snow (~1 – 3 m/s) (𝑣𝑖𝑐𝑒), so that their downward motion through 

the cloud is not disrupted: 

0 <  |𝑤̅| ≪ 𝑣𝑖𝑐𝑒 

𝑤̅ might still be overall upward, which is typical for an active stratiform region. The upward 

motion maintains supersaturation with respect to ice, so that ice particles grow by vapor 

deposition, while drifting downwards due to their weight. A schematic of the typical vertical 

structure of a stratiform cloud and its precipitation process is shown in Figure 2.4 (a). A 

horizontally oriented melting layer is typically present, observed as a band of enhanced 

reflectivity seen in radar echos called the ‘bright band’ (Fabry & Zawadzki, 1995). Within about 

1 km above the melting layer aggregation is frequent. Aggregation is when snow crystals collide 

and form larger, irregularly shaped snowflakes, which melt into larger raindrops.  

Convective precipitation 

Convective precipitation is generated within cumulus and cumulonimbus clouds which display 

a vertically oriented structure as opposed to the more horizontally uniform stratiform clouds 

(Figure 2.4 b). Convective precipitation is produced within strong, vertical updrafts caused by 
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atmospheric static instability. Static instability may for example be caused by heating of air 

from a warmer ground or ocean surface beneath, causing this surface-layer air to be warmer 

than the air above. In the convective updrafts, ice is carried upward, growing by accretion of 

liquid cloud droplets (riming), until they are heavy enough to fall downward. With the definition 

of Houze (2014), precipitation is convective if 𝑤̅ exceeds 𝑣𝑖𝑐𝑒: 

𝑤̅ > 𝑣𝑖𝑐𝑒 

The updrafts are strong enough to support condensation of large amounts of liquid water which 

is available for the growth by accretion of the suspended particles. The updrafts are less than 2 

km in width and produce well defined vertically structured clouds.  

 

 

Figure 2.4: Characteristics of stratiform (a) and convective (b) precipitation. From Houze (2014). 

 

Orographic precipitation 

Orographic precipitation is associated with the flow over mountains, as the orographic lifting 

creates air saturation, clouds and precipitation. The mechanisms may act to initiate the 

generation of precipitation or act to intensify the precipitation in incoming cloud systems 

(orographic precipitation enhancement), where the latter occurs most frequently. In statically 

stable flows, the airflow may either rise over the mountain or experience some degree of 

blocking and deflection. This response depends on the nondimensional mountain height: 

𝑀 = 𝑁ℎ𝑚/𝑈, 

where N is the Brunt-Väisälä frequency, ℎ𝑚 is the mountain height, and U the cross-barrier 

wind speed (Kirshbaum et al., 2018). The larger the M (> 1), the larger the tendency for flow 

blocking. Hence the higher the static stability, and the lower the cross-barrier wind speed, the 
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stronger the blocking. This acts to artificially move the influence of the mountain upstream due 

to the dense, blocked air at the mountain foot and shift the zone of orographic lift and 

precipitation fallout upstream (Houze, 2014). ‘Unblocked flows’ tend to exhibit larger vertical 

displacement of air and precipitation fallout further downstream. In statically unstable flows, 

the mechanical lift from orography may help to trigger convection and produce convective 

clouds and precipitation.  

Microphysical time scales play a part in orographic precipitation amounts and geographic 

distribution (Houze, 2014). Particle growth processes and hydrometeor types are relevant in the 

way that cold cloud processes (deposition and riming) are more efficient at precipitating than 

warm cloud processes (collision-coalescence), and different hydrometeors have different fall 

velocities, which determine the amount of precipitation and the time for it to reach the ground, 

and hence the location of surface precipitation due to advection with the wind.   

 

2.4.2 Moisture sources, sinks and transport 
 

In a climate perspective it is important to understand the contribution to regional precipitation 

from local surface evaporation versus horizontal transport of moisture, which is tied to the 

underlying physical processes. In boreal winter, the ‘recycling rato’, defined as the fraction of 

precipitation resulting from local surface evaporation to total precipitation, is very small over 

Northern Europe, meaning that most of the regional precipitation is generated from moisture 

transported into the region (Trenberth, 1999). Most of this moisture is associated with 

extratropical cyclones within the storm tracks (Bjerknes, 1922), and up to 90% of the 

precipitation within these storm track regions is associated with warm and cold fronts (Catto et 

al., 2012). The most extreme precipitation events at mid-latitudes are often associated with 

atmospheric rivers (ARs) in combination with extratropical cyclones (Dacre et al., 2015; 

Dettinger et al., 2015; Sodemann et al., 2020), particularly when interacting with topography 

(Azad & Sorteberg, 2017; Lavers & Villarini, 2013; Ramos et al., 2016; Stohl et al., 2008). ARs 

transport more than 90% of the total midlatitude vertically integrated water vapor (Zhu & 

Newell, 1998), originating from regions of high SST in the subtropics (Knippertz & Wernli, 

2010; Ramos et al., 2016). Stohl et al. (2008) found that (sub)tropical moisture sources can 

contribute significantly to precipitation in southwestern Norway. 

In contrast to this long-range transport of moisture with relatively long residence time (4-5 

days) (Sodemann, 2020), Papritz and Sodemann (2018) revealed that during situations of winter 

MCAOs, about one third of the moisture taken up from the Nordic seas’ surface falls as local 

precipitation through convective overturning with about one day residence time. As the air mass 

of the MCAOs is advected over warmer waters in the Norwegian Sea, precipitation efficiency 

increases even further. Depending on the frequency and severity of MCAOs in the Nordic seas 

during a winter, this implies that local evaporation from the sea surface contribute to a 

considerable portion of the regional precipitation in winter than what was portrayed by 

Trenberth (1999). As Papritz and Sodemann (2018) state: ‘During periods with the frequent 

passage of cyclones, precipitation in the Norwegian Sea and over Norway is […] characterized 
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by temporally highly variable moisture source regions and associated uptake conditions, 

moisture transport, and time scale from evaporation to precipitation’. 

 

2.5 Atmospheric icing 
 

2.5.1 Icing types 
 

Rime ice 

Liquid cloud droplets can exist in air of temperature below freezing, which is termed 

supercooling. However, when the droplets come in contact with an object, they instantaneously 

freeze, creating a layer of ice on the object. This ice is called rime ice, and the process of icing 

is also referred to as in-cloud icing. The presence of wind acts to increase the flux of cloud 

droplets colliding with the object, and the higher the wind speed, the denser the accumulated 

ice becomes. The wind direction has a large impact on the accumulated ice shape, as the 

collection of cloud droplets and hence the accretion of ice occurs at the windward side of the 

object. If the air temperature is above freezing, the ice growth becomes wet due to partial 

melting, and is referred to as glaze ice.  

Rime ice is typically observed in mountainous areas, where terrain elevation is within cloud 

height, clouds are frequent, and air temperatures are frequently below freezing. In such areas 

the meteorological conditions often facilitate the accumulation of large and heavy ice loads, 

accumulated over several weeks. This can become problematic for infrastructures if they are 

not built to withstand the weight of the ice. Norway has experienced some of the highest 

recorded rime ice loads on overhead power lines, with a record-breaking event registered at 

Voss in the mountains of western Norway of 305 kg/m (see Figure 2.5) (Fikke et al., 2008). 

 

Figure 2.5: Rime ice on a power line, 1410 m.a.s.l. at Voss, Norway, in April 1961. (Photo: Olav Wist. 

Rights: Kjeller Vindteknikk). 
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Wet snow ice 

When snow is falling across the melting level, it begins to gradually melt, consisting of a 

mixture of liquid water and ice. In this state the snowflakes are sticky and can easily adhere to 

an object. When this happens a layer of ice might accumulate, then referred to as wet snow ice. 

The wet bulb temperature (Tw) contains information about air temperature (T), humidity and 

pressure, and precipitating particle surfaces have a temperature closer to Tw than T (Ding et al., 

2014; Harder & Pomeroy, 2013). Snow can exist in its dry form when T > 0°C if relative 

humidity is below 100 % (sub-saturated conditions), because evaporation will occur on the 

snowflake surface, a process which removes heat from the snowflake and keeps it cool and dry 

(evaporative cooling) (Stewart, 1992). As such, the wet bulb temperature is a more accurate 

measure of the phase of the precipitation (Makkonen, 1989). The ‘stickiness’ of the snow 

depends on its liquid to solid ratio (or solid ratio, SR), which is a function of Tw and its size. 

When 0 > Tw > 1°C conditions are typically ideal for wet snow ice formation, or when 0.5 < 

SR < 0.98 (Nygaard et al., 2013). 

Wind speed also contributes substantially to wet snow ice accretion, with higher wind speeds 

causing larger and more densely packed ice. If falling snow becomes dry following a period of 

wet snow ice accretion, this dry snow might also adhere to the wet and sticky surface of the 

accumulated ice, however this mostly occurrs in low-wind conditions. 

Wet snow icing is typically associated with winter storm events, with high precipitation 

intensities and wind speeds. In 2005 a record breaking wet snow storm in Germany and 

neighboring countries caused damages to five lines and totally 83 steel lattice towers 

(Makkonen & Wichura, 2010) (see Figure 2.6). But damages might also be caused in calm wind 

conditions, when the contribution from dry snow might be substantial. 

 

 

Figure 2.6: Wet snow ice on a cable in the Münsterland area, Germany, 2005. (Photo: Wichura and 

Kiessling (2009)). 
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2.5.2 Ice accretion modelling 
 

The modelling of ice accretion has been standardized by accretion on a cylinder (of 1 m length 

and 3 mm diameter) (ISO, 2017). The expression is given by: 

𝑑𝑀

𝑑𝑡
= 𝛼1𝛼2𝛼3𝑤𝑣𝐴 

where dM is the accumulated ice mass per unit length during the time step, dt, w is the mass 

concentration of the relevant hydrometeor, v is the wind speed, A the cross-sectional area of the 

object, and 𝛼1, 𝛼2, 𝛼3 the collision, sticking and accretion efficiency, respectively. The collision 

efficiency, 𝛼1, is the ratio of the incoming flux density of the particles that hit the object (as 

opposed to being deflected around the object with the air flow) (Makkonen, 2000). Smaller 

droplets have a larger tendency to be deflected around, and hence have a smaller 𝛼1. The 

sticking efficiency, 𝛼2, is the ratio of the flux density of the particles that hit the object that 

sticks to the object, as particles may bounce off the object surface. The accretion efficiency, 𝛼3, 

is the ratio of the rate of icing to the flux density of the particles that stick to the surface. This 

term represents a heat budget, and estimates if part of the sticking particles melt off (and hence 

is not relevant if the ambient temperature is below freezing). As the α’s are ratios representing 

factors to reduce dM/dt from its maximum value, their values are between 0 and 1. 

When considering wet snow icing, snow is the relevant hydrometeor, and as snowflakes are 

relatively large, all particles may be expected to hit the object, and 𝛼1 = 1. Concerning rime 

icing, cloud droplets are small enough to be deflected, and so 𝛼1 < 1. As mentioned, the collision 

efficiency depends on the droplet sizes, as well as the wind speed and object dimension. Correct 

estimation of 𝛼1 depends on complicated numerical solutions of airflow and droplet trajectories, 

but have been simplified for practical applications by assuming a cylindrical icing object and 

applying an analytical solution (Finstad et al., 1988): 

𝛼1 = 𝐴 − 0.028 − 𝐶(𝐵 − 0.0454) 

𝐴 = 1.066𝐾−0.00616𝑒−1.103𝐾−0.688
 

𝐵 = 3.641𝐾−0.498𝑒−1.497𝐾−0.694
 

𝐶 = 0.00637(𝜑 − 100)0.381 

𝐾 =  
𝜌𝑤𝑑2

9𝜇𝐷
 

𝜑 =
𝑅𝑒2

𝐾
 

𝑅𝑒 =  
𝜌𝑎𝑑𝑣

𝜇
 

K is the droplet inertia parameter, Re the Reynolds number based on the free stream velocity, 

v, d the droplet diameter, D the cylinder diameter, 𝜌𝑤 and 𝜌𝑎 the density of water and air, and 
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𝜇 the absolute viscosity of air. Cloud droplets exist in a wide range of different sizes, and the 

median volume diameter (MVD) of the droplet size spectrum is typically used as d in the 

calculations (Finstad et al., 1988). This simplification has however been shown to lead to 

underestimation of ice accretion, particularly for small values of K (Sokolov & Virk, 2019). 

Typical situations that yield small values of K are calm wind conditions and/or large cylinder 

diameters. Consequently, a better description of the droplet size spectrum, such as the full 

Langmuir D distribution, should yield more accurate predictions than the monodispersed 

droplet size distribution (MVD). 

As for the sticking efficiency, cloud droplets do not tend to bounce off the object surface as 

they are purely liquid, and hence 𝛼2 = 1 for rime icing. Snowflakes, however, bounce off more 

easily, and 𝛼2 < 1 for wet snow icing. The most commonly used expression for 𝛼2 is a simple 

inverse relation to the wind speed (Admirat, 2008; ISO, 2017) . However, Nygaard et al. (2013) 

found this to significantly underestimate accumulated wet snow loads, and proposed a new and 

improved expression, involving also SR to represent the stickiness of the snow: 

𝛼2 =  
1−cos (9𝑆𝑅−4.5)

2𝑣0.4
   for 0.5 < SR < 0.98, 

𝛼2 = 0 otherwise. 

Accretion efficiency, 𝛼3, involves a heat balance equation: 

𝑄𝑓 + 𝑄𝑣 = 𝑄𝑐 + 𝑄𝑒 + 𝑄𝑙 + 𝑄𝑠 

where 𝑄𝑓 is the latent heat released during freezing, 𝑄𝑣 is the frictional heating of air, 𝑄𝑐 is the 

loss of sensible heat to air, 𝑄𝑒 is the heat loss due to evaporation, 𝑄𝑙 is the heat loss in warming 

the impinging supercooled water to the freezing temperature, and 𝑄𝑠 is the heat loss due to 

radiation. For the full equation of 𝛼3 the reader is referred to Makkonen (2000). 0 < 𝛼3 < 1 

represents ‘wet’ ice growth due to presence of meltwater (the largest rime ice loads are typically 

accumulated in dry conditions). When 𝛼3< 0 mass is overall removed due to melting or 

sublimation. Wet snow icing is always wet, however, 𝛼3 is rarely calculated for wet snow 

accretion. This is because the melt water is soaked into the snow sleeve by capillary forces 

instead of dripping of, a process that is highly complex to model. This melt water may 

contribute to destroy the ice grains that hold together the snow sleeve (Colbeck & Ackley, 1982) 

and lead to shedding for a certain fraction of melt water. As explained in Makkonen (2000): “It 

is likely that the upper temperature limit of wet snow accretion is set by shedding caused by the 

collapse of the integrity of the snow deposits rather than by overall melting”. 

Studies have demonstrated successful usage of NWP model data to simulate realistic ice loads 

on power lines with the expressions given above (Elíasson et al., 2015; Haldar, 2016; Nygaard 

et al., 2017a; Nygaard et al., 2011; Nygaard et al., 2013; Thompson et al., 2009). Such 

modelling involves the utilization of the hydrometeor output from a sophisticated microphysics 

scheme. 
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Chapter 3 :Research Tools 

 

3.1 WRF 
 

The main tool used in the research of this thesis, contributing to the results of each paper, is 

The Weather Research and Forecast (WRF) model. The WRF model is a mesoscale, limited 

area NWP model system designed for both research and operational weather forecasting 

(Skamarock et al., 2019). It is developed by American research institutions, predominantly the 

National Center for Atmospheric Research (NCAR) and National Centers for Environmental 

Prediction (NCEP). WRF is used operationally at NCEP, for real-time forecasting at 

international universities, companies and science institutions, for research purposes worldwide, 

and has over 48 000 registered users in over 160 countries, and countless scientific publications 

based on its application.   

WRF is a nonhydrostatic model with terrain-following hybrid sigma-pressure vertical 

coordinate. WRF can be run with input from operational analyses or reanalysis datasets (3D), 

or as idealized simulations in 1D, 2D or 3D, which is advantageous for research purposes. It is 

highly modular and comes with a myriad of options for configuration, including several 

different options for physical parameterization schemes, enabling optimal configurations for 

any application, as well as testing, tuning and comparisons of different options.  

The WRF setup used in this thesis (parameterization choices are listed in Table 3.1) is optimally 

selected for the purpose of simulating atmospheric icing, and has been found through extensive 

research on the topic, including the PhD project of Bjørn Egil Nygaard (Nygaard, 2013), and 

the two research projects, FRonTLINES (Nygaard et al., 2017a) and IceBox. Most of this 

research focus has been with respect to microphysics due to the direct use of the microphysical 

fields in the icing calculations. WRF, with the Thompson microphysics scheme, has shown high 

performance for icing applications (Ingvaldsen et al., 2019; Nygaard et al., 2022; Nygaard et 

al., 2011; Nygaard et al., 2013; Podolskiy et al., 2012; Thompson et al., 2009; Thorsteins et al., 

2022).  

In the context of climate change and downscaling, WRF is applied as one of many regional 

models in the CORDEX experiments of the CMIP6, and there are many examples of its 

application to studies of future climate in the literature (e.g., El-Samra et al. (2017); Knist et al. 

(2020); Liu et al. (2017); Shepherd et al. (2022); Viceto et al. (2017)). 
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Table 3.1: Parameterization scheme choices for the WRF model configuration used in this thesis. 

 

 

3.1.1 The Thompson microphysics scheme  
 

The Thompson microphysics scheme, provided as part of the WRF model, has been explicitly 

developed and extensively tested for forecasting winter precipitation and atmospheric icing 

(Thompson & Eidhammer, 2014; Thompson et al., 2008; Thompson et al., 2004). This, as well 

as its successful application for the simulation of ground-based icing, and overall well-

documented high performance (Brown et al., 2016; Liu et al., 2011; Rögnvaldsson et al., 2011) 

are the reasons for choosing this specific microphysics option. The scheme is a partially double 

moment bulk scheme where each of its five hydrometeor species is represented by generalized 

gamma size distributions. Cloud water, cloud ice and rain are double moment, while snow and 

graupel are single moment. The scheme consists of physically based assumptions to force it to 

act similarly to a full double-moment scheme, making it suitable for real-time NWP due to the 

decreased computational cost compared to higher order schemes. There are two aspects that 

make this scheme unique: Its snow size distribution is described by a sum of exponential and 

gamma distributions, and snow assumes a non-spherical shape with a bulk density that varies 

inversely with diameter. Thompson and Eidhammer (2014) have also developed the scheme to 

be aerosol-aware, making use of prescribed aerosol concentrations, which is a unique option in 

WRF in addition to the original scheme. Details of the scheme relevant for the work carried out 

in Paper I can be found in the attached paper. 

  

Type of scheme Name Reference 

Microphysics Thompson-Eidhammer aerosol-aware  Thompson and Eidhammer (2014) 

Boundary layer MYNN2 Nakanishi and Niino (2006) 

Radiation RRTMG Iacono et al. (2008) 

Land surface Noah Chen and Dudhia (2001) 



 Research tools 

 

27 
 

3.2  Selected global climate models  
 

The data behind the research of Paper II and III is from a dynamical downscaling (using WRF) 

of two chosen global climate models, with experiments obtained from the historical simulations 

and the ScenarioMIP of the CMIP6. Following is a short description of the two models.  

CESM2 

The Community Earth System Model Version 2 (CESM2) is the latest generation of the open-

source community coupled climate/Earth system models developed mainly at NCAR (US) 

(Danabasoglu et al., 2020). For the CMIP6 simulations the model uses a 1° horizontal grid 

resolution grid, 32 vertical levels, a top at 226 Pa, and a relatively coarsely resolved stratosphere 

(the ‘low-top’ model version). Research efforts have identified the model to be one of the most 

realistic climate models in the world (Knutti et al., 2013; Simpson, 2020). Simpson et al. (2020) 

showed that CESM2 is a top-ranking model among the CMIP6 models considering validation 

of current climate large-scale atmospheric circulation, and particularly for circulation features 

centered over the North Atlantic basin. CESM2 is better than most models in capturing the west 

– east tilt of the North Atlantic jet stream and its latitudinal position, and performs well in terms 

of representing the northern hemisphere storm tracks. In terms of capturing atmospheric 

blocking statistics, CESM2 is a top-ranking model, though with a reduced blocking frequency 

compared to observed, common to all CMIP6 models. Certainly, many model errors and biases 

are present, such as an incorrect separation and path of the Gulf Stream-North Atlantic Current 

system and accompanying large SST and surface salinity biases. Its equilibrium climate 

sensitivity (ECS; global surface warming response to a doubling of CO2) is 5.3 °C 

(Danabasoglu et al., 2020). 

MPI-ESM1.2-HR 

The Max Planck Institute Earth System Model version 1.2 (MPI-ESM1.2) is the latest version 

Earth system model developed at the Max Planck Institute in Germany (Müller et al., 2018). 

The model exists in a high resolution (HR) version (MPI-ESM1.2-HR) (which is selected in 

this work) with horizontal grid resolution of ~0.8° and 0.25° in the atmosphere and ocean 

respectively. The number of vertical levels is 95 and the model top is at 0.01 Pa with a relatively 

highly resolved stratosphere. Compared to MPI-ESM1.2, the higher resolution of MPI-

ESM1.2-HR affects regional atmospheric dynamics such as improved North Atlantic storm 

tracks. The mean ocean circulation, such as the Atlantic Meridional Overturning Circulation 

(AMOC), compares well to observed estimates. In the North Atlantic region, the model suffers 

from biases related to SST (warm bias), the North Atlantic Current (too zonal), and storm tracks 

(too zonal). The SST bias has implications, for example for the prediction of winter storm 

intensities over Europe (Kruschke et al., 2015), which is particularly relevant for this research. 

MPI-ESM1.2 is specifically tuned to the instrumental-record warming, and its ECS is about 3 

°C (Müller et al., 2018). 
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3.3 Icing models 
 

The icing models applied in Paper II are based on the basic concepts of ice accretion modeling 

presented in Chapter 2.5.2, with some modifications and extra components. In addition to 

simulating the temporally varying ice accretion, the purpose of the models is also to simulate 

ice melting, sublimation and mechanical fall off (shedding), to obtain a realistic temporal 

evolution of accumulated ice. In the following, the two icing models are described, one for rime 

ice and one for wet snow ice. 

Rime ice 

The key meteorological variables on which the rime ice model is based include temperature, 

wind speed, cloud water content and cloud droplet number concentration. Based on the research 

by Sokkolov and Virk (2019), presented in Chapter 2.3.1, the Langmuir D distribution is applied 

for the droplet size spectrum. This will yield improvement for large ice diameters, which is 

highly relevant at high altitudes where prolonged icing events may allow continuous ice growth 

over several months, which is typical in the Norwegian mountains. The rime ice accretion 

model also accounts for supercooled rain (although this is not very commonly observed in 

Norway).   

With respect to removal of accumulated rime ice, the model includes both melting and 

sublimation processes. Additionally, partial ice shedding during melting and sublimation 

periods is accounted for by including empirical “shedding factors” derived from comparisons 

of modelled melting and sublimation rates to measurements at high altitude sites in Norway. 

Wet snow ice 

The key meteorological variables on which the wet snow icing model is based include 

temperature, air humidity, precipitation and wind speed. The calculations of wet snow accretion 

use the expression described in Nygaard et al. (2013) (see Chapter 2.5.2). However, the model 

has been updated in several areas based on recent research (Thorsteins et al., 2022). 

Comparisons of measured and simulated wet snow loads have shown that the model from 

Nygaard et al. (2013) generally overestimates the observed wet snow loads at high altitude sites 

as well as on mountain lee sides. Here wet snow accumulation rates seem to be significantly 

reduced compared to what is suggested by the precipitation rates and the assumption that the 

collision efficiency of wet snow particles peaks when precipitation particles have a liquid water 

fraction of ~15 %.  During wet snow periods at altitudes exceeding the cloud base (very 

common at > 1000 m.a.s.l. in Norway), the flux of impinging water particles consists of a mix 

between wet snow and cloud droplets. In our updated wet snow model the calculation of the 

precipitation solid-to-liquid-ratio (SR) therefore includes cloud droplets, which often reduces 

the accretion efficiency to zero at high altitudes (i.e. the snow becomes too wet). Furthermore, 

the updated wet snow model does not allow initiation of wet snow accumulation when graupel 

(i.e. rimed snow particles) constitutes more than 10 % of the precipitation particles. This is 

because graupel particles tend to bounce off ice-free conductors more easily compared to wet 
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snow. If the icing object/conductor is already covered with ice, the wet snow accretion rate is 

also slightly reduced depending on the amount of graupel.    

The model also allows for dry snow (SR = 1) to accumulate, provided that the icing 

object/conductor is already covered with a layer of wet snow. However, dry snow may only 

accumulate at wind speeds < 5 m/s in the current model and will typically shed quite fast once 

the wind speeds increase due to the relatively low density of accreted dry snow.          

Due to the complexities of modelling the melt water contained within the wet snow sleeve when 

melting as mentioned in Chapter 2.5.2, a simplification has been made in our model so that all 

the wet snow ice sheds of if the wet bulb temperature exceeds 0.75 °C after precipitation has 

ended. The model also removes all accumulated wet snow if the wind speed exceeds 0.04ρ, 

where ρ is the density of the accumulated wet snow (only valid for ρ < 400 kg m-3). 

 

3.4 OLYMPEX observational data 
 

Observational data from the Olympic Mountain Experiment (OLYMPEX) campaign in 

Washington state, U.S. (Figure 3.1), was used to compare with output from WRF in Paper I. 

The (OLYMPEX) is a ground-based field campaign designed to study orographic effects of a 

coastal mountain on passing midlatitude storm precipitation (Houze et al., 2017). It provides 

comprehensive field measurements from a great number of instruments around the Olympic 

Mountain to help improve our understanding of orographic precipitation modulation. Another 

objective of the campaign was to assess and improve the ability of the Global Precipitation 

Measurement (GPM) satellite, launched in 2014. The setup of instruments was designed to 

make measurements above, within, and below the clouds of passing storms, on the windward 

and leeward slopes, and the high terrain. The instruments included different scanning dual-

polarization Doppler radars, which were set up with a primary focus on observing the 

microphysical processes upwind of and over the mountain. Surface instruments were installed 

to measure precipitation rates as well as rain and snow particle sizes and fall speeds (e.g. rain 

gauges, Micro Rain Radars (MRRs), distrometers). This was of high value for the validation of 

precipitation fall speed and general signature through the melting layer needed for Paper I.  

 

  

Figure 3.1: Map of the region where the OLYMPEX 

campaign occurred. From Houze et al. (2017). 
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Chapter 4 :Presentation of findings 

 
This chapter presents summaries and main findings of the three papers enclosed in this thesis. 

Each paper presents its corresponding objective as presented in the introduction, and a main 

conclusion.  

 

4.1 Paper I: Improvements to melting snow behavior in a bulk 

microphysics scheme 
 

Emilie C. Iversen, Gregory Thompson, Bjørn Egil Nygaard 

Manuscript published in Atmospheric Research, January 2021 

Objective 

The overall objective is to improve prediction of wet snow icing, which translates to improve 

predictions of precipitation phase and amount at the surface, using the WRF NWP model. The 

specific objective is to modify the Thompson microphysics scheme with respect to the 

representation of melting snow, without adding more model prognostic variables in order to 

maintain computational time for real-time operations.  

Summary 

This study presents improvements to the Thompson microphysics scheme, part of the Weather 

Research and Forecast (WRF) model, regarding the representation of melting snow. In reality, 

as snow is melting, the meltwater sticks to the snowflake so it becomes a mixture of ice and 

liquid water. Laboratory experiments have shown that the fall speed is a function of the liquid 

fraction, as well as the initial diameter of the dry snowflake. In the scheme, the melted water 

mass is immediately shed into the rain category, resulting in underrepresented snow sizes. 

Previously this led to underpredicted snow fall velocities, and to compensate for this, the 

velocity in the melting layer was firstly equaled to the maximum of the rain and snow velocity 

at the given model level, and in later versions, given as an inverse relation to temperature. This 

latter expression introduced a serious bug in the code, which was discovered during the work 

of this paper. 

Here, a physically based expression for melting particle fall velocity as a function of snowflake 

melted fraction is implemented, where the melted fraction is approximated by the liquid 

precipitation mass ratio at the given model level. Also, improvements relate to the consistent 

use of wet-bulb temperature in various process rates and definition of melting level. Two events 

of frontal passages observed with multiple instruments during Dec 2015 by the Olympic 

Mountain Experiment (OLYMPEX) campaign are used to compare with the WRF model 

results. 
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Main findings 

• The modified scheme is able to represent disdrometer (2DVD) observations of joint 

particle size and fall velocity during wet snow events, with a typical bimodal 

distribution. 

 

• Particle fall velocity profiles through the melting layer derived from a vertically pointing 

radar (MRR) are well replicated by the scheme, and show a non-linear increase in fall 

velocity as snow is melting through the layer, in agreement with laboratory experiments 

(Mitra et al., 1990). The old scheme predicted too fast falling snow through the melting 

layer. 

 

• The modified scheme shows a reduction in snow and an increase in rain accumulation 

in the melting zone around the Olympic Mountain as a result of slower falling snow 

during melting. Snow accumulation is particularly decreased in lee side areas, where 

the old scheme showed significant and unphysical accumulation due to too fast falling 

velocities.  

Main conclusions  

The fall velocity of melting snow has been improved in the Thompson microphysics scheme, 

demonstrated through comparisons with observations. The substantial impact of the 

modifications on accumulated precipitation over a mountain is shown. A lee-side precipitation 

overprediction problem related to the melting layer, also noted in previous research (Colle et 

al., 2005), is demonstrated to be improved. This should generally result in better predictions of 

precipitation phase and amount at the surface, also contributing to improved predictions of wet 

snow icing as well as hydrological modelling, however this remains to be validated. 

 

Author contribution: I have contributed to design the study. I have carried out all the analyses 

of this study, with guidance on WRF modelling and the microphysics scheme from Gregory 

Thompson, and supervision from Bjørn Egil Nygaard. I have written the article, with revision 

from the co-authors.  
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4.2 Paper II: Future projections of atmospheric icing in 

Norway 
 

Emilie C. Iversen, Bjørn Egil Nygaard, Øivind Hodnebrog, Maria Sand, Kristian Ingvaldsen 

Manuscript submitted to Cold Region Science and Technology, March 2022 

Objective 

The overall objective is to project future occurrence of atmospheric icing in Norway, from the 

perspective of structural design, with a specific focus on overhead power lines. Extreme values 

of wet snow and rime ice loads are the focus of the study. Projection spreads are investigated 

as a measure of uncertainty, by using two differing climate models and three future climate 

scenarios in a downscaling framework.  

Summary 

In this paper we present estimated changes in calculated 10-year return period values of 

atmospheric ice loads (wet snow and rime ice) in Norway based on the downscaling of two 

climate models, CESM2 and MPI-ESM1-2-HR, to a horizontal resolution of 12 km, using the 

WRF model with the modifications presented in Paper I. Three future scenarios (socioeconomic 

pathways, SSPs) are downscaled (ssp126, ssp245, ssp370), and three future periods are 

investigated separately (2025-2049, 2050-2074, 2075-2099) (relative to the reference period 

1990-2014). The results indicate that the North Atlantic warming hole (NAWH) exerts a strong 

influence on our results, by affecting regional temperature, precipitation and cloud water 

content change patterns. Furthermore, it is shown that the downscalings of our chosen models 

project a relatively large difference in atmospheric ice loads, hypothesized to be connected to 

their different signatures of the NAWH. The warming hole in CESM2 is strong (Meehl et al., 

2020) and one of the strongest among the CMIP6 models, leading to a cooling of surface 

temperatures over the North Atlantic Ocean extending as far north as northern Norway.  

Main findings 

• Concerning rime ice, increased temperature leads to shorter duration icing episodes, 

implying less accumulated ice and lower loads, whereas increased cloud water content 

leads to increased ice loads. The moderate regional warming in the downscaling of 

CESM2 and the general increase in extreme values of cloud water content acts to pull 

the resulting change in 10-year rime ice loads in opposite directions (results show 

indications of decreases in the early period and increases in the latter). If the 

development of the NAWH will be as extreme as projected by CESM2, rime ice loads 

may increase by 20 – 100 % towards the end of the century (with higher confidence for 

moderate emission scenarios). If the NAWH strength and northerly extent is more 

moderate, as projected by MPI-ESM1-2-HR, regional warming will be stronger, and the 

temperature effect will dominate the change (over the cloud water effect) on extreme 

rime ice loads, causing significant decreases for all time periods (10 – 60 %). 
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• For wet snow, the projected changes by the two downscaled models are relatively 

similar: 10-year wet snow loads are generally decreasing in the lowlands (10 – 50 %) 

and increasing over higher terrain (10 – 100 %) due to a general increase in temperature 

and extreme daily precipitation. A reduction in extreme precipitation over parts of mid-

Norway in the CESM2 downscaling, connected to the NAWH, could lead to reduced 

wet snow loads at all elevations in this area (roughly 40 %). The relatively large cold 

bias of the MPI downscaling most likely causes the areal extent of decreased wet snow 

loads in low-lying areas to be underestimated. There is no evident pattern in the time 

evolution of changes in wet snow loads. 

 

Main conclusions  

Results based on both climate models indicate that future 10-year return period of wet snow 

loads are generally decreasing in the lowlands and increasing at higher elevation for all three 

scenarios, linked to a general increase in temperature and extreme precipitation. There are also 

indications of decreasing wet snow loads in the CESM2 downscaling towards the end of the 

century due to decreasing precipitation extremes connected to the development of the NAWH. 

Results for future 10-year rime ice loads differ between the two downscaled models due to 

differences in regional warming levels and model biases. More research, possibly involving 

downscaling of more climate models, is needed to constrain the signal. However, large 

uncertainties in projections of large-scale oceanic and atmospheric circulation and regional 

climate response, as well as climate model biases, challenge the constraint. 

 

Author contribution: I have contributed to design the study. Øivind Hodnebrog and Maria 

Sand at CICERO have carried out the preliminary analyses of correlating icing occurrence 

with the NAO and performing EOF-analysis of a number of CMIP models. They have also 

performed the downscaling with WRF to generate the atmospheric data. I have run the icing 

models, mostly developed by Bjørn Egil Nygaard in his PhD thesis, with modifications by myself 

and Kristian Ingvaldsen over time, and I have calculated extreme values. I have performed the 

rest of the analyses and written the article, with revision from the co-authors. 
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4.3 Paper III: Future winter precipitation decrease associated 

with an extreme North Atlantic warming hole and reduced 

convection 
 

Emilie C. Iversen, Øivind Hodnebrog, Lise Seland Graff, Bjørn Egil Nygaard, Trond Iversen 

Manuscript in preparation and planned for JGR Atmospheres 

Objective 

The main objective is to investigate and understand the physical mechanisms explaining the 

winter precipitation decrease in CESM2 and its downscaling with WRF, found over the 

northeastern North Atlantic region, and its connection to the NAWH. To fully understand the 

precipitation response, stratiform, convective and orographic precipitation is investigated 

separately.  

Summary 

The CESM2 global climate model projects one of the deepest and most spatially extensive 

NAWHs of the CMIP6 models, leading to a cooling of the ocean surface which extends to the 

Norwegian and North Sea. The model also projects winter precipitation decreases in the same 

region. To understand the physical mechanisms of this response, stratiform and convective 

precipitation is investigated separately, as they are generated by distinctly different mechanisms 

and hence respond differently to underlying SST changes. Orographic precipitation is also 

investigated separately, as the Scandinavian mountains contribute substantially to the 

precipitation received in the region through orographic effects. Given the large errors associated 

with convection schemes of global models, as well as the poorly resolved orography, the higher 

resolution model (WRF) without parameterized convection applied here should improve the 

details of the projections. Here we use the downscaled data from the WRF model and three 

future emission scenarios, to investigate the connection between the NAWH and changes in 

stratiform, convective and orographic precipitation in winter (Dec-Feb).  

Main findings 

• Stratiform precipitation decreases (10 – 30 %) north of 45⁰N and increases (10 – 30 %) 

south of 45⁰N (also valid for its frequency), which corresponds well with CESM2’s 

projected changes in storm-track activity. The results show that prevailing wind 

directions change from westerly to south-westerly, indicating changes in the orientation 

of storm-tracks. A southwesterly path will detour the warming hole (to the south) to a 

larger degree than a westerly path, and hence pick up more moisture along the way. 

 

• Convective precipitation decreases over the climatological area of occurrence (10 – 40 

%), which constitutes major parts of the Norwegian Sea and Norway’s west coast. The 

reduced SSTs of the NAWH lead to  reduced evaporation and  increased atmospheric 

static stability, which contributes to reduce available moisture, convective triggering,  

convective intensity, and hence convective precipitation amounts. 
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• Orographic precipitation shows a distinct pattern of decrease (10 – 30 %) above and 

increase (10 – 50 %) below roughly 500 m above sea level on the western slopes of the 

Scandinavian mountains. The results and literature indicate that this is related to 1) 

increased static stability, causing increased terrain flow blocking, which moves the zone 

of orographic lift upstream, 2) reduced cross-barrier wind speed, 3) the higher frequency 

of rain versus snow in a warmer climate (rain has a higher fall velocity which leads to a 

shorter horizontal advection distance, hence making the precipitation fall out further 

upstream than if it consisted predominantly of snow) (Colle, 2004; Pavelsky et al., 

2012).  

The precipitation signals are robust responses in the downscaling experiments of CESM2 across 

the three scenarios. The responses are also evident in the CESM2 fields directly, and are also 

robust across the range of scenarios and different ensemble members, although not with the 

same magnitude and level of detail as simulated with WRF.  

 

Main conclusions  

The results indicate that the anomalously cold SSTs of the NAWH as projected by CESM2 

leads to a considerable decrease in winter convective precipitation in the region. The results 

further indicate that the local, direct negative surface heat and moisture flux impact of the 

NAWH on the convective precipitation dominates the impact of other global warming related 

aspects, including increased storm activity and increased stratiform precipitation south of 45°N. 

The upstream shift in orographic precipitation distribution seems also to be, at least partly, 

connected to the NAWH through the increased static stability, however research is needed to 

isolate the individual proposed mechanisms. It should be stressed that the experiments are based 

on an extreme projection of the NAWH from one climate model and an end of the century 

period, serving as an extreme scenario of precipitation changes in coastal Northern Europe. 

Given the significant societal impacts of such changes, this study demonstrates that more 

research is urgently needed to constrain future climate projections in the North Atlantic region. 

 

 

Author contribution: I have designed the study. The WRF data was generated in association 

with Paper II (by Øivind Hodnebrog and Maria Sand). Lise Seland Graff has carried out the 

analysis of storm track changes and created the figures based on CESM2 directly, while I have 

performed the rest of the analyses. I have written the article, with revision from the co-authors. 
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Chapter 5 :Discussion, future outlook and 

concluding remarks 

 
The main objective of this thesis is to improve predictions of atmospheric icing and winter 

precipitation, and project the future occurrence in Norway. Three sub-objectives emerged from 

this, which are each met in a paper: 

1) Improve the Thompson microphysics scheme representation of melting snow behavior. 

2) Project the future occurrence of extreme wet snow and rime ice loads in Norway, 

applying the improvements from 1). 

3) Investigate and understand the physical mechanisms behind the winter precipitation 

response in the projections from one of the climate models applied in 2) (CESM2). 

 

5.1 Summary, discussion and future work 
 

In previous work the estimation of wet snow loads, particularly in the lee of mountains and 

hills, appeared unrealistically high, and it was hypothesized that this was connected to 

limitations and simplifications of the applied Thompson microphysics scheme in the WRF 

model used for generating the meteorological data, and more specifically the fall speed of snow. 

Similar results of accumulated precipitation were also noted by other authors (Colle et al., 

2005). The work of Paper I identified a serious bug in the Thompson microphysics code related 

to the fall speed of melting snow, which substantially contributed to this leeside overprediction 

problem, as well as precipitation forecast errors not documented. This bug was part of the latest 

versions of the freely available model code, and hence its discovery was an important 

contribution. Paper I proposes a new expression for fall speed of snow in the melting layer, and 

demonstrates the improvement through comparisons with observations, as well as the more 

qualitatively physically correct accumulation of precipitation in leeside terrain. One figure also 

demonstrates the changes to the distribution of accumulated precipitation (snow and rain) over 

a mountain (Figure 13 in Paper I). A limitation of this work is the lack of validation of these 

resulting changes to precipitation phase reaching the ground and the associated spatial 

distribution, which are relatively large and would greatly affect precipitation forecasts as well 

as hydrological modeling. This could be carried out using networks of precipitation gauges, or 

satellite products, however, one needs to be aware of the biases and errors contained in such 

products, and particularly in mountainous areas.  

To more closely connect the results of Paper I with the objective of this thesis, the introduced 

changes to the Thompson scheme should also be validated with respect to calculated wet snow 

loads, to evaluate whether it leads to improved wet snow ice predictions. Such work has been 

carried out within the Icebox project (Thorsteins et al., 2022), which indicates reasonably good 
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estimates of wet snow loads as compared to observations made in Iceland, and particularly 

related to the microphysics changes, leeside areas show good estimates and no apparent 

overprediction.  

The microphysical modifications described in Paper I were applied in the downscaling of two 

global climate models and three future scenarios, applied for the projection of future 

atmospheric ice loads in Norway, described in Paper II. In this study a careful selection of a 

limited number of climate models had to be made, as dynamical downscaling is computationally 

demanding to perform. Three future scenarios were chosen, and consequently only two climate 

models could be selected due to time and budget constraints. The results of Paper II reveal 

substantial differences between the downscaled projections of the two climate models, 

hypothesized to be connected to the large difference in regional warming due to the NAWH. 

Also, projected ice loads are affected by substantial climate model biases. The differences 

between the downscaled scenarios are of smaller magnitude than the inter-model differences 

and generally show the same trends, but of different magnitude. This implies that the climate 

model physics and biases are spanning the largest uncertainty in this region. In hindsight we 

would therefore ideally choose more climate models to downscale over the chosen number of 

scenarios.  

At the time of selection of climate models, we were not fully aware of the surface temperature 

cold bias of MPI-ESM1-2-HR in the region, which is substantially affecting the estimated ice 

loads. Nor were we aware of CESM2’s extreme projection of warming deficit in the region 

(NAWH), which makes this downscaling an outlier scenario in this respect. As is described in 

Danabasoglu et al. (2020), CESM2 contains errors in the separation and path of the Gulf 

Stream-North Atlantic Current system, causing warm-cold SST bias dipoles in the North 

Atlantic as compared to observations. The NAWH in MPI-ESM1-2-HR is less pronounced than 

in CESM2 (see Figure S3 of the Supplement to Paper II), yet Müller et al. (2018) reveal that 

MPI-ESM1-2-HR also contains an SST bias in the North Atlantic similar to CESM2 with a 

dipole structure. It is not clear how this SST bias and associated model errors affect the 

projected formation of the NAWH and if the extreme NAWH in CEMS2 is a consequence of 

this. However, given the large climatic impact of North Atlantic SSTs, these projections should 

be treated with caution. In hindsight, climate model biases over this specific region of interest 

should have been thoroughly inspected before choosing models to downscale, possibly 

revealing other climate models to be better suited for this purpose. With that being said, all 

climate models contain substantial biases in some form, and it is not necessarily straight forward 

to evaluate the impact of such on the application of the model in advance. The selection of 

models for this study was supported by their overall high performance, and particularly in 

simulating important regional circulation features, as well as reasonable Arctic mean 

temperatures (Cai et al., 2021). 

Paper II also discusses natural variability within the data, and the challenge of isolating the 

climate change signal with such a small model ensemble. To increase our understanding of 

future ice load changes, downscaling should ideally also be performed for several future 

realizations of the same climate model, to investigate the span in projected changes based solely 

on natural variability of the climate system. If this also turns out to be relatively small compared 
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to the inter-model spread, the focus could be more confidently directed towards including more 

climate models in the analysis. It is clear that in order to use these future ice load projections 

for practical application in structural design, more work is needed to better understand the span 

and uncertainties of climate projections in this region, possibly involving downscaling of more 

climate models. 

The downscaling of the CESM2 climate model showed a surprising result; the projections of 

winter precipitation showed decreases over large parts of Norway and the Norwegian Sea, 

which is contradictory to the scientific consensus of ‘wet regions get wetter’ (Held & Soden, 

2006) and the conclusions for future winter precipitation change for the region in the latest 

assessment report of the Intergovernmental Panel on Climate Change (IPCC) (Ranasinghe et 

al., 2021). Regional future precipitation change is of high societal importance to understand, 

and future wet snow ice occurrence for structural planning is just one reason. Paper III seeks to 

investigate and understand the physical mechanisms behind this precipitation response, with a 

particular focus on the connection with the extremely projected NAWH. As stratiform and 

convective precipitation is generated by different mechanisms, these precipitation types are 

separated to better understand the response. As orographic precipitation also contributes 

significantly to the precipitation received in this region, this type is also investigated separately.  

A limitation of this study is the lack of a thorough validation of the models, simulated 

precipitation, as well as the precipitation separation method into stratiform, convective and 

orographic contributions. A qualitative validation of the separation was performed by visual 

inspection of the output, evaluated to be of desired quality, however, this could not be 

quantified. If a validation towards observations was to be performed, challenges would most 

likely arise related to the separation of the observational precipitation, and the detection of 

model errors related to the precipitation separation algorithm versus errors in the actual 

simulated precipitation types. The latter could also be related to both biases in the forcing global 

model and the regional model itself. The historical (1990-2014) precipitation was validated in 

Paper II, and it was revealed that the downscaling contains a substantial wet bias. As 

precipitation response mechanisms are highly nonlinear, it is also challenging to evaluate how 

this wet bias affects the projected changes. The aforementioned Gulf Stream-North Atlantic 

Current system and SST bias in the CESM2 model likely also affect our results, however it is 

difficult to estimate in what way. 

Another potential weakness of this study, which is also valid for Paper II, is the use of a 12 km 

regional model without parameterized convection. This choice of 12 km grid resolution was 

made from the trade-off between number of scenarios, number of models, temporal extension 

and model resolution. The chosen grid spacing is however slightly larger than the ‘convective 

gray zone’ and no parameterization of convection was applied. A large number of studies have 

highlighted the significant improvement of using convection permitting models (grid spacing < 

4 km) over convective parameterizations for studies of precipitation (e.g. Ban et al., 2021; Ban 

et al., 2014; Fosser et al., 2015; Hohenegger et al., 2008; Kendon et al., 2012; Meredith et al., 

2015; Prein et al., 2015; Prein et al., 2020), also for winter precipitation (Kendon et al., 2020; 

Lind et al., 2020; Rasmussen et al., 2011). The added value has been mostly connected to deep 

convection, sub-daily precipitation characteristics and orographic precipitation. Also, of high 
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importance to this study, added value has been highlighted for ocean triggered convection 

advected over land in typical winter conditions, where convective parameterizations fail due to 

their lack of memory and hence ability to advect (Kendon et al., 2020). Relatively few studies 

focus on the added value of running a regional scale model (> 4 km) without parameterization 

of convection, however those that have generally also find improvements over convective 

parameterizations (Birch et al., 2015; Dirmeyer et al., 2012; Field et al., 2017; Hohenegger et 

al., 2015; Pearson et al., 2014; Stein et al., 2015; Vellinga et al., 2016; Vergara-Temprado et 

al., 2020). Field et al. (2017) found relatively small differences in accumulated rain between 

simulations with and without a convection scheme for resolutions of 2 – 16 km for an MCAO 

case north of Scotland. All the above support our choice of turning off the convection scheme 

at 12 km grid spacing. However, convection is far from accurately represented at 12 km – 

updrafts are too weak and precipitation is indicated to be underestimated (Field et al., 2017; 

Papritz & Sodemann, 2018; Tomassini et al., 2017). It would be interesting to quantify the 

precipitation bias associated with explicitly treated convection at 12 km grid spacing down to 

‘convection resolving scale’ (~1 km) for ocean triggered winter convection, with identical WRF 

configurations and forcing data, which is a suggestion for future work. Given that the primary 

added value of higher resolution (in addition to better represented orography) is on the sub-

daily time scale and not for mean values (Berthou et al., 2020; Chan et al., 2013), and that the 

most important average orographic effects are indicated to be sufficiently represented at this 

grid scale (Pavelsky et al., 2011; Rhoades et al., 2018), the applicability of this data is supported 

for the purpose of this study. 

A rather simple approach was used to identify orographic precipitation in Paper III, with the 

aim of capturing ‘pure’ orographic precipitation (not orographically enhanced precipitation). 

This approach will also classify the back of a warm front, as well as convective cells generated 

over ocean, as orographic if they are advected over land and do not cover any area of the ocean 

at that time. This will lead to a misclassification, however, the visual inspection noted that this 

occurred relatively rarely and did not impact the results to a significant degree. The fact that the 

same orographic response is seen in the stratiform component of the results (orographically 

enhanced stratiform) supports the validity of the orographic component results. As was stated 

in the paper, it would be ideal to perform idealized simulations for orographic precipitation 

conditions, with the possibility to isolate the different proposed mechanisms to explain the 

orographic response (increased static stability, reduced cross-barrier wind speed, a shift from 

snow to rain). This could be performed using a pseudo global warming (PGW) study, where 

future thermodynamic changes are added to present day weather to mimic climate change, like 

for example performed in Liu et al. (2017), Sandvik et al. (2018), and Siller and Roe (2014). 

This method will allow for the comparison of the same weather and circulation regimes, but for 

the ‘future’ period, with changed temperatures and associated thermodynamic variables. This 

is suggested as future work.  

The data behind the results of Paper III contains other aspects of climate change in addition to 

the reduced SSTs from the NAWH. Storm activity changes were analyzed in the paper using a 

bandpass filter on the 500 hPa geopotential height field, however this does not give quantitative 

information on the exact track, frequency and intensity of cyclones moving through the region. 

Nor was any other detailed analysis of changing dynamics included, which might also 
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contribute to the precipitation signal. For example, as noted in the paper, winter convective 

activity in the region is closely related to MCAOs. To increase confidence in the results, more 

detailed analyses of dynamics such as storm tracking or MCAO frequency/intensity estimates 

could be carried out. A PGW study could also help to isolate the thermodynamic effects of 

decreased SSTs on the precipitation in the region. This could for example be carried out for an 

MCAO event, where the water cycle has been shown to be highly confined with rapid 

overturning of moisture (Papritz and Sodemann 2018), enabling a close to complete isolation 

of the surface temperature change effect on convective precipitation amounts and the 

quantification of such. These are possibilities for future work. With that being said, the fact that 

the results are consistent between the three downscaled scenarios, despite varying storm activity 

changes, gives confidence that the results are robust and that they are related to the NAWH. 

The question is to what extent they are valid, given the extreme NAWH of CESM2 and the 

mentioned model biases. Nevertheless, this study demonstrates the significant impact local SST 

and surface temperature changes may have on regional precipitation, and the importance of 

therefore improving these biases in the models and constraining the signals of the relevant 

climate features in the North Atlantic region. 

 

5.2 Concluding remarks 
 

The work undertaken in these three papers meets the overall objective of this thesis. The work 

has contributed to discover and fix a serious bug in the code of a widely applied microphysics 

scheme, to improve its melting snow behavior and consequently improve the model’s ability to 

realistically simulate the spatial distribution of precipitation in complex terrain, particularly in 

lee side areas. This will hopefully lead to improved precipitation forecasts and input to 

hydrological models, but the resulting changes to accumulated precipitation phase and its 

spatial distribution remains to be validated quantitatively. The implemented changes contribute 

to improved wet snow icing predictions in lee side terrain, and predictions in other areas have 

also shown to be of good quality, however this has not been directly tied to the changes made 

to the microphysics scheme.  

The work has also created the first set of projections of atmospheric ice loads for Norway. This 

involves a comprehensive set of downscaled future climate data, of high relevance also for 

many other applications. Although the projections show large differences between the 

downscaled climate models, highlighting the large future climate uncertainty in this region, the 

data is still of value to structural planners as some areas show significant and robust changes. 

For example, Statnett might use this information to select potential critical areas to install 

monitoring equipment, to register loads over time and evaluate the necessity of upgrading 

existing lines. However, it has been made clear here that more work is needed to better 

understand model biases and uncertainties of climate projections in this region, and possibly to 

downscale more climate models.  

The work of this thesis also contributes to improve our understanding of regional climate model 

responses, and particularly of precipitation. To the best of the author’s knowledge, this work is 
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the first to associate the projected warming deficit in the North Atlantic (the NAWH) with 

changes in precipitation types such as a substantial reduction in convective precipitation, and 

to highlight the significant impact this has on winter total precipitation in northeastern Europe. 

These findings are based on an extreme model representation of the NAWH, however, still 

serves as a warning of potentially severe societal consequences for the region to be further 

investigated, and for the climate projections to be better constrained. 
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A B S T R A C T   

Snow falling into a melting layer will eventually consist of a fraction of meltwater and hence change its char
acteristics in terms of size, shape, density and fall speed. Most microphysical parameterizations in numerical 
weather prediction models typically only represent purely solid or liquid hydrometeors. Generally, this has been 
an acceptable compromise since the melting layer is typically very shallow and adding a mixed solid/liquid 
particle type would result in increased computational time. This research shows how improvements were made 
to the treatment of melting snow in a microphysical parameterization within the Weather Research and Fore
casting (WRF) model by implementing an approximation of snowflake melted fraction together with a physically- 
based expression for melting particle terminal velocity. In addition, the more appropriate definition of melting 
level defined by the wet-bulb temperature was consistently used in various process rates, all while not adding 
additional prognostic variables that would add computational cost. Multiple events observed during the 
2015–2016 Olympic Mountain Experiment (OLYMPEX) were used to compare with the WRF model results. The 
modified scheme is able to represent disdrometer observations of joint particle size and fall velocity during wet 
snow events, as well as fall velocity profiles through the melting layer derived from a vertically-pointing radar. 
The improved scheme removes ‘bulls’ eyes’ of snow accumulation in lee-side areas within the melting zone, and 
should result in better predictions of surface precipitation phase and amount.   

1. Introduction 

Precise prediction of precipitation phase and amount is highly 
important for its many socio-economic impacts. For example, in hy
drological modelling, precipitation phase at the surface is a first-order 
driver of hydrological processes in a water shed (McNamara, 2017). 
Also, melting snow exerts a possible threat to critical infrastructure 
because the wet, sticky snow may adhere to the structures and form 
heavy ice sleeves (Makkonen, 1989). Wet snow icing has shown to be 
particularly problematic for overhead transmission lines, with events 
causing tower collapses and power outages in all continents of the 
northern hemisphere, as well as in New Zealand and South Africa 
(Nygaard et al., 2017). In 2005, a record-breaking wet snowstorm in 
Germany and neighboring countries caused significant damage to five 
lines in addition to 83 steel lattice towers. Such damages are extremely 
costly and power outages for long periods of time have severe conse
quences for society. 

Modern numerical weather prediction (NWP) models typically use a 

“bulk” microphysical parameterization where cloud and precipitation 
particles are explicitly predicted using many assumptions about their 
size distribution, particle shape, density, etc. (Milbrandt and Yau, 2005; 
Morrison and Milbrandt, 2015; Thompson and Eidhammer, 2014, etc.) 
The more hydrometeor categories used, the higher the complexity and 
computational cost; therefore most schemes use various simplifications 
and approximations to permit usage in real time for operational weather 
forecasts. One example is the treatment of melting snow, where the 
melted water mass typically is immediately “shed” into the rain cate
gory. In reality, the meltwater sticks to the snowflake until fully melting 
into a rain drop. As such, the model’s resulting snow particle size is too 
small and fall too slowly along with coexisting rain, in contrast to a 
unified particle of mixed phase. 

Research has shown that surface precipitation as predicted by a 
microphysical scheme is very sensitive to the snow size distribution and 
fall speed (Colle and Mass, 2000; Colle and Zeng, 2004; Thériault et al., 
2012). Using the Reisner-2 microphysics scheme (Reisner et al., 1998) as 
part of the Pennsylvania State University / National Center for 
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Atmospheric Research mesoscale model version 5 (MM5), Colle et al. 
(2005) found an overprediction of snow in lee slopes of the Cascades, 
associated with localized areas of melting. This has also been found by 
the current authors using the Weather Research and Forecasting (WRF) 
model and the Thompson microphysics (Thompson et al., 2008) when 
simulating regions of the Pacific Northwest USA in addition to Iceland 
and Norway. 

There is generally a lack of high quality, quantitative ground-based 
measurements of natural, melting snowflakes due to their irregular 
shapes, densities, degree of melting, and the practical difficulties in 
distinguishing between coexisting rain and snow (Yuter et al., 2006; 
Skofronick-Jackson et al., 2015; McNamara, 2017). One study that most 
modelling efforts to incorporate melting snow characteristics are based 
on is the laboratory experiment by Mitra et al. (1990) (hereafter M90). 
M90 used a vertical wind tunnel to study the behavior of dendritic snow 
crystals falling through a melting layer. They also emphasize that 
melting behavior depends on the shape of the snow crystals so that the 
results likely would be different for snow crystals other than dendrites. 
Photographs from the wind tunnel revealed that the melt water was 
contained within the crystal, so that a “ragged” surface of a crystal was 
maintained for some time, up until the water overtook the crystal to 
form a water droplet. This is supported by other studies (Knight, 1979; 
Matsuo and Sasyo, 1981a; Fujioshi, 1986). Measuring the fall velocity of 
the flakes they found that during the initial stage of melting, fall ve
locities varied very little, but then began to increase rapidly after about 
70% of the original mass was melted, at about the time the waterdrop 
overtook the crystal, resulting in a non-linear dependence of the fall 
speed on the snowflake melted fraction (Fig. 1 in M90). Using a simple 
model, they studied the vertical distance different sized snowflakes in 
different relative humidities (RH) and temperature gradients travelled 
before completely melting. The results showed that, logically, larger 
particles travel longer than smaller particles before melting completely 
under the same humidity and temperature conditions. If RH was less 
than 100% the particles travelled some distance before melting began 
due to evaporative cooling, and the melt distance was increased. 

The importance of RH on melting level and precipitation phase has 
been stressed by many other authors (Matsuo and Sasyo, 1981b; Mak
konen, 1989; Gedzelman and Arnold, 1993; Marks et al., 1999; Harder 
and Pomeroy, 2013; Ding et al., 2014; McNamara, 2017). The wet bulb 
temperature, Tw, contains information about air temperature (Ta), hu
midity and pressure, and precipitating particle surfaces have a temper
ature closer to Tw than Ta (Harder and Pomeroy, 2013; Ding et al., 
2014). Given that snow can exist in its dry form in sub-saturated con
ditions when Ta > 0 ◦C, Tw > 0 ◦C is a better criterion for melting level 
(Makkonen, 1989). 

Yuter et al. (2006) investigated size and fall speed of melting snow 
using a Particle Size and Velocity disdrometer (PARSILEV). In contrast 
to rain and dry snow, their observations revealed a large standard de
viation in wet snow fall speed, poorly correlated with particle diameter, 
in agreement with Matsuo and Sasyo (1981a). In wet snow conditions 
(temperature between 0 and 0.5 ◦C) the relationship between particle 
size and fall speed measured with the PARSIVEL showed a bimodal 
distribution, with distinct populations of rain and snow. This suggests 
that once melting has progressed sufficiently, wet snow particles make a 
quick transition to rain and do not linger in an intermediate state for 
long, which agrees well with the experiment of M90. 

Szyrmer and Zawadzki (1999) (hereafter SZ99) developed a bulk 
parameterization scheme specifically for modelling of the melting layer. 
They introduced melting snow as a unique species and utilized the 
expression of fall speed for melting snowflakes defined by M90 by also 
introducing a snowflake melted fraction: f = mw/m, where mw is the 
melted mass and m is the total mass. Their model fit perfectly with the 
experimental results of M90. As the ventilation coefficients depend on 
particle size and physical characteristics of the particle, the authors also 
introduced a new expression for the ventilation coefficient of melting 
snow as a function of the degree of melting. The minimum diameter of 

snowflakes not completely melted was introduced as a diagnostic vari
able related to the heat exchange and melting fraction, which deter
mined the cutoff diameter for the melting snow size distribution. This 
represented the effect that smaller snowflakes melt into rain first. 

Based on the multi-moment bulk microphysics scheme developed by 
Milbrandt and Yau (2005), Thériault and Stewart (2010) proposed a 
modified scheme with improvements in predicting winter precipitation 
types associated with temperatures around 0 ◦C, though noting that it is 
not aimed for real-time NWP. They introduced wet snow and slush 
(among three others) as new hydrometeor species, and adopted the wet 
snow terminal velocity equation and the calculation of the liquid frac
tion from SZ99, based on the observations by M90. In the scheme snow 
starts to melt when Tw > 0 ◦C. Also based on M90 and SZ99, Frick et al. 
(2013) implemented a new snow melting parameterization for the 
COSMO (“consortium for small-scale modelling”) model (Doms and 
Schättler, 2002), and Cholette et al. (2019) modified the relatively new 
Predicted Particle Properties (P3) scheme (Morrison and Milbrandt, 
2015; Milbrandt and Morrison, 2016) to allow for the representation of 
wet snow and ice pellets, both by predicting the ice bulk liquid fraction. 

The Thompson-Eidhammer microphysics scheme (an aerosol aware 
Thompson scheme), provided as part of the WRF model, has been 
explicitly developed and extensively tested for forecasting winter pre
cipitation (Thompson et al., 2008; Thompson and Eidhammer, 2014). 
The scheme is partially double moment and consists of physically based 
assumptions to force it to act more like a full double-moment scheme, 
suitable for real-time NWP due to the decreased computational cost 
compared to higher order schemes. As Thompson et al. (2008) though 
points out, a potential improvement to the scheme is an explicit treat
ment for melting snow to produce the correct terminal velocities in the 
melting layer. 

The objective of this research is to improve the Thompson- 
Eidhammer microphysics scheme with respect to the representation of 
melting snow based on M90 and SZ99, without adding more model 
prognostic variables in order to maintain computational time for real- 
time operations. To validate the introduced changes, multiple model 
case studies were performed to compare with in-situ measurements of 
hydrometeor size and fall speed from a disdrometer and a vertically 
pointing Doppler radar observed during the 2015–2016 Olympic 
Mountain Experiment (OLYMPEX). To the best of our knowledge, this 
study is the first to compare real-case 3D NWP model simulations of 
melting snow fall velocity with in-situ observations. Other modelling 
studies comparing reflectivity or fall speed profiles either use idealized 
simulations or overlook the melting layer. The overall objective here is 
to improve prediction of precipitation phase and amount at the surface 
using the WRF model with the Thompson-Eidhammer microphysics. 

The paper is structured as follows: Section 2 introduces the relevant 
portions of the current scheme, including the improved aspects with 
respect to melting snow. Section 3 describes data and methods, 
including the specific weather events and observational data, model 
configuration, as well as the methods to compare model to observations. 
The results are presented in Section 4 and conclusions follow in Section 
5. 

2. The microphysics scheme 

The Thompson-Eidhammer microphysics scheme is a partially dou
ble moment bulk scheme where each of its five hydrometeor species is 
represented by generalized gamma size distributions. Cloud water, 
cloud ice and rain are double moment (both number concentration and 
mass mixing ratios are predicted), while snow and graupel are single 
moment (only mass mixing ratios are predicted). There are two aspects 
that make this scheme unique compared to most other similar schemes: 
its snow size distribution is described by a sum of exponential and 
gamma distributions, and snow assumes a non-spherical shape with a 
bulk density that varies inversely with diameter (Thompson et al., 
2008). More details are described in Thompson et al. (2004, 2008) and 
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Thompson and Eidhammer (2014). Here we only discuss the details of 
the scheme relevant for melting snow behavior. 

2.1. Relevant details of the current scheme 

All species use the relatively standard power-law form to describe 
their mass as function of diameter: 

m(D) = aDb (1) 

The velocity relation follows Ferrier (1994) using an exponential to 
handle the large particles better than the regular power law: 

v(D) = αDβe− fD (2) 

The constants are for rain: ar = πρw/6, br = 3, αr = 4854 s− 1, βr = 1 
and fr = 195, where ρw is the density of water, while for snow: as = 0.069 
kg/m− 2, bs = 2, αs = 40 m0.45s− 1, βs = 0.55 and fs = 125 (the constants 
for all hydrometeors are given in Table A1 of Thompson et al. (2008)). 
Together with these equations and constants, each species’ mass and 
number-weighted terminal velocities are properly computed. For snow, 
a “boosting” factor (Fboost) is also applied to the fall velocity calculation, 
to take into account the increased density and associated fall speed of 
rimed snow. Fboost is found by exploiting the riming to depositional 
growth ratio, and is linearly increased from 10% to 50% between ratios 
5:1 to 30:1, building on observations by Locatelli and Hobbs (1974). All 
calculated fall velocities are also density corrected to take into account 
the varying atmospheric density with height. 

The melting of snow is calculated through a thermodynamic heat 
balance, ensuring that melting only occurs when Tw > 0 ◦C (following 
immediately from Pruppacher and Klett (1997) as it was also applied by 
Reisner et al. (1998); Eq. A.37). If RH < 100% sublimation of snow is 
calculated, treated nearly the same as rain evaporation following Sri
vastava and Coen (1992) (see Appendix A of Thompson et al. (2008)). 
Melting rate is increased when snow is actively collecting rain and/or 
cloud water (as was done in (Rutledge and Hobbs (1983)). The resulting 
melted snow mass is removed from the snow and added to the rain 
category. This redistribution of mass would obviously decrease the 
mass-weighted mean diameter (MWMD) of snow and increase that of 
rain below the melting level, potentially causing snow to fall too slowly 
through the melting layer. This technique is nearly always used for one 
and two-moment parameterizations whereas real snow does not expe
rience this slowing since the melting particles are a mixture of liquid and 
ice. 

To combat this problem of melting snow falling too slowly, in WRF 
code versions preceding v3.8, terminal velocity of snow below melting 
level, defined where Ta > 0 ◦C, was the maximum of the velocity of rain 
and snow at the given level. It was later noted that this caused melting 
snow to fall too fast due to obtaining rain velocities, and a temperature 
dependent function was added in v3.8. However, a serious bug was 
mistakenly introduced which led the fall velocity to increase asymp
totically as Ta approached 0 ◦C, opposite of what was probably intended. 
Therefore, throughout the rest of this paper, the “old” method for 
calculating fall velocity of melting snow refers to the code preceding 
WRF v3.8. 

2.2. Changes performed to the scheme 

First, given the emphasis on the dependence of melting level and 
precipitation type on RH and the use of Tw to describe hydrometeor 
surface temperature in the literature, the definition of melting level in 
the scheme is changed to Tw > 0 ◦C. In the scheme there is also an 
expression of the production of rain number concentration due to 
melting of snow where the use of Tw makes more physical sense: 
[

dnr

dt

]

sml
=

M010mTa

qsƿ

[
dqr

dt

]

sml
(4)  

where sml indicates process rates due to melting of snow, nr, qr, and qs 
are the number concentration and mixing ratio of rain, and the mixing 
ratio of snow, ƿ is the moist air density, M0 is the zeroth moment of the 
snow size distribution, and m is a tunable constant (set to − 0.2 following 
WRF version 3.8.1 (Brown et al., 2017)). Because snow is a single 
moment species, the value 10mTa is an artificial way of reducing the snow 
number concentration during melting to account for the decreasing 
number of very tiny snow particles as temperature increases. Changing 
this to using Tw instead ensures that snow number concentration is only 
reduced if there is actually melting occurring and will specifically 
contribute to improve predictions in typical dry regions of wintertime 
storm systems. 

Second, given the findings by M90, the fall speed of melting snow 
should be expressed as a function of its melted fraction. To maintain the 
current computational cost of running the scheme, the introduction of 
an additional prognostic variable such as the melted mass fraction is 
undesirable. If we assume that most of the rain particles present in the 
melting layer are generated from the melting of snow, we can utilize the 
ratio of rain mass to total mass of rain and snow at a given level (the 
“liquid ratio”, LR) as the melted fraction: 

LR =
qr

qr + qs
(5) 

This could introduce errors in some cases because 1) rain could be 
produced from strong lifting of air within the melting layer, and 2) rain 
falls faster than snow, so at any level most of the rain has originated from 
a level above (Milbrandt et al., 2012). Anyhow, the use of LR can give a 
physically based approximation of the average melted fraction in the 
melting layer, without the addition of an extra prognostic variable. 

M90 presented the following expression for the fall speed of melting 
snow: 

Vm = f (Vr − Vs)+Vs (6)  

where Vm, Vs and Vr define the velocities of melting, dry and completely 
melted snowflakes (rain), respectively, and f is the snowflake melted 
fraction. In order to get the exponential relationship found by M90, SZ99 
manipulated this expression and introduced the function g(f): 

Vm(Dw, f ) ≈
1

g(f )
Vr(Dw) (7)  

g(f ) ≈
a
α − cgf − cgf 2 (8)  

Dw is the melted diameter (the diameter equivalent to the snowflake 
being completely melted), a = 1690 cm0.4 s− 1, α = 366 cm0.39 s− 1 and cg 
= 0.5[(a/α) − 1] = 1.8. The constants resulted from the original power 
law expressions for fall velocity using the melted diameter found in 
Langleben (1954) and Sekhon and Srivastava (1971). Here we adopt this 
expression with a few modifications to fit with the velocity expressions 
of the Thompson-Eidhammer scheme. For simplicity, this calculation is 
performed for the mass weighted mean diameter (MWMD), and not 
integrated over the whole distribution, which is a close approximation. 
At the melting level the following steps are performed to obtain Vr(Dw): 

The melted snow equivalent water drop diameter, Dw, can be found 
by rearranging the mass expression for rain given in (1) and substituting 
with the mass of snow: 

Dw =

(
ms

ar

)
1

br (9) 

Then, inserting into (2) gives: 

Vr(Dw) = αrDβr
w e− frDw (10) 

The melting snow velocity expression in (7) and (8) ensures that: 
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Vm =

⎧
⎨

⎩

a
αVr(Dw) = Vs, f = 0

Vr(Dw), f = 1
(11) 

The given relationship between Vr(Dw) and Vs for f = 0 is not valid 
using the velocity expressions of the Thompson-Eidhammer scheme. The 
correct relationship is found by dividing (2) given for dry snow by (10). 
Because (2) is expressed by the dry snow diameter, (10) needs some 
manipulation. Substituting (1) (given for dry snow) into (9), for so into 
(10), will give Vr(Ds*), where Ds* is the dry snow MWMD. After some 
algebraic manipulation the resulting relationship is: 

Vr(Dw)

Vs
= A = 6.176D0.116

s* e(− 9.925D0.666
s* +100Ds*) (12) 

If the snow is rimed when crossing the melting level, then its velocity 
is increased by the boosting factor, Fboost, 

Arimed =
A

Fboost
(13) 

Using our approximation for the melted fraction given in (5), the fall 
velocity of melting snow is thereby: 

Vm(Ds,LR) =
Vr(Dw)

A − 0.5(A − 1)LR − 0.5(A − 1)LR2 (14)  

where Ds is the dry snow MWMD at melting level height, and LR is found 
for the relevant model level. This expression is shown graphically in 
Fig. 1 for variable Ds and LR. 

Thirdly, as the ventilation coefficients also depend on particle fall 
speed, additional changes were made accordingly, using the following 
coefficients from Pruppacher and Klett (1997) of rain and snow: 

Fr(Dr) = 0.78+ 0.308S1/3
c R1/2

e (15)  

Fs(Ds) = 0.86+ 0.28S1/3
c R1/2

e (16)  

where Re = v(D)Dρa/υ is the Reynolds number, ρa the air density, υ the 
dynamic viscosity of air, and Sc = υa/Dv is the Schmidt number, υa the 
kinematic viscosity of air, Dv the diffusion coefficient. To maintain code 

structure as is, the ventilation factor for melting snow is expressed by: 

Fm(Ds,LR) = Y(Ds,LR)Fs(Ds) (17) 

Hence, Y(Ds,LR) is found by Fm(Ds,LR)/Fs(Ds), where Fm(Ds,LR) is 
(16) but substituted with the velocity of melting snow in (14). After 
some approximation and algebraic manipulation, the resulting factor, Y, 
is: 

Y(Ds,LR) =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
A

A − 0.5(A − 1)LR − 0.5(A − 1)LR2

√

(18) 

The ventilation factor for melting snow is shown graphically in Fig. 2 
for variable Ds and LR. As can be seen the ventilation factor for snow is 
not large enough for high LR values when compared to that of rain, 
which is due to the differing factors in (15) and (16), but is an 
improvement over using the ventilation factor for dry snow which would 
be too small. 

3. Data and methods 

3.1. Observational data 

Observational data are freely available from the Olympic Mountains 
experiment (OLYMPEX), which was a comprehensive field campaign 
held on the Olympic Peninsula in Washington, USA, during winter 
2015–2016, to study orographic modification of frontal precipitation 
processes (Houze et al., 2017). Data are available from Two- 
Dimensional Video Disdrometers (2DVD), Micro Rain Radars (MRR), 
tipping bucket rain gauges and radiosondes (among other instruments). 
The 2DVD is an optical disdrometer that uses orthogonal image pro
jections to measure the size, shape and velocity of falling hydrometeors 
(Kruger and Krajewski, 2002). The quality-controlled dataset provided 
is described in Petersen et al. (2017a), where all drops less than 10 mm 
in diameter are included in this study. It should be noted that strong 
winds absolutely influence data quality. The MRR is a vertically point
ing, dual-polarization Doppler radar that measures signal backscatter 
from which Doppler spectra, radar reflectivity and Doppler velocity are 
derived (Peters et al., 2002). The quality-controlled dataset provided is 
described in Petersen and Gatlin (2017), where the processed 

Fig. 1. The expression for fall velocity of melting snow (14) as function of dry 
snow diameter (Ds) and LR from 0 to 1 in intervals of 0.1 given by the different 
black lines. The expression for dry snow velocity (2) is shown in blue, and for 
melted snow equivalent velocity (10) (but here given for Ds) in red. (For 
interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 

Fig. 2. The expression for ventilation factor (F) for melting snow (in (17) and 
(18)) as function of dry snow diameter (Ds) and LR from 0 to 1 in intervals of 
0.1 given by the different black lines. The expression for dry snow (16) is shown 
in blue, and for rain (15) (but here given for Ds) in red. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web 
version of this article.) 
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instantaneous data are used here. As they describe, at higher measure
ment frequencies there can be signal attenuation effects, but these are 
generally weak enough to be corrected for. Though, in strong vertical 
winds the instrument can overestimate the amount of attenuation which 
reduces measuring accuracy (Tridon et al., 2011). Therefore, one should 
be cautious using the data measured during strong-wind situations. Data 
from the rain gauges are described in Petersen et al. (2017b), where the 
cubic spline interpolated 1-h rain rates (mm/h) at 1 min time steps are 
used here (Wang et al., 2008). As Wang et al. (2008) point out, the error 
of using this method increases as the averaging time step decreases. At 1 
min time steps the errors are relatively large and are bounded by a linear 
line for precipitation rates <10 mm/h, whereas cluster around certain 
values for rates >10 mm/h (see their Fig. 5). It should also be noted that 
the gauges were not wind shielded, which could affect their measuring 
accuracy in windy conditions. Data from the radiosondes are described 
in Rutledge et al. (2018), where the Level 4 data are used here 
(soundings visually inspected with QC flags; hi-res data interpolated to 
uniform 5 hPa intervals). 

Data are available from several instrumentation sites across the 
Olympic peninsula. The sites and instruments used in this study are 
listed in Table 1 and displayed in Fig. 4. Of the total four sites instru
mented with a 2DVD, three were located below 100 m and recorded 
mostly rain throughout the winter season. The Neilton Point site is 
located substantially higher, at 657 m and recorded mixed precipitation 
on some days during the winter. This site is located on an exposed ridge 
and so was affected by strong winds at times, typically coinciding with 
the timing of mixed precipitation, as both were associated with the 
passage of frontal systems. Given that this site is the only one available 
with prolonged records of mixed precipitation from a 2DVD dis
drometer, the data are still used for model validation in this study, but 
with caution. A station in the lowland, Fish Hatchery, is used to inves
tigate MRR data due to less exposure for the strongest winds as well as 
good data coverage through the winter. Tahola is one of two sites where 
ground radiosondes were launched, and the one closest to the other data 
resources used here. 

3.2. Weather events 

The Pacific mid-latitude storm tracks typically pass across the region 
of the Olympic peninsula, causing a succession of low-pressure systems 
to bring abundant precipitation to the area throughout winter. The 
presence of the Olympic Mountain causes a precipitation intensification 
when the frontal systems move from the Pacific Ocean and into the 
mountainous terrain. As Houze et al. (2017) described, after 10 
December 2015, the weather turned colder and the mean flow was west- 
northwesterly with anomalous trough conditions over the Northwest, a 
regime featuring frontal systems dominated by more ice-phase 
microphysics. 

Two different weather events are chosen to study here due to the 
obvious mixed phase precipitation signal recorded at the sites listen in 
Table 1. The first event occurred 12–13 Dec. In the morning (UTC time) 
of 12 Dec stratiform pre-frontal precipitation moved into the area. 
Precipitation gradually intensified in the course of the afternoon before 
the front passed and moved out of the area by midnight, seen in the 
satellite imagery in Fig. 3 (left). Post-frontal rain showers persisted into 
13 Dec. The second event occurred 19–21 Dec. Cold temperatures per
sisted, with relatively low melting level. The event was characterized by 
a cold front passing between two periods of post-frontal convection, 

with the bulk of the frontal precipitation falling between 0500 and 1400 
UTC 20 Dec. The frontal passage can be seen in Fig. 3 (right). 

3.3. Model configuration 

The WRF model version 4.0.3 was set up with two nested domains, 
the outer with a horizontal resolution of 6 km and the inner of 3 km 
(Fig. 4), with 72 vertical levels. ERA-interim reanalysis data were used 
for initial and boundary conditions. Model parameterization choices are 
listed in Table 2 along with the Thompson and Eidhammer (2014) 
aerosol-aware microphysics scheme, with the modifications presented in 
Section 2.2 (termed the new method). For comparison, simulations were 
also carried out with the old method for defining melting level and 
melting snow fall speed (see Section 2.1). 

3.4. Comparison of modelled and observed parameters 

The 2DVD measures hydrometeor size and fall speed close to the 
ground. We output the MWMD and associated fall speed of rain and 
snow from the model at every model timestep. As mentioned in Section 
2.1, when snow is melting in the microphysics scheme, the meltwater is 
transferred over to the rain category. This causes the snow MWMD to 
shrink. According to observations, as discussed in the introduction, the 
meltwater stays on the snowflake, and the diameter changes due to the 
collapse of the snowflake into a raindrop when starting to reach 70% 
melted fraction. There exists no simple, theoretical expression to present 
the change in diameter of a melting snowflake (Dm). As such, in order to 
compare with the observed snow fall speed as function of its diameter, 
we add the MWMD of simulated snow and rain in an attempt to better 
represent Dm (and limit upwards to not exceed Ds): 

Dm = min(Ds,Ds* +Dr) (19)  

where Ds* is the dry snow MWMD at the relevant model level (not to be 
confused with Ds which is the dry snow MWMD at the top of the melting 
layer before melting begins). This results in a Dm that starts to decrease 
after the snow has fell some distance down the melting layer, until 
reaching Dr at the bottom. 

As mentioned above, the Doppler velocity can be derived from the 
MRR instrument, which is the first moment of the Doppler spectrum. 
Doppler velocity is weighted by the reflectivity factor, Z: 

Z =

∫

σ(D)n(D)dD (20)  

Vdop =

∫
V(D)Z(D)dD
∫

Z(D)dD
+w (21)  

where σ(D) is the hydrometeor backscattering cross section, n(D) is the 
droplet size distribution and w is vertical air motion. For rain, σ depends 
on D6, and for the non-spherical shape of snow, σ depends on D4, and so 
Doppler velocity qualitatively represents the velocity of larger drops. In 
order to compare this with simulated fall velocities, the reflectivity 
weighted velocity needs to be calculated. This was done by for example 
Han et al. (2013) and Molthan et al. (2016), and a detailed outline of the 
calculation of reflectivity factor and reflectivity weighted fall velocity of 
rain and snow based on the Thompson scheme can be found in the 
Appendix of Han et al. (2013). Simply stated, the simulated reflectivity 
weighted fall velocity to be compared with the Doppler velocity is: 

Table 1 
Overview of the OLYMPEX campaign sites and instruments used in this study.  

Site Location Elevation Radiosonde Rain gauge 2DVD MRR 

Taholah 47.35◦N, 124.29◦W 4 m x    
Fish Hatchery 47.36◦N, 123.99◦W 52 m  x  x 
Neilton Point 47.39◦N, 123.87◦W 657 m  x x   
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Vz,tot =

∑n
x=1

∫
Vx(D)σx(D)nx(D)dD

∑n
x=1

∫
σx(D)nx(D)dD

(22)  

where x denotes the different types of hydrometeors present and n the 
total number of hydrometeors. Above melting level, the reflectivity from 
dry snow will dominate, whereas at the bottom of the melting layer, the 
reflectivity from rain will dominate, which all are found through (20). 
Inside the melting layer, the characteristics of snow will change 

including its scattering properties. It is well known that melting snow 
particles cause an area of enhanced reflectivity seen by radars, called the 
bright band (Fabry and Zawadzki, 1995). This reflectivity is not imme
diately found through a moment of the size distribution, like for snow 
and rain. 

To be able to compare the developed meteorological model of the 
melting layer in SZ99 with observations, Fabry and Szyrmer (1999) 
implemented a scattering model to generate the reflectivity field asso
ciated with the hydrometeors. They tested several scattering models 
consisting of differing snowflake morphology of varying complexity, in 
terms of the position of the meltwater and air bubbles relative to the ice. 
The simplest model assumes that the meltwater forms a film around the 
ice structure, but as they state, is also the least physically feasible. 
However, when comparing reflectivity weighted fall velocity based on 
these differing scattering models, they appeared very similar, and 
compared well to radar derived Doppler velocity. Implementing such a 
scattering model is complex and outside the scope of this study, but we 
can utilize the concept of the simplest scattering model to obtain VZ in 
the melting layer based on the available parameterizations: 

By doing some empirical fitting on the model output we find the 
approximate linear relationship: 

VZ,r

Vr
= − 0.2Dr + 1.74 (23)  

where VZ,r is rain reflectivity weighted fall velocity. If we assume that 
the melting snow will reflect as a large raindrop using the simplest 
scattering model, then 

VZ,m = ( − 0.2Dm + 1.74)Vm (24)  

where VZ,m is melting snow reflectivity weighted fall velocity. Because 
Vm is only calculated for MWMD instead of being integrated over the 
whole distribution, this method is a slight over-simplification. Further
more, particle fall velocity output from the model does not incorporate 
vertical air motion. Given that vertical air motion is implicit in Doppler 
velocity, the comparison between MRR and model should be treated 
with caution in windy conditions, also due to the errors this might pose 
on the measurements (see Chapter 3.1). 

4. Results 

Results from the simulations using the old and the new method are 
shown in Fig. 5. The non-linear increase in fall speed with LR seen in 
observations is evident using the new method (bottom left), while there 

Fig. 3. Infrared satellite imagery of cloud top temperature over the Pacific Northwest at 2300 UTC 12 Dec 2015 (left) and 0700 UTC 20 Dec 2015 (right). Created by 
University of Washington Department of Atmospheric Sciences, available through the OLYMPEX web page (NASA and Uni. Washington, 2020). 

Fig. 4. Terrain elevation of WRF inner domain of 3 km resolution, including 
the instrumentation sites listed in Table 1. 

Table 2 
Parameterization scheme choices for the WRF model configuration.  

Type of 
scheme 

Name Reference 

Microphysics Thompson-Eidhammer aerosol- 
aware 

Thompson and Eidhammer 
(2014) 

Boundary 
layer 

MYNN 2.5 level TKE Nakanishi and Niino (2006) 

Radiation RRTMG Iacono et al. (2008) 
Land surface Noah Mitchell (2005)  
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is no relationship with liquid ratio using the old method (top left). Fall 
speeds associated with different snow diameters show a spread between 
the fall speed relations of dry snow and rain using the new method, 
while also clearly showing the non-linear increase with LR (bottom 
right). This distribution resembles the disdrometer measurements from 
melting snow situations plotted in Fig. 3 of Yuter et al. (2006). The new 
method is clearly better at presenting a more physical nature of partly 
melted snow. 

4.1. Comparison with MRR data 

During the event of 12–13 Dec, the MRR at Fishery showed a clear 
bright band signature in reflectivity and melting layer signature in terms 
of increased Doppler velocity, especially for the stratiform precipitation 
occurring before the passage of the front. As such, this provides a good 
case for validation of the vertical profile of fall velocity through the 
melting layer, although it is important that temperature, precipitation 
rate, and particle sizes firstly validate well between observations and 

model. Three soundings were launched at Taholah on 12 Dec, shown in 
Fig. 6. At 1500 UTC the sounding indicated a nearly saturated layer over 
the lowest 300 m, followed by a subsaturated layer and another nearly 
saturated layer at and above 1100 m. The WRF simulation has somewhat 
too warm air below and too cool air above the melting level, no near- 
surface saturated layer and cloud base too low. At 1914 UTC, the 
WRF-simulated profile corresponds relatively well with observed, 
except for a slight temperature offset of about +1.5 ◦C. At 2135 UTC the 
warm sector moved over the area, noticed in a rise of melting level of 
about 850 m in both sounding and model. Model ground temperature is 
overestimated by about 5 ◦C at this time. 

In addition to the rain gauge, rain rate is also shown as derived from 
the 2DVD (see Tokay et al. (2001) for methodology) (Fig. 7). The model 
captures one of the intermittent showers and misses most others be
tween about 1115 and 1440 UTC 12 Dec, and captures relatively well 
the longer period of steady stratiform rain between 1500 and 2000 UTC. 
Clearly the model then predicts the frontal passage with a strong 
intensification of precipitation rate, which in reality occurred about an 

Fig. 5. Simulation output from all grid points and model level 2. Top: The old method, Bottom: The new method. Left: Fall velocity of melting snow versus LR. The 
color scale denotes melting snow diameter (Dm). Right: Fall velocity versus diameter for melting snow in colors (color scale denotes LR, diameter is Dm). The fall 
speed expression for dry snow and rain (given in (2)) are plotted in black. (For interpretation of the references to colour in this figure legend, the reader is referred to 
the web version of this article.) 
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hour later (an early arrival of the front and warm sector also explains the 
near-ground warming seen at 2135 UTC in Fig. 6). Quite strong winds 
were associated with this frontal passage with near-surface wind speeds 
of about 9–11 m s− 1 and upper-level wind speeds reaching 30 m s− 1 as 
the front passed. This could have affected both the observed precipita
tion rate and MRR measurements. Because of this and the timing issue, 
the validation against MRR is limited to 1100–1900 UTC. Wind speeds 
were lower (3–8 m s− 1) for this period, serving for a more accurate 
comparison between observations and model. 

The droplet size distribution measured by the 2DVD shown in Fig. 8a 
shows relatively larger particles associated with the peaks in precipita
tion rate, up to 4 mm in diameter. Given the temperature profiles, the 
precipitation was most likely rain at the surface, where the 2DVD was 
measuring, also supported by the close match in measured precipitation 
rate by the gauge and 2DVD. The MWMD (Fig. 8b) was 0.5–2 mm during 
the first few showers and was relatively steady at about 1–1.4 mm 
during the stratiform period. WRF is able to predict relatively well the 
evolution of MWMD, though with less variability and a slight underes
timation (corresponding with the underestimation of rain rate). The 

peaks in precipitation size, corresponding with peaks in precipitation 
rate, is also evident in the vertical structure from the model (Fig. 8c). 
The rain MWMDs at the surface correspond to snow MWMDs of about 
3–4 mm at the top of the melting layer in the model. Doppler velocity 
from the MRR is shown in (Fig. 8d), and the melting layer associated 
with the increase in velocity is evident between 1300 and 500 m. Above 
the melting level, Doppler velocity was 1–2 m s− 1 associated with dry 
snow. As the snow fell across melting level its velocity increased to 
5.5–7.5 m s− 1 as the flakes had completely melted into rain. This is 
relatively well replicated by the model (Fig. 8e). The peaks in velocity of 
2–3 m s− 1 above melting level are associated with rimed snowflakes 
which has a boosted fall velocity. Such peaks are also evident in the MRR 
Doppler velocity. Results from the post frontal convective period 
following the frontal passage into 13 Dec are shown in Appendix. 

Velocity profiles from the shower which occurred 1200–1300 UTC 
and during the stratiform period at 1700 UTC are shown in Fig. 9. No 
sounding is available for the timing of the shower, but by visual in
spection of the time-height plots it seems that model melting level is 
about 100 m too low and hence the profiles are lifted 100 m in the plot. 
The sounding at 1500 UTC (Fig. 6) indicates that melting level is about 
100 m too high in the model. Assuming this is also the case for 1700 
UTC, the model profiles are lowered 100 m. By slightly shifting the 
model melting level height in this way, the timing of melting between 
observations and model agrees well and allows for a better comparison. 
The vertical velocity profiles are in good agreement through the melting 
layer, resulting in similar velocities of rain reaching the ground. It is 
evident how the old method increases snow fall velocity immediately 
after crossing the melting level, and that the velocity is overestimated 
throughout the melting layer. 

4.2. Comparison with disdrometer data 

During the event 19–21 Dec, the 2DVD at Neilton Point showed a 
mixture of rain and snow. There are only two soundings available from 
the Tahola site for this period in the morning of 19 Dec, shown in Fig. 10. 
At 0215 UTC the sounding shows subsaturated conditions through the 
column, while the model shows an obvious cloud base corresponding 
almost exactly with melting level at about 1000 m (above mean sea level 
hereafter) such that melting level is about 200 m too high. At 0517 UTC 
the temperature profiles at Neilton Point (black) corresponds very well 
to the observations at Tahola, and melting level is at the same height. A 
clear over-estimate of model surface temperature at Tahola (gray) is 
seen at both times, though if one can assume a uniform temperature 
structure between Tahola and Neilton Point, surface temperature at 
Neilton Point matches very well the temperature at 650 m at Tahola at 
both times of about 2.5 ◦C. Model surface temperature (Fig. 11) varies 
between 0 and 2.5 ◦C through the period, except for when the warm 
sector was over the area from about 0500–1500 UTC 20 Dec when it 
increases to 5 ◦C. 

The frontal passage also brought stratiform precipitation, somewhat 

Fig. 6. Soundings of air temperature (T, blue) and dew point temperature (Td, 
orange) from the Taholah site launched at three different times (UTC) during 12 
Dec. Simulated air temperature and dew point temperature (dashed) in black 
from the Fishery site. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 

Fig. 7. Precipitation rate (RR) at Fishery measured by the rain gauge (orange), derived from the 2DVD (blue) and simulated by WRF (black), and simulated wind 
speed (FF, dashed gray), 12 Dec. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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over-predicted by the model (Fig. 11). The post-frontal convective rain 
showers dominated the rest of the period and are more difficult for the 
model to predict correctly due to their relatively small horizontal extent. 
WRF does predict a few such showers at Neilton point, but not 

necessarily at the right time or magnitude. During most of this period the 
gauge time series appears quantized. This is most likely due to the short 
averaging time step used to create this series, causing bounded and 
clustered errors as described briefly in Chapter 3.1 (see Wang et al., 
2008 for more detail). No wind observations are available at the site 
during the event, but WRF indicates wind speeds in the range 1–5 m s− 1 

mostly associated with the post frontal convective periods, and an in
crease as the front approached late 19 Dec, with wind speeds up to 10 m 
s− 1 midday 20 Dec. A peak in wind speed was also noticed 1700 UTC 21 
Dec. Strong winds did most likely influence the measurements and 
might play a part in the discrepancy between the model, the gauge, and 
the 2DVD derived rain rates. As the gauge was not wind shielded, the 
amount collected was most likely lower than the truth. Rain rate derived 
from the 2DVD is an integral rain parameter calculated based on the 
measured droplet size distribution, and if these measurements contain 
errors due to strong winds, the resulting rain rate will also be affected. 

Excluding the warmer and windy period of the frontal passage, 
which resulted in mostly rain at ground level at Neilton Point (not 
shown), and the windy period at the end of 21 Dec, disdrometer data is 
compared with model results in Fig. 12 for this event. The disdrometer 
measurements (left) show a bimodal distribution of the diameter – fall 
speed pairs, following the D – v relations for dry snow and rain, typical 
for mixed precipitation (Yuter et al., 2006). Particles also occurred in 
between, indicative of melting snow. Particles which occurred outside 
are outliers, as described in Kruger and Krajewski (2002), most likely 
due to droplet splashing or particles crossing the light sheets outside the 
virtual measuring area. Prior to the frontal passage (top) the 2DVD 
recorded mostly rain, but do also show dry and melting snow particles. 
After the frontal passage (bottom) the 2DVD shows an even mixture of 
rain, wet snow and dry snow, where relatively small particles were most 
frequent. The model also clearly shows a mixture of rain, snow and 
melting particles (right). In agreement with the observations, the model 
displays mostly rain prior to the frontal passage, but a lower frequency 
of the dry snow. The soundings in Fig. 10 did point to the model being 

Fig. 8. Observed and simulated variables during 11–19 UTC 12 Dec at Fishery. a) Droplet size distribution from 2DVD, colors display number of drops per. m3 mm− 1. 
b) Mass weighted mean diameter (MWMD) from 2DVD and WRF (model level 1). c) Time – height plot of particle size (Dm, see (19)) from the model. d) Time – height 
plot of Doppler velocity (Vdop) from MRR. e) Time – height plot of reflectivity weighted fall velocity (Vdbz) from the model, derived through the methodology outlined 
in Section 3.4. Black lines are wet bulb temp. starting at 0 ◦C (solid) increasing in intervals of 1 ◦C. 

Fig. 9. Vertical profiles of temperature from WRF (black) (left panels of figures), and Doppler velocity (Vdop) (MRR, colors) and reflectivity weighted fall velocity 
(Vdbz) (old WRF; dotted black, new WRF; solid black) (right panels of figures) for the specified times (UTC) during 12 Dec. Points in time from WRF are chosen based 
on based match in precipitation rate. 1630 UTC from WRF is also chosen due to the possible influence of riming at 1700 UTC. 

Fig. 10. Soundings of air temperature (T, blue) and dew point temperature (Td, 
orange) from the Taholah site launched at two different times (UTC) during 19 
December. Simulated air temperature and dew point temperature (dashed) at 
Tahola are shown in gray, and at Neilton Point in black. (For interpretation of 
the references to colour in this figure legend, the reader is referred to the web 
version of this article.) 
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Fig. 11. Precipitation rate (RR) at Neilton Point measured by the rain gauge (orange), derived from the 2DVD (blue) and simulated by WRF (black), and simulated 
wet bulb temperature (Tw, gray) and wind speed (FF, dashed gray), 19–21 December. (For interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 

Fig. 12. Precipitation fall velocity (v) and 
diameter (D) measured by the 2DVD (left) 
and simulated by WRF (right) at Neilton 
Point, for 0800 19 Dec – 0500 20 Dec (top, 
pre-frontal) and 1800 20 Dec – 1400 21 Dec 
(bottom, post-frontal). The color scale de
notes frequency of diameter-velocity pairs. 
The red line is the fall velocity relation for 
rain and the lower blue line for dry snow, 
from (2). The upper blue line is the dry snow 
velocity relation including a maximum 
boosting factor (50%) for rimed snow. (For 
interpretation of the references to colour in 
this figure legend, the reader is referred to 
the web version of this article.)   
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slightly too warm. The model is not as good at replicating the dis
drometer pattern of the post-frontal period. Rain is also dominating in 
this period, but there is also a relatively high frequency of dry and semi- 
dry snow of larger diameters, in contrast to the observations. As 
mentioned, small scale convective showers are more difficult for the 
model to predict well. As there are no observations of temperature 
available, it might be that model temperature is slightly too cold. Model 
temperature is close to 0 ◦C, when strong aggregation takes place (Fabry 
and Zawadzki, 1995), potentially explaining the large snow particles. 
The large snow could also be rimed snow, often occurring in such 
convective cells. Nevertheless, these results show that the model is able 

to reproduce a melting snow signature seen in disdrometer observations. 

4.3. Precipitation accumulation 

The change in fall velocity expression impacts the predicted pre
cipitation phase and amount reaching the surface in the model. Fig. 13 
reveals a clear trend in the change of accumulated precipitation around 
the Olympic Mountain (accumulation is for 24 h from 1800 UTC 19 Dec 
when warmer temperatures persisted. The dashed line shows the upper 
limit of the zero-degree isotherm at 1245 UTC 20 Dec and how the 
melting zone moved up and into the northern valley as the warm sector 

Fig. 13. 24-h accumulated snow (left) and rain (right) using the old (top) and the new (middle) method, and the difference between the new and old methods 
(bottom), starting 1800 UTC 19 Dec. Solid lines display mean 0 ◦C (upper) and 3 ◦C (lower) isotherms, the dashed line the upper limit of the 0 ◦C isotherm, and wind 
barbs prevailing wind direction, during the 24 h. 
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passed). Using the new method, snow accumulation decreases and rain 
accumulation increases within the melting zone (bottom). At higher 
elevations where negative temperatures persisted through the period, 
snow increases. Wind direction during the period was relatively steady 
from southwest, and it is evident how snow accumulates in lee side 
terrain within the melting zone using the old method, and for some grid 
points concentrated as bulls’ eyes, as was also noted by Colle et al. 
(2005) (top right). These bulls’ eyes are no longer present using the new 
method (middle right), resulting in a large negative difference in snow 
accumulation in these areas (more than − 20 mm water equivalent over 
24 h; roughly a 30–45% reduction). As was evident in the vertical pro
files in Fig. 9, snow fall speed increases instantly after crossing the 
melting level and falls too fast through the layer with the old method. In 
lee side terrain, where there typically is a relatively high flux of dry snow 
crossing the 0◦ isotherm, this results in unrealistically large snow ac
cumulations. The bull’s eyes are likely caused by specific grid points 
obtaining the optimal conditions most often through the 24 h, which are 
right downstream of the melting level in lee side terrain. They move in 
space and time due to changing temperature and wind direction and are 
unphysical in nature. This is improved with the new method, where 
snow now has a realistic fall velocity through the melting layer. Slower 
falling velocity means that the snow spends a longer time within the 
melting layer, causing more of the precipitation to melt completely and 
hence reach the ground as rain instead of snow (partly explaining the 
decrease in snow and increase in rain within the melting zone). Slower 
falling velocity also means more time for horizontal advection to 
transport the snow away from these areas, and in this case into higher 
terrain, close to the 0◦ isotherm (where there is an increase of up to 20 
mm snow water equivalent (up to 60%) over the 24 h in some areas). 
Unfortunately, getting highly detailed and accurate snow measurements 
in such challenging terrain under such wind conditions is nearly 
impossible. Perhaps only post snowstorm remotely sensed (from 
aircraft) snow depth measurements could help validate this model 
outcome. 

5. Conclusions 

This study presents improvements to the Thompson-Eidhammer 
microphysics scheme, part of the Weather Research and Forecast 
(WRF) model, regarding the representation of melting of snow. In re
ality, as snow is melting, the meltwater sticks to the snowflake so it 
becomes a mixture of ice and liquid water. Laboratory experiments have 
shown that the fall speed is a function of the liquid fraction, as well as 
the initial diameter of the dry snowflake. In the model, the melted water 
mass is immediately shed into the rain category, resulting in under
represented snow sizes. Previously this led to underpredicted snow fall 
velocities, and to compensate for this, the velocity in the melting layer 
was equaled to the maximum of the rain and snow velocity at the given 
model level. 

Here, a physically based expression for melting particle fall velocity 
as function of snowflake melted fraction is implemented, where the 
melted fraction is approximated by the liquid precipitation mass ratio at 
the given model level. Also, improvements relate to the consistent use of 
wet-bulb temperature in various process rates and definition of melting 
level. Two events of frontal passages observed during Dec 2015 by the 
Olympic Mountain Experiment (OLYMPEX) are used to compare with 

the WRF model. The results are summarized as follows: 

• The modified scheme is able to represent disdrometer (2DVD) ob
servations of joint particle size and fall velocity during wet snow 
events, with a typical bimodal distribution.  

• Particle fall velocity profiles through the melting layer derived from 
a vertically pointing radar (MRR) are well replicated by the model, 
and show a non-linear increase in fall velocity as snow is melting 
through the layer, in agreement with Mitra et al. (1990). The old 
scheme predicted too fast falling snow through the melting layer.  

• The modified scheme shows a reduction in snow and an increase in 
rain accumulation in the melting zone around Olympic Mountain as 
a result of slower falling snow during melting. Snow accumulation is 
particularly decreased in lee side areas, where the old scheme 
showed significant and unphysical accumulation due to too fast 
falling velocities. This should result in better predictions of precipi
tation phase and amount reaching the surface. 

The lee-side snow overprediction problem has been noted by previ
ous authors (Colle et al., 2005), and this research suggests a rather 
simple and physically based solution to remove the so-called ‘bull’s eyes’ 
of spurious lee-side snow accumulation within the melting zone. This 
study demonstrates the better representation of melting snow fall ve
locity, and presents the significant differences this exerts on accumu
lated precipitation, but a validation of predicted ground precipitation 
phase and amount using precipitation measurements unaffected by wind 
is still needed. As a melting layer can also exist above a re-freezing layer, 
these results will also affect the prediction of ice pellets and freezing 
rain. 

Data availability 

Observational data from the OLYMPEX campaign is available 
through three different access options here: https://ghrc.nsstc.nasa. 
gov/home/field-campaigns/olympex/data_access. The code modifica
tions to the Thompson-Eidhammer scheme will be part of an official 
WRF version in a future release. 
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Appendix A. Appendix 

Comparison of simulated and observed variables from the Fishery site 13 December is shown in Fig. A.1. The MRR signal prior to 1230 and after 
2030 UTC is of less interest due to scattered and short-lived showers which are hard to distinguish from the noise, and therefore the comparison is 
limited to the time window shown. Available soundings from the Tahola site are compared with temperature profiles from WRF at Fishery in Fig. A.2.   
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Fig. A2. Soundings of air temperature (T, blue) and dew point temperature (Td, orange) from the Taholah site launched at three different times (UTC) during 13 Dec. 
Simulated air temperature and dew point temperature (dashed) in black from the Fishery site. (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.)SoSSS 
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