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Abstract

This thesis is about Location Based Computing Systems (DB®ih emphasis
on their underlying positioning systems. The first part & thesis introduces a
three-layered reference model for discussing LBCS, anesgbackground infor-
mation on positioning systems in general—components gdssiproperties, and
techniques. It also includes an overview of existing systémindoor positioning.

The second part of the thesis introduces a case study, wbidists of two parts.
One is an in-depth overview of a specific Location Based 8er{liBS) called a
mobile electronic tour guide, a service typically implereezhon hand-held devices
which are given to visitors at different exhibitions as a neéfor enhancing their
experience of it. This results in a requirements specificatiThe other part of
the case is a detailed description of a given museum, as anpéxaf an indoor
exhibition.

The third part of this thesis is an analysis of existing posihg solutions against
the requirements specification and museum description.edBas the learning
from this analysis, two proposals are provided. The firstde@sion flow diagram
which can help future developers to choose positioningesysbr a given LBS.

The other is the proposal of a system wide service orientelitacture for future
LBCSs, which can improve on the short-comings of existingtays’ ability to

accomodate various environments and services.
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Chapter 1

Introduction

Context-aware computing is a computing paradigm in whickises can discover
and take advantage of contextual informatio@Gontextis defined in [1] as any
information that can be used to characterise the situafiam @ntity. This means
that almost any information available at the time of an Etéion can be seen as
context information, such as time of day, noise level, who ge with, accessible
devices, and availability of resources like battery, digphetwork, or bandwidth.
An example of contextual information is given in figure 1.1tba following page.

Services that can extract, interpret and use contextuairirdtion are said to be
context-aware. One of the most used types of contdrtigion A large range of
services are based on knowing where something or somebedkiéy ardocation
aware or location based The latter term has recently become the more common,
and will be used throughout this thesis.

Location based services (LBSs) can be divided into sevetaljories. These are
given below with examples for each category:

Navigation Car navigation with best-route suggestion or indoor ndigdgasup-
port in large buildings using an electronic map, e.g. in mus® plants or
hospitals.

Location-sensitive information Digital distribution of content to mobile devices
based on their location, like weather cast services, rgutfrielephone calls,
mobile advertising, and electronic museum guides whicbwalh visitor
equipped with a mobile device to get additional informataout the arte-
facts in close proximity to him.

Tracking Tracking of people or valuable assets, like children, d¢ydeeople and
expensive equipment, or tracking of large amounts of objecsupply chain
management or in a warehouse.

1
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Figure 1.1: Different types of contextual information cam dtilised to enhance
services.

Security Monitoring and access control.

Directory services Where in this building is the nearest printer? Where is the
nearest hairdresser saloon?

Emergency servicesA mobile user can call for assistance and at the same time
automatically reveal his exact location to the emergencyice called, like
police, ambulance, automotive assistance, etc.

To be able to provide such location based services, we needdarlying position
sensing system, henceforth only referred to agpthgtioning systemin chapter 2
(see section 2.1 on page 9) we will define and discuss the uke afordsposition
andlocationin detail.

The satellite-based Global Positioning System (GPS) ipteealent of all current
positioning systems. It enables a GPS receiver anywherarin ® determine its
position free of charge with an accuracy within 15 metresis Thsufficient for a
wide range of services—according to an article publishe8dientific American
May 2004 [2], GPS now serves more than 30 million users waddw The big
disadvantage with GPS is that because the receiver needsflgight to at least
four satellites in the sky, it won't work inside buildings or other cases where
there are obstructions between the GPS receiver and thigesitén addition, the
accuracy is too low for most LBSs used in indoor environments

A lot of research in the cellular telephone networks comiyuthie last few years
have been focused on how these networks can be used foopoxiti These sys-
tems have the advantage of functioning both indoors andoutd but as with GPS



Figure 1.2: Example of an electronic museum guide.

they typically lack the accuracy needed for indoor use. Clrthabest solutions
presented this far has an accuracy of 5 metres [3].

This thesis addresses the fieldLafcation Based Computing SystethBCSs) for
indoor environments. An LBCS consists of one or more locabased services
(LBSs), and the underlying technologies used to realismthfes we saw above, a
large range of LBSs exist. These put different requirementthe underlying po-
sitioning technology. In this thesis, we will focus on LB&gkhe domain of indoor
exhibitions, like museums, galleries, fairs, and the like.recent years, a lot of
research has been performed in this domain, especialimalrile electronic tour
guides(see figure 1.2). A mobile electronic tour guide is a meansfdrancing
the experience of a visitor to an exhibition, for example aeum. The visitor will
be equipped with an electronic device with a screen, whichcoanmunicate to its
user where he or she is on a map. It can also provide the vigitbrinformation
about the different artefacts he or she is looking at. Theardor choosing the
exhibitions domain and electronic tour guides is that tlaefthe underlying po-
sitioning system with all the typical requirements all ind@.BSs do. In addition,
they have the more specific requirements needed to supperviaes which pro-
vides the user with information about the artefacts in hismgdiate surroundings,
which adds an extra challenge to the positioning systemt &dikely that LBSs
will be more and more advanced, we choose a complex LBS whilghus reveal
requirements posed to the positioning technology and ta#eciges faced in this
area.

Many indoor positioning systems exist, representing a dn@ange of different
positioning techniques and technologies. The problensisdhrrent systems often
are results of research that focus on solving one specifjzepty of the positioning
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system, typically at the cost of sacrificing other importartperties. For example,
positioning systems with millimetre accuracy exist, bugytlare so expensive that
only the military or film industry can afford them. Anotherample is systems
that do not need any wired infrastructure. This makes thesy &minstall, but at
the cost of time-consuming maintaining as batteries nedxt teeplaced at all the
wireless infrastructure nodes. Another problem with thefdfiof research is that it
is relatively young. A lot of solutions and early trials haween described in the
literature, but few of them are very in-depth or are investég further by other
researchers.

This thesis will show that choosing which positioning sintto use for a given

LBS is difficult. This will be revealed by using a simulatedseain which a com-

plex location based electronic tour guide is to be implemeirt a given museum.
To better understand the challenges faced by the posig@yistem supporting this
LBS, the first chapters will give a general introduction titioning systems and
technologies. When the case has been introduced, an ex@msilysis of existing
positioning solutions against the LBS requirements isqraréd. Finally, a tool

for choosing positioning system for future LBCSs and a psapof an improved

LBCS architecture are discussed.

1.1 Problem Statements

The goal of this thesis is threefold: First, it is to give aailed introduction to
the field of indoor LBCSs and their challenges. Second, ibiprovide some
tools that can help others in need for a positioning systewhtmse among the
many possible solutions that exist. Third, we will look fer @architecture proposal
that can be used by future positioning system developereabwlith important
challenges we have identified.

The general problem statement has been the following:

What kind of positioning system would best fulfil the requirements
of location based services used in indoor exhibitions?

In order to answer this statement, six specific problem staits have been de-
fined.

1. How is positioning done?

2. What technologies exist that may be used for positioning?

3. What are the requirements and challenges of positionisigsis supporting
LBSs in indoor exhibitions?
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4. Are there any currently available positioning systenas theet these require-
ments and challenges?

5. Is it possible to formalise the procedure of selectingtjmrsng system ac-
cording to given requirements?

6. Are there any severe limitations of existing LBCSs?

Statement number three above implies that we have to find bat the require-
ments of such LBSs are. We also need to know something ab®mprémises that
houses the exhibition. Thus, we have chosen to use a casptasheith gather-
ing such knowledge. The case used is the Norwegstnup Fearnley Museum of
Modern Art More on the use of this case will be discussed in section 1.2.

1.2 Method

The following methods have been used in this thesis to agdhesproblem state-
ments.

Theory Study An extensive theory study of positioning systems in gen¢re
sitioning techniques, wireless technologies, existingjtianing systems and loca-
tion based tour guides is carried out. Many technologictaitieare left out, the
goal is to get an overall understanding of the positionirgjesy research field, and
not how the technology is realised.

In the initial phase of the work with this thesis, much emjghasd effort was put
in finding state of the art literature. A recent brief searchthe main topics in
the thesis was performed, but revealed little new on the.fiticeems like the
field of indoor positioning has been “stabilised”, in thatreut research is mostly
concerned with improvements of existing solutions.

Case Study As stated in the problem statements section, we will neednext
sive information about LBS requirements and the exhibificemises where it will
operate, before we can evaluate if existing positioningitsmis can sufficiently
support this service. As a means for gathering all this mftion, we will use a
semi-hypothetical, or semi-simulated, case. As we are oioiggto implement or
develop a positioning solution, we don’'t need a real caseevtie customer spec-
ifies the requirements. Rather, we use a simulated caseewtecan add all the
requirements we want. The main advantage of using a sindutatse, is that we
can include as many details as possible, and by this incteagmssibility that the
case will provide valuable learning for future use. A reaeg@ypically includes
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some specific requirements that are not relevant to othetswe too few details
to be of any interest.

The case we will use is a mobile electronic tour guide in thewégian Astrup
Fearnley Museum for Modern Art. The reason for calling theecgemi-simulated,
is that we will use real premises and exhibitions, but thatréquirements for the
tour guide will be artificial, that is, made by us and not a cuorstr.

To get a better understanding of what is going on in the muséuterview and
observationwas used. A person with extensive knowledge about the musesnm
interviewed. She had been working as a receptionist ance@tithe museum for
several years. To complement the interview, two days wezatsp the museum,
with an exhibition change in between. How the exhibits werarayed, what kind
of artefacts there were, the number of artefacts, how vsib@haved and so on
were observed.

Analysis A requirements specification for a tour guide LBS based orcéise is
developed, and an analysis of existing positioning sahstiagainst these require-
ments is performed. Also taken into account is the speciémjses of the Astrup
Fearnley museum. For each system we assume that it is golmg used for the
LBS in the given museum, and evaluate how well the requirésree fulfilled. To
make it easier to draw some general conclusions from thesinatables are used
for representing the results in different ways.

1.3 Contributions

There are three main contributions in this thesis. Firgfiviés a detailed introduc-
tion to the field of indoor location based computing systebBdSs) in general,
with emphasis on the underlying positioning systems. Themavides an intro-
duction to the domain of indoor exhibitions and mobile elewic tour guide LBSs
used in these.

Second, this thesis provides a proposal of a tool calldéasion flow diagram
This is supposed to help others to choose what kind of paositipsystem they
should use, based on their LBS requirements and the premmisekich it will
operate.

Last, as a consequence of the problems with choosing thiepigitioning system,
this thesis suggests a new flexible architecture for futBE&s, based on the ser-
vice oriented architecture (SOA) concept. The goal of thihigecture is to make it
easy to substitute one positioning system with anotheh etfianging requirements
from LBSs.
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1.4 Related Work

A lot of positioning systems have been proposed, both aciadamil commercial.
These use a variety of different positioning techniquestanlinologies. The Ac-
tive badge system [4] from 1992 is among the first positiorspstems described.
It provided room scale accuracy for tracking people in arceffiuilding. Three
other systems followed, with the aim of solving differenattenges of the Active
badge system. Active bat [5] provided a much higher accuaacgntimetre level,
Cricket [6] focuses on solving privacy issues and removiirgsvfrom the infras-
tructure, and RADAR [7] tries to utilise already existing WN infrastructure for
positioning, removing the need for special infrastructcoenpletely. Since these
systems, the “Classic Four”, there has been a boom of oth&iats. Some posi-
tioning solutions have even been made with electronic taides and exhibitions
in mind, like in Cyberguide [8], Torre Aquila [9] and TaggedX0]. The short-
coming of most solutions is that they focus on only a limited &f positioning
requirements, or on a specific LBS.

Taxonomies have been developed to aid developers of lochtised services to
choose positioning system [11, 12]. This work include adfstifferent positioning
system properties that should be evaluated. This is vefyluse getting a deeper
understanding of a certain positioning system, but is lessable in cases where
help for choosing which positioning system to use should éed#d. This is
because it does not take into account the premises in whlsytstem is to be
installed, or how the building is used. Much emphasis shaldd be on the specific
domain the positioning system is a part of.

Architectures for LBCSs have been proposed in [13, 14, 16jvéVver, most of the
existing systems today are proprietary.

1.5 Document Structure

In addition to this introductory chapter, this thesis cetsbf six more chapters.

Chapter 2 starts with introducing a reference model for discussingdtion Based
Computing Systems (LBCSSs). It then gives an introductiotiédfield of position-
ing systems by evaluating their components, designs, giepeand how position-
ing can be done.

An overview of wireless technologies that can be used toempht a positioning
system is provided ighapter 3.

In chapter 4, existing positioning systems are described.

In chapter 5, an introduction to mobile electronic tour guides and posihg tech-
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nology for indoor exhibitions is provided, together with esdription of the mu-
seum used in the case study. A requirements specificati@veaped.

Chapter 6 starts with a detailed analysis of existing positioninguiohs accord-
ing to the requirements specification developed in chaptérh@n follows a dis-
cussion of the analysis results, which leads to our two Balso a decision flow
diagram that can help choosing positioning system for an,l2B8 a SOA based
architecture for future LBCSs.

Chapter 7 provides the conclusion of this thesis. It includes a disiturs of how
the thesis has managed to answer the problem statemergs pfdbntributions,
limitations of the thesis and future work.



Chapter 2

Location Based Computing
Systems

This chapter is an introduction to what we in this thesis @l Location Based
Computing Systems (LBCSs). As the use of the terms posiiaation, position-
ing systems and location systems can be confusing, we Willeléhese terms and
provide a three-layered reference model which will be ubeduighout the thesis
as a means for guiding the reader on which level in the LBCSlitrussed issues
are handled.

The bottom layer in our reference model is the positioningteay. This is where
the actual physical positioning occurs. Various issuesasitipning systems will

be described in detail in this chapter, to provide an undedihg of the issues that
are to be considered when working with such systems. Issleading to layer 2

and layer 3 in our model will be discussed in chapter 4 andteh&p

2.1 Introducing a Model for Discussing LBCSs

As mentioned in the introduction to chapter 1, the wardsitionandlocationare
sometimes used interchangeably. Others refer to “po8iéis point in space with
a specified 3D coordinate, and to “location” as a defined ptei@@ea with an as-
signed label [16]. Thus, any x,y,z triple in a given refereiggid, for example a
position on earth given by latitude, longitude and altituidea position. Positions
are often said to be physical, while locations as defined eloe said to be sym-
bolic. A system providing physical positions can usuallyalbgmented to provide
corresponding symbolic location information. An exampa e to find the near-
est printer given the physical position. In this thesis wik uge these distinguished
definitions of position and location:
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Layer 3
Location Based Services

Layer 2
Location System

Layer 1
Positioning System

Figure 2.1: A three-layered model for discussing locatiasdal services and the
technologies used to realise them

Position is a point in space with a specific 2D or 3D coordinate with
respect to a certain reference grid.

Location is a defined place or area with an assigned label.

We will also assume a three-layered model for discussingtime based services
(LBSs) and the technologies used to realise them (see figliye Phere are two
reasons for introducing this model:

1. It will help clarify how we distinguish a positioning sgsh from a location
system in this thesis, although they are often used integgwbly by others.

2. It emphasises the major components of an LBCS, and allevis iocus on
the interfaces between these.

Together, the three layers in our model constitute what wkoall a Location
Based Computing System (LBC®8Je will refer to this model and the respective
layers throughout the thesis.

Our model is similar to the Open System Interconnect (OSéremce model for
computer networks. It is a layered model, where each laydgdon the layer
below. Interfaces between the layers can be used to achemmipling between
different parts of a system, as a layer can be substitutecdmper without having

to alter components at other layers. Similar models aresalggested by others.
The six-layer_ocation Stacks a set of design abstractions for location systems for
ubiquitous computing [13]. Other models are the four-lagystem architectures
suggested in [15, 14].

With respect to LBCSs architectures, this thesis is cormmbmith achieving flex-
ible introduction of positioning systems, and flexible dgduction of LBSs. Our
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model is therefore a simplified version of the ones referoeabiove, focusing pri-
marily on flexibility between layer 1 and 2 and between layan8d 2. The other
models consider also internal organisation of what we nefexs layer 2, but this
is out of scope for this thesis.

By flexibility we mean that different positioning systemsauttbbe used in the pro-
visioning of location information to an LBS, and that new itiosing systems
could be added without the need for changes in the LBS. Fomnthineed a middle
layer, which takes care of translating positions (i.e. friv positioning layer) to
locations which can be used by the LBSs. Without this middiet, each LBS
would have to be designed to take advantage of positions &ach positioning
system.

The three layers of our model are described below, startitiytive lowest layer as
the other two build on this one:

Positioning SystemIn layer 1, we find the positioning systems. This is where the
actual, physical positioning occurs. Sensor hardware @anddvel software
gather raw sensor data, compute positions based on thegeaddtconvert
them to standardised physical position representatiorishwdre accessible
by layer 2. These representations could be for exampletxigles, or MAC
address pairs of receivers and sensed entities. We will tnoke at the
components and processes of the positioning layer in $e2ti In chapter
3 we will look at technologies that can be used for positignin

Location System The location systems in layer 2 are used to provide meaning to
physical positions provided by layer 1. This could be to gigymbolic label
to a position, like “close to object A’ or “in room B”, or to plghe position
on a map. The location system also maintains databases #paphysical
positions with symbolic locations and vice versa. This éemlservices on
layer 3 to make use of the position information.

Location Based Services (LBSs)n layer 3 we find the location based services
(LBSSs), like those described in the introduction to chafitdn chapter 5 we
will look closer at several such services, which togetherstitute a mobile
electronic tour guide.

2.2 Fundamentals of Positioning Systems

We will now look closer at the positioning systems in layen bur proposed three-
layered model. First, we will look at the components of suytams, and then we
will describe two different positioning system designs.eftollows an overview
of positioning system properties, we introduce the conétsgtsor fusion”, and
finally we will look at how positioning can actually be done.



12 CHAPTER 2. LOCATION BASED COMPUTING SYSTEMS

Object of

/ Interest (OOI)

N

iyt

D)
bbbl

) - - 7
L/S "\I'Arggils;nét(t;/?caend/or recetver @ Part of the infrastructure

Figure 2.2: Components of a positioning system

2.2.1 Positioning System Components

A positioning system consists of the objects that we wangterine the position
of, the objects of interest, and some infrastructure. olsject of interest (OOI)
could be an object that can move itself, like a human beingrémal, or a robot.
It could also be a dead artefact, for example a projector iaffice building, or a
heart defibrillator in a hospital.

Theinfrastructure typically consists of transmitters, receivers, compugngjties
and network(s). These will be described in the followingtisss.

It is important to note that what we want to know the positidrisache OOI, but
what we actually position is enobile deviceor atag carried by or attached to
the OOI [17]. The mobile device could be for example a harld-bemputer or a
mobile phone. The tag is typically a simpler and smallerceethat can be attached
to an OOl for the only purpose of positioning (see figure 2.2).

The mobile device or tag is normally only logically connette the OOI. This
means that when we know the position of the mobile device gruee can look
up the corresponding OOI in a database and assume it is inathe position.
However, it could be that for example two children wearingstawitch these, or
throw them away, and thus fool the positioning system.
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Figure 2.3: Remote-positioning vs self-positioning

2.2.2 Positioning System Designs

The objects of interest (OOIs) are associated with eitheeptsitioning infrastruc-
ture transmitters or the receivers, and this gives two wiffesystem designs [11,
12]. These are described in figure 2.3. rémote-positioning a. to the left in
the figure, the OOIls are associated with the transmittesyeceivers are placed
in the surrounding environment. The transmitters emitagithat are detected
by the receivers and sent to a central computing entity focgssing and position
determination. In &elf-positioning scheme, b. to the right in the figure, the OOIs
are associated with the receivers which detect signalgteminitom surrounding
transmitters. The computing is done by a device carried tattached to the OO,
which the receiver is connected to or integrated in. How thsitipning is done
will be described in section 2.2.4 on page 17.

By using remote-positioning, the burden of the computingi on the infrastruc-
ture. This means that the transmitter device or tag assakiaith the OOI could
be relatively simple, and thus typically use less powerghawaller form factor
and be less expensive than a device or tag in a self-posiastheme.

On the other hand, using self-positioning could help engurgacy. In systems
where human beings are being tracked, by positioning of aateghed to the
person or a mobile device known to be used by a certain pe@imacy is an
important issue. A location based computing system shouotigiolate any privacy
rights, and for a location based service to be accepted ampkeatl by its users
it also needs to be trusted. Gathered information shouldorotised for other
purposes than agreed upon in advance, and the user shouldebt durn the
tracking feature off at any time.
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2.2.3 Positioning System Properties

This section will review the properties of a positioningteys [11, 17]. These are
necessary to understand, as a positioning system requitersgecification for a
location based service typically is based on them, as wesedlin chapter 5, and
as they are used to compare different positioning systems.

Accuracy and Related Properties

Accuracy is the most obvious property to consider when evaluatingcangparing
different positioning systems. Accuracy is a measure ofctbeeness of one or
more positions to a position that is known and defined in teofman absolute
reference system [18]. “Absolute” means that it uses a shagference grid for
all the OOls, so that two objects at precisely the same plalteeport equivalent
positions. The known position is often referred to as the€'jposition”. Accuracy
is given in kilometres, metres, centimetres etc.

Precision on the other hand, is a measure given in percent, and is lmsead
relative reference system that is unique to the device rgatkie measurements.
For example, if the OOl is a lost valuable asset with an atddhansmitter, each
receiver device that is searching for it reports the olggmb'sition relative to itself.
Precision is a measure of repeatability, and it tells us hiteénave can expect to get
a given accuracy. For example, if 95% of a system’s positeatings are within
10 cm of the true position, it would be said to have an accucdd0 cm 95% of
the time, or 10 cm at 95% confidence.

The accuracy of position information needed vary from aggion to application.

For example, finding a nearby printer requires less accutayfinding a book in

alarge library [19]. In general, the accuracy and precisamuired dictate the cost
and complexity of the positioning system. Positioning ey that provide high
accuracy tend to require a lot of specialised infrastrgctor expensive mobile
devices.

Closely related to the accuracy of a positioning systemesutidate rate or po-
sition rate—how often the position of an OOI is computed. Higpdate rate is
crucial for systems which goal is to trace users or objectgaftime. Other sys-
tems can manage with lower update rates, but all systemddshauve an update
rate which matches the accuracy to capture as many changessible.

Another property that is related to accuracyataptive fidelity. A positioning

system with adaptive fidelity can “adjust its precision isgense to dynamic sit-
uations such as partial failures or directives to conseateety power” [11]. For
example, if a mobile device in a self-positioning systemdse® detect signals
from four different transmitters to compute its accuratsifian and it only receives
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Figure 2.4: Different transmitter coverages and configoinat

signals from two transmitters, it cannot compute its adeupmsition. However,
it could still know something about its position by knowindpieh transmitters it
receives signals from and where these are placed. Or, t@canbattery power,
mobile devices in a remote-positioning system could degrdlaeir signalling rate
when they are not moving.

Research has shown that as long as users are informed abaiaths of the po-
sition accuracy, precision and update rate, periods witlefgperformance are ac-
cepted. When the user is informed he can adjust his expatsaf20, 21]. Like-
wise, it is clever to represent the estimated inaccuracyosftipns to users, to
reduce confusion if for example a position showed on a mag doé match the
real world [22].

Scale and Scalability

The scale of a positioning system is another important ptgp&bjects can be
located worldwide, within a metropolitan area, throughautuilding, or within a
single room. A measurement unit that can be used to desaithe is the coverage
area per unit of infrastructure. From figure 2.4 we can seeeddifferent coverage
configurations. The crosses are transmitters with a coeeaaga given by the
radiusr. In a) we can see that there is one transmitter, which does not leoe g
enough reach to cover the whole room. OOQIs in the cornersdvmat be detected.
In b) there are four transmitters, but these have even smallerage so there are
still areas that are not covered (outside the circlesy) there are two transmitters
with longer reach, and we can see that the areas withoutagees smaller, and
that there is one area that is covered by both transmitteesiésl).

In addition to physical reach, scale includes the systebilgyato position several
objects simultaneously. In an office covering several flaoeslarge building, hun-
dreds of personnel and maybe thousands of items of equipmight be tracked.
A measurement of this ability is the number of objects théesygs able to position
per unit of infrastructure per time interval.
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Scalability denotes how easily a system scales, that is lagw i¢is to expand the
system either by physical coverage or by adding more and @@is. Typically, a
system is expanded by adding more infrastructure, whictbearery cumbersome
and expensive.

Easy Deployment, Integration and Configuration

A positioning system’s infrastructure should be easy tdalggo integrate into
the existing environment and to configure. Deployment is eneasy by small
amounts of transmitters/receivers and none or little giseid cabling. As we
will see in the next chapter, some positioning systems carallg take advantage
of existing computer networks as a means of determiningtipasi thus saving
a lot of work during implementation. In a system using tadgadited to OOls,
these should be small, lightweight, and wireless so thatanatf the objects is not
hindered and that they do not disturb the wearer. Transifitezeivers placed in
the environment and power cords and network cables shoulddigtrusive. When
the infrastructure is in place, the configuration of theaysshould require as little
manual work as possible.

Power Consumption

As we saw above, little specialised cabling makes deploymasier. Thus, several
positioning systems have wireless transmitters and/@ivers in their infrastruc-
ture [23, 20]. However, wireless devices need a power sptype&ally a battery
although alternative sources such as solar panels caneissel. In a large system
there will be a great number of transmitters and/or recsidestributed over a large
area, and maintaining batteries on all these could be a asmie task [4, 24].
Thus, a wired infrastructure network has the advantage siee@aower feeding
than a wireless infrastructure.

To minimise the task of replacing or recharging batteriesvvaless infrastructure
transmitters, the signal rate is a very important desigmeigd]. As we saw in the
discussion of accuracy and update rate (see 2.2.3 on pagligWgr signal rate
may lead to better accuracy. On the other hand, with loweasigte the batteries
will last much longer, reducing the task of maintaining thedme solution to this
problem could be to use adaptive signalling rat€see also adaptive fidelity in
section 2.2.3 on the page before). For example, in a systéeatd dactive Badge

(see section 4.1.1 on page 42), the signalling units in thigdms (tags) worn by
personnel have a light-dependent component that make thaweeakse the time in-
terval between emitted signals to save power when the badgk in a dark room

or a drawer. Another issue which affects power consumptdhé signal strength.
More strength gives longer range and better coverage, Quiress more power.
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Figure 2.5: The different stages in the life cycle of a positig system

Costs

Figure 2.5 shows the different stages in the life cycle of aitfmming system:

purchase, deployment, configuration, monitoring, maiigj, and reconfigura-
tion/extension. It is important to remember that costs isamby related to initial

hardware and software investments, but to all the otheestag well. The more
staff required in the different stages, the more expengieepbsitioning system
will be.

According to [11] the costs of a positioning system can bess=d in several ways,
not only by the most common use of the term which is capitaiscd3ther types of
costs can be time costs, space costs and incremental aostsme cases, limited
time or space available might be the main constraints wheosihg a positioning
system, not capital costs.

Limitations

All positioning systems have some limitations, which areyvienportant to be
aware of. Some systems will not function in certain envirenis, for example
indoors, and some systems need line of sight, that is, noulisins, between
the mobile device and the transmitters/receivers for comoation to occur. In
general, we assess functional limitations by considetirggcharacteristics of the
underlying technologies that implement the positioningtem. We will study
these technologies in chapter 3.

2.2.4 Position Sensing Techniques

To be able to understand positioning systems, we need to kiawpositioning
can be done. A great number of different positioning systerist, but the vast
majority of them are built on one of four basic techniqued t@n be used indi-
vidually or in combination to determine the position of ajeah. This section will
give an overview of these general techniques.
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Dead Reckoning

Dead reckonings a positioning technique that is based on the concept ettiim
and distance from a known starting point [25]. It was used éyigators in the
days of Columbus, and is used today for example by some GdbsfRB+receivers
when they temporarily lose contact with the satellites. FSaaeceiver will just
continue to use its current heading and speed to projedigo§26].

When dead reckoning is used in several steps, each stadinggepends on the
previous estimates made. This leads to increased possibflipositioning er-

rors. The strength of dead reckoning is that a large infuaitre is not required
to locate an object, but this also means that it relies onialmed equipment for
self-positioning.

Trilateration and Triangulation

Trilateration andtriangulation are positioning techniques that use the geometric
properties of triangles to compute an object’s position].[2Vhey differ in that
trilateration uses distance measurements in the computatihile triangulation
uses both distances and angles. The term “triangulatiooftén used about either
technique, but in this thesis we will use the two differemtrts to clarify which
technique is used.

Trilateration  Trilateration computes the position of an object by measyits
distance from reference points placed in known positionshelVwe know the
distance between an object and a reference point, we knowhthabject’s position
is somewhere on a circle with the reference point as centiletlan distance as
radius. If we also know the object’s distance to a secondeat® point, we get
another circle. The two circles intersect at two points, and of these points is
the position of the object. By measuring the distance tord tigiference point, we
get three circles which will intersect in only one point. 3s the position of the
object. Figure 2.6 on the facing page shows a position, theklddot, computed by
measuring the distance to the three reference points A,BCan

What we have just described assumes that the object and¢inerree points are in
the same plane. In three-dimensional space we have sphetead of circles, and
distance measurements to at least four reference pointe@uéeed. The object’s
position will now be given by the intersection of the four epbs.

Domain-specific knowledge may reduce the number of requiigdnce measure-
ments needed in trilateration. When facing geometric auityigone of the possi-
ble positions can often be eliminated by introducing sommala-specific rules.
For example, if a positioning system based on trilaterasarsed at only one floor
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Figure 2.6: Trilateration in 2D.

in a building, three reference points can be enough for tt@ensional position.
This is because one of the two possible positions given legtimtersecting spheres
will be on another floor of the building. This position couldsdy be eliminated,
and the fourth distance measurement is not required.

There are two main approaches to measuring the distanceiseedpy the trilater-
ation technique. These are by time of flight, or by attenuatio

Time of Flight Measuring distance using time of flight (TOF) means to measur

the time it takes to travel between two points of interestkatavn velocity.
One of the points may be an object moving away from the otharkabwn
velocity for a given time interval, but the more typical casavhere both
points are approximately stationary and we observe therdifice in trans-
mission time and arrival time of an emitted signal. To be dabldetermine
time of flight between a transmitter and a receiver, agre¢eout time is
necessary. This means that they have to be synchronised.

Attenuation The intensity of an emitted signal decreases with distarama the
transmitter. The decrease relative to the original intgrisithe attenuation.
If we know the original strength of the signal, and a functmmrrelating
attenuation and distance for this type of signal is knowncareestimate the
distance between a transmitter and a receiver. The degrmaditthe signal
is highly dependent on the surrounding environment, andregzapmodels
for path loss have been made for many typical situations, flik different
signals penetrating walls of different materials.

Velocity = Known direction and speed
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A quantity called thePosition Dilution Of Precisio(PDOP) is used to describe
the relative reduction in the certainty of a computed positiased on trilateration.
PDOP depends solely on the relative geometry of the OOI amtraimsmitters or

receivers of the infrastructure, and thus provides a meardetermining whether

that geometry will result in a well-defined or more uncergaisition measurement.
A low value of PDOP indicates a good relative geometry, aratigeved when the
transmitters or receivers are spread out in the environfd&iht

Triangulation  Triangulation uses angle measurements in addition to rdista
measurements to determine the position of an object. An pbeai® given in fig-
ure 2.7. Two reference points (A and B) are required, and tigéea between the
object to be positioned and a zero degree reference vectmdasured. In the figure
this vector is the same as the line drawn between A and B. Bykmgpone length
measurement, for example between the reference point$awhef sines can be
used to compute the position. Two-dimensional triangoiatiequires two angle
measurements and one length measurement. With three dimgnan additional
azimuth measurement is needed.

Proximity Sensing

A proximity based positioning technique determines whemwlgect is “near”, or
in proximity to, a known position. The object’s presencedssed using a physical
phenomenon with limited and known range. This could be bgatietg physical
contact, or by detecting wireless signals. Examples of tisé dould be pressure
and touch sensors like floor sensors or touch screens.

When detecting wireless signals, the accuracy of the positepends on the range
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of the device in the known position. If the range, and thuscibmerage areas, of
the devices in known positions are small, a large amount wicds are needed
to provide coverage of the entire environment. This couléXmensive and time-
consuming to deploy and maintain. However, many deviceb slibrt range in
known positions provide better accuracy than fewer dewidgdslonger range (see
figure 2.8). The coverage area of an infrastructure tramsms often called aell.

Scene Analysis

Visual scene analysis a positioning technique which uses features of a scene
observed from a particular point of view to draw conclusiatmut the position

of the observer or of objects in the scene [27]. For examgisevations made

by a head-mounted camera can be matched to features redom@ddtabase with
corresponding positions.

Signal strength profilingalso called fingerprinting, is another form of scene anal-
ysis. Signal strength from all transmitters in range aresueal and recorded in
certain positions throughout the area in which positionimgo take place. All
these measurements are stored in a database, togethehevilsdociated known
position. The position of a mobile device can then be deteethby measuring sig-
nal strengths from the transmitters in range, and compdhiese data with signal
strengths in the database.

The advantage of scene analysis is that the location of tsbjan be inferred using
passive observation and features that do not corresponédmegric angles or
distances. As we will see in the next chapter, use of wirdiessnology could

make distance and angle measurements a challenging taskliSadvantage with
scene analysis is that it is based on making empirical mpaéigch require a

large amount of manual work. In addition, changes in therenment can require
reconstruction of, or a completely new, data set. In fachyvironments change
so often that several datasets should be made in advancex&woiple, a data set



22 CHAPTER 2. LOCATION BASED COMPUTING SYSTEMS

representing a large office may vary greatly with the timeayf dr day of week.
On weekends there are much less people in the area, and dwakglays there are
much more people coming and going at 9 am and 4 pm than durink) owrs.
By using different datasets representing different sibuat better positioning is
possible.

2.3 Sensor Fusion

Sensor fusion is the use of information provided by sevéfi@rdnt sensor systems
in parallell. An example of extensive use of sensor fusiothérobot industry,
especially when researchers try to build robots that belilebuman beings. Such
robots are equipped with different specialised sensorsifianlating sight, hearing,
smell, touch, navigation, and so on. By using a combinatf@sensor technologies
with different capabilities, the quality of informationguided by the system can
be increased. In the domain of positioning systems, sensioif can for example
provide better accuracy.

The challenge with sensor fusion is that it requires a moneptex infrastructure,
is more difficult to manage, and may supply an applicatiot witntradictory posi-
tion information which needs to be managed in a proper wagtaseful. It would
be advantageous to hide details of the positioning from pi@ications, so that
different technologies can be used at the same time witlh@uapplication need
to now how to handle the different technologies, and to misénthe effects of
changes [11, 17]. This means that sensor fusion is the retlity of the location
system in layer 2 of our reference model, not the positiotéaygr which we have
described in this chapter.

2.4 Summary

In this chapter we have introduced a three-layered referemadel for discussing
location based computing systems (LBCSs) and the techieslaged to imple-

ment them. Then we discussed components, designs, pexpeatid techniques
for positioning systems at layer 1 in more detail. In the rehdpter we will dis-

cuss challenges with wireless technology and look at tHierdifit technologies that
can be used to implement indoor positioning systems. Annstateding of the un-
derlying technologies will help to understand the postied and limitations of

actual positioning systems.



Chapter 3

Indoor Positioning Technologies

In chapter 1 we saw that the satellite based Global Posiigp8ystem (GPS) does
not work well within buildings or in other areas where there ao line of sight to
at least four GPS satellites. Even if we could use the GP®yas it is indoors,
the accuracy of about 15 metres would not be sufficient in nagmications. This
is also true for mobile cellular technology (which works dads)—the accuracy is
too low for many indoor applications. Thus, researchersaeking other ways to
determine positions in indoor environments, based on essetechnology.

There are three major groups of wireless technologies cartynused for indoor
positioning, depending on which type of communications inmecthey are based
upon. The first group is positioning technologies that aetaon infrared light.
The second group consists of all the different technolotifiesare based on radio
transmissions. The third group is based on ultrasound.r Aftarief introduction
to wireless technology in general, this chapter will revigireless technologies to
see how they can be used for positioning. Understandingritierlying technolo-
gies is important because it explains the physical pogs#isiland limitations of a
positioning system. With regards to our three-layeredregfee model, we are still
at layer 1 as showed in figure 3.1 on the next page.

3.1 General Properties of Wireless Technology

To understand wireless technology, we need to know songethbout waves.
These are the carriers of information between transmittedsreceivers in a wire-
less system. By encoding information onto waves, they canskd for wireless
communication as in radio and mobile phones.

23



24 CHAPTER 3. INDOOR POSITIONING TECHNOLOGIES
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Location System
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Figure 3.1: This chapter will review wireless technologikat can be used for
indoor positioning. This is a part of the positioning layer.
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Figure 3.2: Wave properties

3.1.1 Waves

A wave can be described by its energy, wavelength, and freyugsee figure 3.2).
Energy is shown by the amplitude. Wavelength is the distéeteeen one wave
crest to the next, and the frequency denotes how many wastsdieat passes a
given point in a second. The measurement unit for frequencglled Hertz (Hz).
Depending on these properties, which are mathematicddyedy waves behave
very differently. For example, a wave with long wavelengtid &hus low frequency
needs less energy to travel, and is able to penetrate moegialsithan a wave with
high frequency.

The waves that are most commonly used for communicationlactr@magnetic
waves and soundwaves. Electromagnetic waves are relatddctoical and mag-
netic fields, and what distinguish them from other waves & they can travel
without a medium, through a vacuum as in empty space.
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The most commonly used electromagnetic waves for commiimicare radio
waves and infrared light waves. The radio waves have wawghsrfrom longer
than a football field to shorter than a football, and are usedatry signals for
radio, television, mobile phones etc. Infrared light waaes divided in the longer
far infrared wavelengths with size of a pin head, to the smarear infrared with
size like cells in our body—microscopic. The first group isuatly thermal heat
like the red we can see from a fire, while the near infrared agbe felt and is
what is being used for example in TV remote controls.

Sound waves differ from electromagnetic waves in that tleyraechanical waves,
which means that they need a medium to travel through, suelr,asater, metal
etc. Sound is a compression waveform, and is created by bmetiin of some
object, and detected when the sound wave causes a sensbrateviHowever,
sound has the standard characteristics of any waveformaifipditude of a sound
wave is the same as its loudness, and the frequency is hovohigiv the sound is.
The speed of sound in air is approximately 344 metres/seabimbm temperature.

The human ear is capable of detecting sound waves of frempsebetween ap-
proximately 20 Hz to 20 000 Hz. Sound with a frequency belowH20s known

as infrasound, and sound with frequency above 20 000 Hz iwkras ultrasound.
As we will see later in this thesis, ultrasound is used by maosjtioning systems.

3.1.2 Propagation Mechanisms

Wireless communication is more difficult than wired comnuaions because there
are so many obstacles and changes that affect the signaleiorwly from the
transmitter to the receiver. The four basic wireless prafiag mechanisms are
described below:

Reflection Reflection occurs when a wave hits an object that is large eoadpto
the wave’s wavelength, and results in the wave bouncingheffsurface of
the object.

Refraction Refraction is the change in direction of a wave due to a change
speed. This is most commonly seen when a wave passes fromegtiam
to another.

Diffraction Diffraction occurs when waves are obstructed by a surfate stiarp
edges. The waves will bend around such obstacles, like tmeicof a wall.

Scattering Scattering occurs when a wave hits objects that are smalbamd to
the wave’s wavelength.

This means that how a wave will behave when hitting an obstdepends on its
properties (energy, wavelength and frequency) compar#itetobstacle’s proper-
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Figure 3.3: Examples of reflection, refraction, and diffiac

ties (size and material). It should be noted that in somescasedepend on these
mechanisms, they are not only negative. For example, diffna could help us
reach areas which without it would have been dead-spots.

The effects of the propagation mechanisms are as follows:

Multipath Different signal components may travel by different patisfa trans-
mitter to the receiver. The components experience diffedefays, hence
they won't reach the receiver at the same time. This requldistorted ver-
sion of the transmitted signal at the receiver. This is alehgk for example
when using time of flight, which we discussed in section 2dh4age 19.
Pulses traveling indirect and hence longer paths shouldrmeéd, but this
is made difficult by the fact that the direct and indirect psl#ook identical.
This has to be dealt with, and one solution is to statisiicatlne away re-
flected measurements by aggregating multiple receiverasaorements and
observing the environment’s reflective properties.

Multipath within buildings is strongly influenced by the tayt of the build-
ing, the construction material used, and the number and dfjebjects in
the building.

Shadowing Signals blocked by obstructing structures.

Attenuation The strength of waves decrease with distance between titbasm

and receiver. The transmitter’s power and the receivenisigeity determine
the distance over which they can communicate. In sectiod 212 page 19,
we saw that attenuation can be used to determine distanceevdq in en-
vironments with many obstructions, measuring distanceguaitenuation is
usually less accurate than by time of flight, due to the sigmapagation
mechanisms described above. These effects cause theatitbento corre-
late poorly with distance.
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In other words, the typical problems faced are signals treat@ weak to be de-
tected by the receiver, dead-spots, noise and interfer&¥eevill look at frequency
regulations to minimise interference problems in the negtien.

3.1.3 Frequency Regulations

The transmitters and receivers involved in wireless comioation are tuned to
operate in a given frequency range. The frequency spectaad by wireless
technology is highly regulated, and can be seen as a hirglfamahe wireless
industry. But, at the same time regulation is necessarydping with interference
problems.

Until 1985, vendors had to apply for frequency licenses terafe their wireless
products. Then, the Federal Communications CommissiorCfFE the United
States authorised the Industrial, Scientific and MedicaM) frequency bands at
2.4GHz for unlicensed spread spectrum and wideband conatioris use. This
accelerated the development in the wireless industry [28].

3.2 Infrared (IR)

Infrared wireless communication makes use of the invissiplectrum of light just
below red in the visible spectrum. This means that IR compatian is blocked
by obstacles that block light—almost everything solid. rénéd can be used in
communication outdoors with Gbit/s data rates, for exanpleonnect local area
networks in different buildings. But, in such cases lasended as the optical
source, and this is not suitable for most indoor use becalge @otential safety
hazard and high cost. The optical source normally used nsdisdight emitting
diodes (LEDs), similar to those used in the remote contrbosumer electron-
ics. Thus, IR modules can be small, low cost and consume fitilver. Since IR
signals cannot penetrate through walls, it is suitable émsi&ive communication
because it won't be accessible outside the room or buildifigere are no restric-
tions for using the infrared frequencies.

IR is used in two different ways, direct IR and diffuse IR. Asexample of direct
IR we give an overview of the IrDA standard. Then follows aewew of diffuse
IR.

3.2.1 IrDA

One method for infrared communication has been specifiedchdyrifrared Data
Association (IrDA) [29]. This method has become a recoghisendard com-
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monly called just IrDA, and is the one used by most mobile gscend notebook
and hand-held computers. IrDA is a point-to-point ad-had@a dieansmission stan-
dard designed for very low-power communications. It usesctliR, which means
that line of sight is required—the communicating devicestgee" each other.
IrDA operates over a distance of 0 to 1 metre at speeds of up tdlbs, soon to
leapfrog from 100 to 500 Mbps. With its narrow 30 degree anglee IrDA is best
suited for point-and-shoot style applications, since tissially required that the
devices engaged in communication are aligned with (poiatg@ach other. This
implies that IrDA communication is between two devices aiheetonly, since a
single access point cannot be shared by several users.

3.2.2 Diffuse IR

When using diffuse IR, the transmitted IR signals are steortigan those used for
direct IR, and thus they have longer reach (9—12 metres) [BOaddition, wide
angle LEDs are used, which emit signals in many directiorescaBse the signals
are easily blocked and reflected, they will bounce arounddben. This means
that diffuse infrared allows many-to-many connectiongsloot require direct line
of sight, and can be uni-directional or bi-directional. &irinfrared light doesn’t
travel through walls, diffuse IR is suitable for connectohgyices which are in the
same room. The effective range of diffuse IR limits cell sit@small- or medium-
sized rooms, so that in larger rooms, multiple infrared senmust be used [11].
It should be noticed that although diffuse IR works withdoelof sight, the data
rate decreases severely in such cases.

One problem with diffuse infrared systems is that they hdffecdlty in locations
with fluorescent lighting or direct sunlight because theardd emissions these
light sources generate may interfere with the signals [Ahpther problem is that
diffuse infrared links often create delays, since it takagtfor the signals to travel
to the wall or other objects that causes reflection and gé¢ toathe destination.

3.2.3 IR-based Positioning Systems

IR-based positioning systems tend to use proximity detedily monitoring wire-
less cellular access points. Positioning systems baseutemt (R typically rely on
a human user taking explicit actions for positioning to acdue to the short range
and the requirements for line of sight and device alignm&hen using diffuse
IR, the user can remain passive because the IR signals tat®around the room
will find any present IR receivers on their own. This also nsthiat diffuse IR can
be used where there are no human user, for example in a systérh lecates
equipment tagged with IR receivers.
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3.3 Radio Frequency (RF)

A very important characteristic of radio waves is their ipito penetrate solid,
non-metal objects. This implies that there is no line of siglguirement between
RF transmitters and receivers. It also implies that RF comiaation is not inher-
ently secure, and that it is subject to uncontrolled interiee. Special care must
be taken to avoid this and to protect sensitive communigati@st, RF transmit-
ters and receivers typically consume more power than IRcdsyiand most part of
the radio frequency spectrum is strictly regulated, so F&dfication is required.

3.3.1 The 802.11 WLAN Family

The IEEE 802.11 Wireless Local Area Network (WLAN) standevas ratified in
June 1997 [28]. The standard defines the protocol and cobfgatterconnection
of data communication equipment via the air in a local aréevork (LAN) using

the carrier sense multiple access protocol with collisisoidance (CSMA/CA)
medium sharing mechanism.

Two configurations are specified in the 802.11 standard:cadahd infrastructure.
The ad-hoc mode enables mobile devices to communicatelgiveithout the use
of an access point, like a peer-to-peer network. All statiare usually independent
and equivalent, and no infrastructure is needed. Such aoneta/ closed, with no
access to the Internet. In the more commonly used infrasteianode, access
points bridge mobile stations and the wired network. Theoradnge and the
surrounding environment of an access point determinesaberage area, or cell
size, for that access point. By placing the access pointhabtheir coverage
areas overlap, the mobile stations can seamlessly movebetthe access points
without losing network contact. This is called roaming. Andaff occurs when
the mobile station goes from one access point to the next.ofopol has been
specified which standardises this handoff information,hst &iccess points from
different vendors can communicate with each other. A siagieess point can
support a small group of users.

The 802.11 standard can use either infrared or radio as gatysiedium. The
type of infrared transmission used is diffuse infrared hvéttypical range of 10
metres. This, and the fact that the communication qualitseissitive to the en-
vironment (e.g. the number of reflected surfaces and linaghtt paths), limits
the use of infrared and is the reason why vendors usuallytaddp as commu-
nication medium. The standard specifies two different rddiquency physical
layers, both primarily operating at the 2.4 GHz ISM band:ebirSequence Spread
Spectrum (DSSS) and Frequency Hopping Spread SpectrumJFHS

1The Inter Access Point Protocol (IAPP) specified by the 8Dxbmmittee
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IEEE 802.11b

In September 1999, the IEEE 802.11 standard from 1997 wasadiffirevised [28].

The new standard was called 802.11b, or 802.11 High Rattll tigerates on the
2.4 GHz frequency band, but provides a data rate up to 11 Midhdallback rates

of 5, 2, and 1 Mbps. This standard also promises interogéyagimong products

of different vendors, and the 802.11b networks have suftdBssonquered the

WLAN market and are widely used in homes, cafes, airportglsoand at univer-
sity campuses. But with such widespread use, interfereradd@gms within the 2.4
GHz ISM band become a major issue. Bluetooth devices (tosmusised in sec-
tion 3.3.2 on the next page) and a lot of medical and housedmigpbment also use
this frequency band, e.g. cordless phones and microwavesoéis interference
issue and the wish for even faster speed led to the spedaificafian additional

standard, the 802.11a described in the next section.

Performance measurements indicate that the 802.11b datalosvs down sub-
stantially the greater the distance between the accessauirthe mobile station.
The maximum data rate of 11 Mbps is typically achievable upGo+ feet. Be-
tween 100+ feet and 175+ feet the data rate is typically 5.5dviand from 175+
up to 225 feet the data rate is 2 Mbps. The 802.11a and g in tlogvfiog sections
are also subject to a such decrease in data rates with distangeneral, the data
rates of all three standards are considered to be 50-10@snetr

IEEE 802.11a

The IEEE 802.11a standard was approved in September 1998ahgtian to the
intereference problems in the ISM band [28]. This standa&kuhe 5 GHz fre-
guency band, which means that it is not compatible with 802.1t uses Orthogo-
nal Frequency Division Multiplexing (OFDM), which providelata rates up to 54
Mbps and beyond. Required speeds are 6, 12 and 24 Mbps witmapspeeds up
to 54 Mbps. But this high data rate is only achieved with a ealegs than 25 feet.
The data rate then gradually decline with distance. The loaaw with this stan-
dard, in addition to the incompatibility with 802.11b, isatthe 5 GHz spectrum
is not license-free in all countries. This led to yet anotstandard, the 802.11g
described in the next section.

IEEE 802.11g

The 802.11g standard was ratified in June 2003 to enhancedth&1® technol-
ogy. Two optional modulations were specified, Packet Bir@oyvolution Code
(PBCC) which supports 22 Mbps and 33 Mbps for payload datg eatd OFDM
which supports at most 54 Mbps. These are both compatible&0i2.11b.
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WLAN as Positioning Technology

As with IrDA, the different WLAN standards were not desigrteddetermine po-
sition of mobile devices. But still, these wireless netwtgkhnologies can offer
sufficient position determination to be useful in many larabased services. The
big advantage of using WLAN to determine positions of mob#gices in the net-
work is that the infrastructure is often already in placec¢siwireless networks has
become so common. In addition, the cost of the access paitthmabeat; it seems
like vendors are practically giving away Wi-Fi access pairdn the other hand, as
with any wireless LAN application, potential performancgchdation should be
taken into account. A location based computing system iesdke transmission
of overhead packets over the wireless LAN in order to implenpositioning al-
gorithms. This additional overhead may significantly lesgeoughput available
to users. Thus, a solution that minimises the transmissigrackets should be
sought. Also, because of the large physical range, Wi-Firtelogy consumes a
lot of power, limiting its use in many small battery-powemdbile devices.

WLAN access points could be used for proximity sensing, leatlise of the wide
range of WLAN access points the accuracy would be coarsaegtaand not very
useful for indoor location based applications. Thus, as wesee in chapter 5,
most WLAN based positioning systems are based on scenesanalyd signal
strength profiling, or trilateration using attenuation @eaimine distances.

3.3.2 The 802.15 WPAN Family

IEEE 802.15 is the IEEE working group for Wireless PersonedaANetworks
(WPANS). This group is developing standards for short-eapgrsonal wireless
networks consisting of devices such as PCs, hand-held ark@pcomputers, mo-
bile phones, next-generation pagers, digital cameraepwidmeras, and other de-
vices.

Bluetooth (IEEE 802.15.1)

The IEEE 802.15.1 standard, based on Bluetooth v1.1, is d-sdnge wireless
voice and data communications protocol which employs RRrtelogy [31]. The
Bluetooth project was begun by Ericsson in 1994, and thetBaile Special Inter-
est Group (SIG) formed in May 1998 to develop an open spetiditéor globally

available short-range wireless RF communications.

Bluetooth operates in the unlicensed 2.4 GHz spectrum, amst oope with in-
terference from IEEE 802.11 (see 3.3.1 on page 29), babytorengarage door
openers, cordless phones, microwave ovens and other RF waications tech-
nologies which also use this frequency.
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The Bluetooth network model is one of peer-to-peer comnaiitins based upon
proximity networking (see 2.2.4 on page 20). When two Bla#tcenabled de-
vices come within range of each other, they can establistuat8bth link, where
one device acts as master and the other as slave. Any Blhetqaipped device
can assume either role. The connection establishment ggaan take up to 10
seconds, but it can often be accomplished in less than 5.

A master may communicate with up to 7 “active” slaves and Bb®“parked”slaves.
These devices are said to form a piconet. The use of parked,niwat the slaves
maintain synchronisation but do not listen for transmissirom the master, al-
lows the master to communicate with the whole piconet by asghng active and
parked slaves to maintain up to seven active connectionparked mode slaves
are less responsive, but it permit greater power consernaiihe master-slave rela-
tionship is important for low-level communications, buigeneral devices operate
as peers to each other.

When two or more piconets partially overlap in time and spacscatternet is
formed. This topology provides a flexible method by whichides can maintain
multiple connections. This is especially useful for mobiévices which frequently
move into and out of proximity to other devices.

Bluetooth is designed to be a very low power technology, egtimated nominal
power at 100 mW although this is product dependent. Nominklrange for the

standard 0 dBm Bluetooth radio is approximately from 10 crbGanetres, omni-

directional, but power amplified 20 dBm radios with rangelofa 100 metres are
also possible. The 1.0 specification focuses on 10 metrerdrte Bluetooth data
rate is currently 1 Mbps.

Bluetooth as Positioning Technology The Bluetooth SIG has several working
groups that focus on specific parts of the technology or opating services.
One of these groups are the Local Positioning group, whiestigates the use of
Bluetooth wireless technology for positioning.

Like mentioned in the previous section, Bluetooth is bageohuproximity net-
working. Bluetooth devices form mini-cells, and when ernosgch cells are in-
stalled, the position of a transmitter can be given by kngwitnich cell it is com-
municating with. However, as we will see in the next chaéuetooth can also
be used in trilateration and scene analysis systems.

Bluetooth has with its omni-directional characteristiolpgems discovering the in-
tended recipient. A Bluetooth device must perform a timscoming discovery
operation that will find many of the other devices in the roo@lose proximity

to the intended recipient will not help. The user will be fdcto choose from a
list of discovered devices. Choosing the proper device efitn require special
information from the other person (e.g. 48-bit device adsli@ friendly name).
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The advantages of Bluetooth are that in addition to posiimrinformation it
also provides some limited data communications, about TQ® Kvs. 11Mbps
in 802.11), and that two devices communicating don't neetidaligned, they
don’t even have to be visible to each other so they can beferdift rooms.

The biggest disadvantage of Bluetooth technology is thadqtires a lot of rela-

tively expensive receiving cells. The greater the numbegetl, the smaller the
size of each cell and hence greater accuracy, but more getsise the cost of pur-
chase and installation. Another consideration is the neddve a host computer
to support the Bluetooth radio to be located, so it is culyantpractical to locate

objects that don’t have a built-in computer.

It is expected that Bluetooth hardware is likely to remainrerexpensive than IrDA
hardware owing to the complexity of the underlying techggl|although the cost
difference probably will narrow over time. Current prices &in IrDA module
versus a Bluetooth module is about 2 and 5 USD.

Because of the 2.4 GHz spectrum which Bluetooth is usinggoaiicensed, new
uses for it are to be expected, and as the spectrum becomeswvidety used, radio
interference is more likely to occur.

IEEE 802.15.4 and ZigBee

The IEEE 802.15.4 specification defines the physical and M&y@rs of a low-
complexity, low-cost, low-data rate solution which makesltirmonth to multi-
year battery life possible. It is operating in three unlsexh frequency bands, 2.4
GHz and 915 MHz for North America, and 868 MHz for Europe. Thhieved
data rates for the different frequencies are 250 kbps (up to&res), 40 kbps, and
20 kbps. The IEEE 802.15.4 standard was first released in, 20@Bupdated in
2006 [32, 33].

The ZigBee standard provides network, security, and agipdic support services
operating on top of the IEEE 802.15.4 specification. It isatd of autonomously
connecting over 64 000 nodes in a network, consisting of etmrks with 255

nodes in star, cluster, or mesh topologies. As ZigBee nodasoperate at dis-
tances ranging from 5 to 500 metres depending on the surimy@thvironment,

very large networks are possible both regarding large numifdevices and large
coverage areas. Range is easily adjusted with power[34].

There are two different physical device types used for ZggBedes, called Full
Function Device (FFD) and Reduced Function Device (RFDgithfferent char-
actersistics are showed in figure 3.4 on the following pagea ZigBee network,
at least one FFD is required, to act as a network coordin&inice these devices
consume more power than the RFDs they are generally linengowe
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Reduced Function Device (RFD) Full Function Device (FFD)

Limited to star topology Can function in any topology

Cannot become network coordinator |Capable of being network coordinator
Talks only to network coordinator Capable of being a coordinator
Simple implementation Can talk to any other device
Generally battery powered Generally line powered

Figure 3.4: ZigBee physical device types

ZigBee is designed for low-duty-cycle networks, where rsosfgend much of their
life asleep. A typical conversation between two devicesgaly takes a few mil-

liseconds, allowing the transceiver to go back to sleepkiyicThus, nodes use
very little power, and can operate for years on a pair of alkahA batteries with-

out any operator intervention.

A basic ZigBee node is very small, has low complexity, lowtcdsconsists of a

multichannel two-way radio and a microcontroller on a séngiece of silicon, and
could be delivered in a plastic package the size of a pinkgefimail. Retail price of

radio tranceivers compliant with the standard is rapidigrapching $1, and single-
package radio/applications processor/memory produetswarently about $3 and
will probably continue to fall with increasing volumes. Tfiest ZigBee products

are expected in stores in 2007. Potential applicationsearecss, interactive toys,
smart badges, remote controls, and home automation.

Ultra Wide Band (UWB) and IEEE 802.15.3a

The term ultra wideband (UWB) was first used by DARPA in 1988t Be tech-

nology behind the name has been known since the 1960s aspsitettechnology,

in which the basic concept is to develop, transmit and recaiv extremely short
duration burst of radio frequency (RF) energy. These buesigesent from one to
only a few cycles of an RF carrier wave, and the resultant feanes are extremely
broadband. Duty cycles are very low, resulting in low averagergy densities.
The pulses are typically generated by impulse- or stepexkeintennas and filters.

The conventional definition of UWB described above is quitkke modern UWB
variants. From 2002, the FCC came up with a new, broader defirof UWB,
which defines UWB as a RF signal occupying a portion of theufeagy spectrum
that is greater than 20% of the center carrier frequencyastahbandwidth greater
than 500 MHz [35, 36, 37].

From the two definitions above we can see that UWB is a comratiait chan-
nel that spreads information out over a very wide portionhef frequency spec-
trum [38, 39]. This allows the UWB transmitters to consumeyudtle transmit
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energy, while transmitting large amounts of data. In addjtiUwWB will not in-
terfere with existing RF systems if proper designed, hak higltipath immunity,
will be low cost like Bluetooth components, and will enabéalips to fit within
small-size devices. UWB is proposed as a wireless replateofewired USB
and Firewire standards used among devices in a personahetwark. Wireless
connection for multimedia applications requiring in exxed 100 Mbps can be
realised.

There are few technical hurdles for UWB, but it faces severgulatory hurdles
in regard to interoperability. The FCC approved low power BWith maximum
radiated power of -41.3dBm/MHz to operate in an unlicengetisum from 3.1
GHz to 10.6 GHz in the US in February 2002. The strict poweitétion is in
order to limit the interference with other communicatiorsteyns. There are lim-
ited adoption by other regulatory agencies around the wdgdrope and Japan
approval is in the process, while others are waiting to see b@/B performs in
the US.

There are currently two competing UWB specifications thét bope to eventually
be defined as the IEEE 802.15.3a standard (member of the WaAN/j. Which
one, if either, the standard group chooses is not yet knomdhhaw widely UWB
will be adopted in the future is uncertain.

The main difference between the two competing UWB specifinatis the way
in which they spread the data signal across the frequenatrepe The Multi-
band OFDM Alliance (MBOA) special interest group uses OFDOké 1802.11a
and 802.11g, while the former Motorola subsidiary Frees&admiconductor uses
direct sequence technology.

UWSB as Positioning Technology UWB technology has been shown to possess
a unigue advantage for high accuracy positioning, evendmptiesence of severe
multipath, by the use of short-pulse RF waveforms which [tesinturate determi-
nation of the TOA and the time of flight of a burst transmisdimm a short-pulse
transmitter to a corresponding receiver. This requireighesensitive, high speed
detection circuitry at the receivers. With distances comegdrom the time of flight

at several receivers, the position of the UWB transmitter lwa determined by tri-
lateration, as we saw in 2.2.4 on page 18.

3.3.3 Radio Frequency Identification (RFID)

Radio frequency identification (RFID) is a generic term ugedescribe a system
that transmits the identity of an object or person wirelessing radio waves [40].
It is grouped under the broad category of automatic ideatifio technologies.

The RFID technology is most commonly used to automaticalgntify objects
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Passive RAD Active RAD
Tag No transmitter Transmitter
No power source Own power source
Draws power from reader |Broadcasts signals
Frequency (124,125, 135 kHz 455 MHz
13.56 MHz 2.45 GHz
860-960 MHz 5.8 GHz
2.45 GHzand more
Range Fewcm—-9m 20-100m
Cost 20 cent—several dollars  |$10 and up

Figure 3.5: A summary of passive vs active RFID

in large systems. RFID-tags are attached to all the objects System that the
owners want to keep some information about, so that thignmdtion easily can be
retrieved and used later. The RFID-tags consist of a miguaghich can typically
store up to 2 kilobytes of data, and a radio antenna. A reaeldcel is used to
retrieve information from the tags, and depending on the tsgd between 20 and
1,000 tags can be read each second. The best tags also vemtivefyy even when
situated within one-half inch of each other [41].

There are two broad categories of RFID systems: active assiyga These are
summarised in figure 3.5. The passive RFID systems use pd8BiD tags, which
have no transmitter and no power source. They work by drawavger from the
reader, which emits electromagnetic waves, and comm@siéest data by reflect-
ing back energy to the reader. In contrast, the active tagd irsactive RFID
systems have a transmitter and their own power source. Tloaglbast signals for
all the readers within range to read. The range is typicayvieen 20 to 100 me-
tres for active tags, while the passive tags have read rdrgasa few centimetres
up to about 9 metres. The cost of passive tags ranges fronm2@ben bought in
large volumes to several dollars with special packagingleathe active tags can
be $10 to $50 or more. These tags are not mass-produced émiangbers, so they
are typically used in in-house systems where the tags casused.

RFID systems use low, high, ultra-high, or microwave frewies. Active tags
usually operate at 455 MHz, 2.45 GHz, or 5.8 GHz, and passige tises 124,
125, 135 kHz, 13.56 MHz, 860-960 MHz, and 2.45 GHz and othdise dif-
ferent properties of these frequencies make them usefuliffierent applications.
Higher frequency gives better range but is harder to cobohuse energy is sent
over long distances and is easier reflected. The radio waredaunce off sur-
faces and reach tags you did not want to read. RFID signalsbaagubject to
interference from machinery or other RF-based systemdobuwinately not from
802.11-systems.
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RFID as Positioning Technology Passive RFID tags can only be located by as-
sociating them with the reader that reads them. If high aguis required and
the readers are not carried by a person, the system needsfaré@ders, which
make the system expensive. Active tags can act as tranggontiech broadcast
only when near a reader, or they can act as beacons whichdasiaalt pre-set
time intervals. The beacon functionality makes it possiblese RFID in real-time
systems where the precise location of objects needs to bieetta The readers
are placed in known positions, read the tags, and transhmtday id, it's own
id and a time stamp to a host computer system which can trackhfects. The
most common RFID applications are asset-tracking, maturdag, supply chain
management, retailing, payment systems (e.g. road tal) security and access
control.

3.4 Ultrasound (US)

Ultrasound does not penetrate solid walls, and does noireetine of sight be-
tween the tags and the detector. Ultrasound waves are meahasaves, and do
not interfere with electromagnetic waves. The ultrasougdals have relatively
short communications range [42].

The disadvantages of a system using ultrasound are losgraflsiue to obstruc-
tion; false signals due to reflections; and interferencenfhigh frequency sounds
such as keys jangling. There are commercial systems whildle sleese prob-

lems with great success, but these systems are expengieglity costing over

$15,000 [43].

Ultrasound as Positioning Technology Positioning with ultrasound is suitable
for both proximity sensing and multilateration. Espegidtir applications where

room scale accuracy is sufficient, proximity sensing witinasiound is very effec-

tive since ultrasound does not penetrate walls. Such uséabke for personell and
asset/equipment tracking in large buildings. In additibe, fact that ultrasound is
relatively short range can be an advantage in such a systsrauge large halls or
open areas can be divided in several zones, thus givingr lzetterracy [42]. On

the other hand, it can be expensive to cover a large buildittythis solution.

In systems where high accuracy is required, multilatenaic2.4 on page 18 can
be used to achieve centimetre accuracy. Distances ardataltlby measuring
ultrasound time of flight. For very high accuracy, severatdiinfrastructure sta-
tions must be used, increasing cost and complexity. Theidecjes typically used
are 40-75 kHz, permitting accurate transmitter-receivsadce measurements at
ranges up to 10 metres [17]. The lower bound of frequencias dan be used
are limited because we want to use frequencies above thasbumans can hear,
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while the upper bound is restricted by the absorption ofstiund in air which
increases with higher frequencies.

The speed of ultrasound in air is about 340 m/s at room terhperaThis is rel-
atively slow compared to electromagnetic radiation in vewat almost 300 000
000 m/s, commonly called just speed of light. The slow speativo main effects
for ultrasound lateration [17]. First, ultrasound latematsystems do not need to be
as complex as those using radio frequency, because timitgwith microsecond
resolution are sufficient for sub-centimetre accuracy. Fi&eration systems a
timing error of only 1 nanosecond gives a distance measureareor of 30 cm.
Second, position readings can have a time lag of tens ofseniltinds, but this is
still sufficient for most location based servics.

Precise distance measurements require sensitive US sehbgbsuch sensors react
to ultrasonié noise and high-energy sound pulses from for example malfmc
ing fluorescent lights, people jangling keys, and slammiagrsl. Accurate dis-
tance estimation therefore requires good outlier rejacticethods to prevent use
of bad distance measurements [20].

Another advantage for indoor tracking is that it does notinexjine of sight, so that
objects that are hidden or located in drawers or filing cabisgll can be tracked.
But when there is no line of sight, distance measurementauitilateration gives
reduced accuracy.

3.5 Other Positioning Technologies

3.5.1 Electromagnetic Sensing

Positioning systems based on electromagnetic sensingroaidg very high ac-

curacy and precision, on the order of less than 1 mm spasaluton, 1 ms time

resolution and 0.1 degrees orientation capability [11]ctSsystems are mostly
used by people working with virtual reality and motion captfor computer ani-

mation. The main reasons for not considering this techryofogher here are that
the implementation costs are very high, the tracked objéditt attached sensors
must be tethered to a control unit and hence is not completelgile, and that

such systems typically works in specialised, controlledrenments.

2According to www.dictionary.com, the term “ultrasonicas adjective which describes some-
thing utilising ultrasound.
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3.5.2 Optical Systems

Optical systems either use a set of cameras placed at stétits [in the environ-
ment to monitor objects in that environment, or the camerasatached to an
object so that the object’s position and orientation can dterchined relative to
static points placed around the environment [17]. Difféeraethods for computing
positions using these schemes can be used, but they wilbndisbussed here. Al-
though levels of accuracy and resolution similar to thoseleftromagnetic track-
ing can be achieved, the disadvantages of optical systerke tham unsuitable
for most but a few types of applications. The cameras redimecof sight, need
substantial amounts of processing power to analyse capftames, tend to be
expensive and mechanically complex, and are most usefutllhaenstrained en-
vironments.

3.5.3 Detecting Physical Contact

As we saw in section 2.2.4 on page 20, one of the methods fairpity sensing is
to detect physical contact. For example, there exist systehich have embedded
pressure sensors in the floor [11, 5], and by capturing fepssbr by analysing
the distribution of weight across the floor, the presence @fing objects can be
inferred. The major advantage with these systems is thahg® ar devices are
needed, but they suffer from poor scalability and high inmeatal costs to install
the pressure sensors. In addition, they can only providediwensional position-
ing, and it is hard to distinguish objects from each othehedsystems may use
touch sensors, but these also suffer more or less from tlaehdiatages already
mentioned.

3.6 Summary

We have now reviewed wireless technologies that can be wséddoor position-
ing. These are divided into three groups, based on whichigddysarrier they
use: infrared, radio or ultrasound. An understanding ofdifferent technologies’
characteristics is necessary for understanding pogmbijlichallenges and limita-
tions in positioning systems. In the next chapter, we widld@loser at positioning
systems used by existing location systems.
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Chapter 4

Existing Indoor Location Systems

From reading the previous chapters, we have learned abeutatsics for under-
standing positioning systems. In chapter 2 we learned atha&it components,
designs, properties, and how they actually can decideipisit In chapter 3 we
studied wireless technologies and how these can be usedditioping.

In this chapter we will finally examine existing location sms that have been
described in the literature or that are commercially abddla With reference to

our three-layered model, we are talking about layer 1 andrl&y as shown in

figure 4.1 on the next page. A location system in layer 2 inesudn underlying

positioning system, turns the physical positions from #yistem into locations,

and does all the work needed before a location based semsicenake use of these
locations.

While there are too many location systems to describe themrehttempt is made
to choose a representative collection which shows the tyagiesolutions. This
knowledge will be applied in the next chapters, where we leibk at a specific
case where a museum needs a location system to support araldalronic tour
guide, and analyse if existing technologies and systemgapable of meeting
their needs.

Although we will look at both academic and commercial systémthe following,
academic systems are given most emphasis. The reason igithatommercial
systems it is often difficult to get behind the scenes and Iseedétails of how
the systems work. We should also keep in mind that what cowiaierompanies
claim that their systems are able to provide, is sometimesstated or true in only
very limited situations.
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Layer 3
Location Based Services

Layer 2
Location System

—
—

Layer 1
Positioning System

Figure 4.1: This chapter will review existing location ®ysis and their underlying
positioning systems.

4.1 The Classic Four

When reading literature on location systems, four systeniskly stand out as
they are referred to almost everywhere: #ative Badge, Active Bat, Cricketnd
RADARsystems. Thus, we will call them “The Classic Four”. The aetBadge
system from 1992 is among the first indoor LBCSs, and as wesg#l in the
following sections, the others followed more or less diseess attempts to deal
with limitations in this system in three very different waysiter systems are often
based on findings from these four different solutions. Thhs, ‘classic four” are
described in detail in the following sections, and thendiwlbrief descriptions of
other systems, grouped after which technology they aredbase

4.1.1 Active Badge

The Active Badge system [44, 4] was developed at Olivetti@esh Laboratory
between 1989 and 1992. The original system is able to locatwiduals in a
building by monitoring their presence in different roomshisTis done by equip-
ping rooms with one or more networked sensors, which detdfcisd infrared
transmissions emitted by Active Badges. The badges are lwommdividuals, and
they emit unique identifiers every 10 seconds [24] or on deinbmthe latter case,
the badge can be told to transmit by pressing a button on it. a&ten station is
polling the sensors for information about which badges thaye recently seen,
and the location of the badge can be determined on the ba#lissahformation.
The range of the system is about 30 metres, and line of sigtutisecessary [24].
The conventional batteries of the badges last for about eae with the time in-
tervals between emissions set to 10 seconds [24].

In an experiment with the Active Badge system, a hybrid telidgy solution is
used to offer more fine grained location [4]. Low-poweredigadansmitters are

INow AT&T Laboratories Cambridge
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Figure 4.2: An Active Badge

placed where the badges should discover special zones. Whedge notices
the presence of a radio frequency field, it codes a signalth@dnfrared signal

which identifies which radio field it has moved into. The batlgen immediately

transmits this message. The radio transmitters are typipkdced at desks, and
power-adjusted to have a range of about an arm’s length RAJrther extension

to the Active Badge system has been to also track equipmeattdching slightly

modified equipment badges to objects. Equipment is not aslenab people, so
the time interval between emitted signals is increased eorfiinutes, thus saving
more power.

The largest single Active Badge system has been deployedrabfldge Univer-

sity Computer Laboratory, where over 200 badges and 30®eengere in daily

use. An experiment with equipment badges and desk scaltidodachnology is

also implemented, with about 200 items of badged equipmeshbhout 50 desks
identified by using the hybrid radio/infrared scheme [24].

4.1.2 Active Bat

In the previous section we saw that the Active Badge systartdqmrovide room-

scale location information. By using radio transmitteraddition to the infrared

sensors, finer grain location was possible in dedicateditota Since many ap-
plications need more fine-grained position information aachetimes also orien-
tation information, the AT&T researchers have in more reéeerk developed the
Active Bat location system [45]. In this system, people abjkcts to be located
are equipped with wireless devices called Bats, and receganected by a wired
network are installed in known, fixed positions in the cgjlitn addition, the sys-
tem includes a number of base stations. A base station jealydtransmits a

radio message which contains a Bat identifier. Simultaigoiisends a reset sig-
nal to the receivers in its range over the wired network. Assponse to the radio
message, the identified Bat transmits an ultrasonic pulée. nbw synchronised
receivers record the time of arrivals of the pulse, whichus®d to compute posi-
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tion by lateration (see 2.2.4 on page 18). Because all rexeare ceiling-mounted,
the transmitters are always below them. Thus, positiorutation can be done us-
ing only three distance measurements, rather than the éouired in the general
case [5]. This is an example of domain specific knowledge whiakes computa-
tion easier, as mentioned in section 2.2.4 on page 18.

An ultrasonic transmission from a Bat is mainly emitted ire @lirection, because
the wearer’s body or the object shadows the ultrasonic EigKaowing the pattern
of receivers that detect the signal tells something abaubbject’s orientation [5].
Another, better solution to determine orientation is taplaeveral Bats at known,
non-collinear positions on the same object, and calculegset Bats’ positions.

The Bat system is installed in a three-floor, 1,009 office building with 750 re-
ceiver units, three radio cells, and 200 Bats. The Bats meadiout 8 x 4 x 2 cm,
and draw power from a single AA lithium cell which with low-per features has
a lifetime of about 1 year. One of the low-power features & ttach Bat has a
motion detector, which helps the base stations to locatetbelBats that are mov-
ing. To simplify maintenance, telemetry can be obtainedhfiats, and they can
be reprogrammed in the field over wireless or wired netwo8&3.positioning in
Active Bat is accurate to within 3 cm about 95 percent of theet[45]. The maxi-
mum position update rate across each radio cell is 150 upgatesecond. Signals
from simultaneously triggered Bats are encoded in a wayahaws receivers to
distinguish among them.

4.1.3 Cricket

Researchers from MIT started to work on the Cricket indooatimn system fall
1999, and Cricket v1 got its first users by the spring of 20@, &. In July 2004
Cricket v2—which addresses most of the shortcomings of theigus version—
was ready. Cricket hardware units are commercially avia|amd hardware design
and software are open-source [46].

Cricket is the result of the five design goals given below [6]:

User privacy Cricket was designed to avoid the user privacy problem iftein

previous tracking systems like Active Badge (4.1.1 on pd)eathd Active
Bat (4.1.2 on the page before), by letting devitegn their location rather
than having the system tracking them. Thus, Cricket invbisarchitecture
of those earlier systems [20]; instead of having the molédak emitting
signals to be received by the infrastructure, in Crickeitifrastructure emits
signals that the mobile device receive and use to infer itatlon. Thus,
Cricket is a self-positioning system, while Active Badgel &ctive Bat are
remote-positioning systems (discussed in 2.2.2 on page 13)



4.1. THE CLASSIC FOUR 45

Decentralised administration There should be no need for a central entity to
keep track of each component in the system, and no explicibazation be-
tween infrastructure transmitters. This, and the choica &&lf-positioning
architecture, helps the system scale easily, and makesjiteamploy since
the transmitters don’t need to be connected to each otheramyt other in-
frastructure [20].

Network heterogeneity Cricket should be able to provide information to devices
regardless of their type of network connectivity. This ikiaged by decou-
pling the Cricket system from other data communication raagms.

Low cost The Cricket devices can be made from inexpensive, comniesffia
the-shelf components, resulting in a price of less than %itOefich de-
vice [6]. They are also commercially available at $225 (iw leolumes)
in the U.S. [47].

Portion-of-a-room granularity The system should accurately demarcate bound-
aries between rooms and parts of rooms. The first is easy sitrasound
doesn't travel through walls, but it is also designed to aai@ly demarcate
virtual parts of a room which correspond to different spaces

Cricket can provide two forms of location information, nasmessociated with
rooms or parts of rooms—callespace identifiers-and position coordinates. The
most common way to use Cricket is to place Cridkeaconson walls and/or ceil-
ings, and attach Crickéistenersto host devices whose location needs to be ob-
tained. The beacon and listener hardware are identicaldiffexence is in the
running software [46]. This makes the Cricket infrastroetquite flexible, in that
you can also run the beacon on a moving device, or configui@rizlket devices

to simultaneously function as both a beacon and a lister@r [4

The Cricket system works by having the beacons periodidathadcast their po-
sition information—space identifier and/or position canade$— on a radio fre-
quency (RF) channel. Simultaneously, they also broadaastlteasonic pulse.
Listeners that are in the radio range of a beacon, have lisgbf to it, and are in
the ultrasonic range from it, will thus receive both an RFalgand an ultrasonic
signal. Because RF travels abdof times faster than ultrasound, the listener can
then use the time difference of arrival between the starhefRF signal and the
corresponding ultrasonic pulse to infer its distance fromteacon. This is how
Cricket solve the problem with synchronising the beacortsthe listeners. The
listener provides the location information of the beacod e associated distance
to the host device through an API, and the listener or hostdénfers its position
from such information from multiple beacons.

2Actually, in v2, the beacons send their unique ID’s, and thgliaations download a database
which maps beacon ID’s and space/coordinate informatibh [2
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There are also disadvantages with the Cricket archite¢fe Since the Cricket
beacons broadcast their location information, this hasetgitken to them in ad-
vance when deploying the system. Configuring spatial inédion in the beacons
is easy, while configuring accurate position coordinatesiisbersome. Continous
tracking of objects is harder because a listener hears ardybeacon at a time,
and updating the position thus takes longer time and is nmrgtex. Cricket also
needs a distributed beacon scheduling scheme to avoid REl&adound colli-
sions at the listeners. Finally, the power consumption efG@hicket units is high,
and the batteries have to be replaced pretty often. Atteigpt solve this prob-
lem an adaptor was made for plugging the beacons directhyeinvall outlets, but
this is laying constraints on where beacons could be plagedther solution is to
use solar cells which use energy from the fluorescent ligigirstem often used in
office buildings. This works fairly well and may be the futwgelution, although
some problems still exist for example in dim lighting or whhae lights are turned
off. Regarding the latest Cricket listeners, they intezfama host using a compact
flash interface. Thus, they can draw power from the host,iediting the need for
a battery.

Cricket can be as accurate as between 1 and 3 cm in real dephtyid6]. The
radios run at a frequency of 433 Mhz, with the default trangpoiver level and
antennas providing a range of about 30 metres indoors wieea #re no obstacles.
The maximum ultrasound range is 10.5 metres when the listettethe beacon are
facing each other and there are no obstacles between them.

4.1.4 RADAR

RADAR is a radio-frequency (RF) based system for locating) taacking users in-
side buildings. The system was developed by researchend\iiorosoft Research,
and their work was published in two articles early 2000 [7], Tche goal was to
overcome an important limitation of earlier systems: thechtor specialised in-
frastructure implemented solely for locating users. There@ch was to make use
of existing RF wireless local area networks (WLANS) to pdw/accurate user lo-
cation and tracking capabilities. In this way the costs effibsitioning system can
be dramatically lowered because no additional hardwaregsired. It should be
noted that RADAR'’s goal is the opposite of the network hegereity design goal
of Cricket in the previous section. Cricket provides logatinformation to devices
regardless of their type of network connectivity at the afstequiring additional
infrastructure, while RADAR eliminates the need for suckraxnfrastructure at
the cost of providing location information of WLAN-devicesly.

The base stations in a RADAR-enhanced WLAN system are paositi to pro-
vide overlapping coverage, and broadcast beacons paitydidMobile WLAN-
equipped receivers record beacon signal strengths, whinhbe used to infer
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distance for use in trilateration (see 2.2.4 on page 19 aad ?n page 18). To
determine locations, RADAR uses a radio map—a databasertéyps measured
signal strengths to position coordinates. The major patth@fwork in deploying
RADAR is to construct this Radio Map, which can be built ustag different
approaches. In the first, empirical approach, a mobile semlking around the
building and explicitly measure and record base statiomadistrengths at different
known locations. In the second approach, a mathematicathobihdoor RF sig-
nal propagation is used. The first approach is superior mdaf accuracy, while
the latter makes deployment easier.

To improve accuracy RADAR use®ntinous user trackingwhich means to use
information from the past to make better guesses of usetidwcarhis is based on
physical constraints, in that the user is very likely to barre previous location.
The aliasing problem that two locations that are physically far apart is close to
each other in signal strength, can be solved using this iggbn The aliasing
problem may arise if for example there is an obstruction betwa receiver and
a base stations that are close to each other, while thereabstauction between
the base station and a receiver that is farther away. By kigpthie user’s previous
position, measurements with large deviations can be disdarAnother technique
used by RADAR to improve accuracy @vironment profiling which is to use
multiple Radio Maps representing different environmentaiditions, for example
how crowded a place is. Human bodies consist of a lot of watet,water absorbs
RF signals. Thus, a Radio Map created after work hours with fexv people in
the building will not reflect the environment at a differemhe, like lunch hour,
very well.

RADAR has been deployed in an area of 980 square metres wih5@/rooms,

covered by three base stations. The accuracy is about 2r@sreabout the size
of a typical office room—50% of the time with the empirical imchap approach.
With the radio propagation model the accuracy is about 418as&0% of the time.

4.2 Infrared-based Location Systems

42.1 PARCTAB

The PARCTAB system [48, 49] was a research prototype deedlad Xerox

PARC between 1992 and 1995. This system is similar to thevAd@adge sys-
tem in that it provides room scale positioning accuracy bljsirtg a networked

infrastructure that listens for diffuse infrared transsioss from the users’ de-
vices. These, the PARCTABS, are personal digital asssi{@iDAs) with several
IR diodes spaced around the case and they also have a mettiidliral receiver.

The IR diodes used are wide angle LEDs to ensure diffuseradramissions.
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The networked tranceivers have 24 IR emitters spaced wittefjbee intervals for
complete coverage in all directions, and two detectors phavide 360 degrees
viewing angle. The range is about 6 metres, and when placéukirceiling in
the middle of a room it provides very good coverage. The gdfamissions make
LOS not necessary, because tranceivers and PARCTABs caa serared light
reflected from surfaces. The researchers report that i tlezady are a networked
computer in the room it would only take about 15 minutes ttaithg tranceiver.

4.2.2 Locust Swarm

Locust Swarm [23] is another infrared system. It differsiirtihe Active Badge and
PARCTAB systems in that the infrastructure nodes, the Lisciase wireless and
that they broadcast their location information for the issdevice to listen to to

ensure user privacy. The Locusts are measuring about 3 x 8rahare connected
to a small solar cell panel measuring about 15 x 15 cm. Theplaoed in the grills

beneath overhead fluorescent lights, and draw all their powtais way and don’t

need batteries. One Locust covers an area of about 6 metizsneter, depending
on the distance to the floor. In 1999 one Locust could be madenfder $20. The

user device could be any device with a proper infrared receiv

4.2.3 IRIS-LPS

IRIS-LPS (Infrared Indoor Scout) is an optical infrareddbpositioning system
developed at the Darmstadt University of Technology in Gerynand published
in 2003 [50]. The system consists of a number of IR emittings tand a stationary
mounted stereo camera. All hardware is made of cheap oftieé# components.

The stereo camera consists of two USB cameras with 120 degrees mounted
20 cm from each other. The cameras measure angle of arrilighoEmitted from
the tags, and this is used to triangulate the tags. The laghtlts in a bright spot
in the image, and the size and the density of the spot is usgetéomine distance.
The stereo camera is connected to a PC which decompressagesrand performs
the real-time image processing. There could be up to 100 tags

To determine the accuracy of the system it was installed iectute hall. The
camera was mounted in front of the blackboard, three metregeathe floor. It
covered almost the entire room, which measures 15 x 9 mefrbs. tag itself
is smaller than the battery, and consists of one LED with aomarangle of 20
degrees and range over 10 metres. An exposure time of 1/660dé enough for
the camera to detect the signal. The accuracy decreasawiittasing distance and
angle from the camera and was about 8 cm in near range and 1&emaavering
a room of about 10@»2.
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Figure 4.3: A prototype headset used in IRIS-LPS.

In an application using the positioning system the userevie@adsets with eight
IR diodes mounted on top of it, each covering 45 degrees. Wagdone to get
a greater total coverage, because smaller angle gives batige. By letting the
diodes point in different directions very good coveragecisi@ved. By placing the
emitting diodes on the head, the problem with IR requiring bf sight was solved.

4.3 Radio-based Location Systems

4.3.1 WLAN Based Systems
Ekahau

Ekahau [51] is a Finnish company that offers real time, r¥fldtr location track-
ing of WiFi-devices or WiFi-tags in any standard Wi-Fi netiw@802.11 a/b/q).
Average accuracy up to 1 metre in less than a second is adhiedeors by use of
5-7 access points, or 2—-3 metres average accuracy by use aé8ess points. The
patented Ekahau location-sensing system is a softwayesmhlition that works
with any off-the-shelf Wi-Fi access point. No proprietanjrastructure is needed.
Both zone based tracking, to report the device location meatame, and con-
tinuous real-time positioning of precise X, y, floor, heaglispeed, etc. location
coordinates are supported. The system is able to locatel@@edevices per sec-
ond on a typical desktop PC, and more with more powerful hardw

Ekahau uses probabilistic approacho location sensing [52]. Signal strength data
from various known locations infer a model that can be useda&e predictions
about the location associated with a set of new signal dtneatefa. Building such

a model involves the construction of a probability functiwhich estimates the
probability that a particular measurement correspondsgptoticular position. This
can be seen as a special case of the scene analysis techeapiégntRADAR.
The first big advantage with Ekahau’s approach is that the m@eded for site
calibration (a walk-through in the environment to collemtrgple points for building
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the model) is much shorter than for building a radio map asl iseRADAR.
Approximate time needed is only 1 hour per 1,260. The second big advantage
is that minor environment changes like number of people iitiure arrangement
do not require re-calibration of the positioning model.tRare-calibration is only
required when access points are moved or heavy structueemadified in the
coverage area.

Cordis RadioEye

The Cordis RadioEye System (CRE) is a Norwegian price winécthnology
for indoor positioning which is able to provide the physicabrdinates of 802.11b
WiFi devices. The system consists of a roof mounted unit—didEye—measuring
25x25x7 cm with advanced antenna technology that can be ax@upo the facet
eye of a fly. By analysing the signal spectrum of microwavegtethfrom the mo-
bile devices, the system can determine their coordinatésngsas there is line of
sight between the RadioEye and the devices. This positicigichnique is unique
and patented by Radionor [53].

CRE is able to provide accuracy up to 50 anjt could provide coverage of 2000
square metres per RadioEye. Devices can be monitored witverage angle
of 110 degrees, and a tradeoff between coverage and acdsraeguired since
accuracy decreases when the coverage area gets bigger.ySthmds able to
compute 1000 positions per second [54].

A Norwegian company has tried both the Radionor and Ekahhuicos. They
report that EPE has longer latency in delivering locatiantthe RadioEye, which
means that this system may not be as real-time as they clainuseA moving
rapidly may have moved far between two position updates.

4.3.2 Bluetooth Based Systems
An Indoor Bluetooth-based Positioning System

A team from Hanover has implemented a Bluetooth-based mplositioning sys-

tem [55]. The system is based on self-positioning, whereptigition estimation

occurs in the mobile device without the need of changes iratteady fixed in-

stalled Bluetooth network. Positioning is done by trilateyn using received signal
strength (RSSI). Achieved positioning error for the systemiven by a deviation
of 2 metres on average.

For precise position estimation, the correlation betwdstadce and RSSI has to

3The 2004 European IST-Prize, The Rosing Prize for IT Prodiitte Year 2003, and The Rosing
Creativity Prize 2003
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be determined (see 2.2.4 on page 19). Because of the ragiagation effects
and potentially no LOS, caused by for example the personifiplthe Bluetooth

device, the equation for signal propagation in free-fiesdsat suited for the indoor
area. To approximate the correlation between signal sinesmyd distance that fits
the environmental conditions an empirical approach isrtaKeis is described in
the training phase below.

The implemented system consists of three Bluetooth ace@ets@and one Blue-
tooth enabled PDA. The room is#8 and virtually divided in 1 x 1 metre sections.
The work with splitting the premises in sections and pladimg access points is
called thepreparatory phase To obtain a good approximation function between
the RSSI and the access point distances, several meastseanerrecorded in
each of a number of randomly chosen sections. This is cdllettdaining phase
The mean of all measurements belonging to one section am$agoint forms
the reference value of the RSSI in the section. The thirdelssalled thdoca-
tion phase Here the distances to the access points are determined bageSSI
measurements, and the trilateration method is employedddtie position of the
PDA.

The Bluetooth specification does not provide any means foaeting the RSSI
value directly, so that this value has to be computed frontheamovalue. It turns
out that this limits the maximal distance between an accesg pnd the mobile
device to 8 metres, and thus restricts the coverage of thégmisg system. In
addition, the accuracy of the value which the computed RS 8iferred from is
also not standardised, and depends on the Bluetooth hardmamufacturer.

BIPS

BIPS [56] is another Bluetooth-based indoor positioningtss, which is simi-
lar to the IR-based Active Badge system. Both systems aigrass for tracking
people with room-scale accuracy by cellular proximity segmshroughout a build-
ing. BIPS uses this to offer a service that allows a mobile tseisualise on his
portable, Bluetooth-enabled device the shortest path kddéollow in order to
reach another mobile user inside the same building. To do tie system keeps
location information about all users in a central database.

BIPS defines a room as a space that can fit into a circle of 1®Emeddius, since
this is the maximum coverage area of a Bluetooth device. J$tem consists of a
set of Bluetooth cells, one for every significant room of thiéding. The Bluetooth
access points are interconnected via an Ethernet LAN wiéma&l server machine
containing the location database. The database is updaitkwer an access point
detects a new device in its coverage area.

As we saw in the section about the Bluetooth standard ( 313 2age 31), a po-
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tentially time-consuming process is required to estaldigtonnection between a
master and a slave. This is the major concern of BIPS. Theemsa@he access
points) must dedicate a certain percentage of their wortimg to device discov-
ery and the remaining time to serve the slaves (the mobileesl BIPS has done
experiments for defining the scheduling policy of a masted faund that if the
master spends 3.84 seconds on device discovery, then 9586 sfaves will be
discovered on average. This is satisfactory for BIPS, antkiins that the average
load of tracking service is about 24% of the operational&ycl

Bluetooth Indoor Localisation System (BILS)

This system is able to determine the position of any Bluét@stabled mobile de-
vice with an intended accuracy of about 1 metre in indoorrenvnents. The major
advantage of the system besides the good accuracy is thibaddhardware is
needed only on the stationary base stations. No hardwareftarase need to be
added or changed on the mobile Bluetooth-devices to beddd&f].

One of the four base stations needed to determine locatithrée dimensions is
also master station, and it broadcasts a data packet cigtaircorrelation code.
When the other base stations receive this signal, theyistarhal time measure-
ment counters. When the mobile device receives the sigmablies by broadcast-
ing the same data packet again, which upon arrival at the $tatens stops the
time measurements. The four base stations measure the TidOWhe signal trav-
eling from the mobile to the base stations using specialksgrelation hardware.
The measurements are then collected at a host PC, whereditiepof the mobile
will be calculated and evaluated by DTDOA taking the locairclinates of the base
stations into account. The big advantage with this schertteatthe base stations
don’t need to be synchronised with each other or with the raasvices, since it
is time differences that are measured and not time of astivalis the specialised
correlation hardware at the base stations that make itlgedsi determine the ex-
act receive time, but because of the very high accuracy remeints it is mainly
limited to line of sight conditions, because obstructionk imtroduce propagation
delays which will make the time measurements mirror wrorsgagices. Thus, the
base stations should be placed in the upper corners of a room.

4.3.3 PAL650 UWB System

An example of an UWB positioning system is the PAL650 systamFCC ap-
proved, commercial precision asset location system wisidfeing used for track-
ing of high valued assets in hospitals, factories, and amylifacilities. The system
consists of a set of active UWB tags, one of which is used disratibn or refer-
ence tag, UWB receivers, and a central processing hub. Threere receivers
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are placed at known positions within or around the area todm@tored. At startup

the system is calibrated by monitoring data from the refeegag which is placed
at a known location. The tags produce bursts of short-puBemRissions once
every second, and the time difference of arrival (TDOA) & thursts are mea-
sured at the various receivers and sent back to the centvebhprocessing. The
tags are powered by one 3.0-V 1A-h Lithium cell battery, Hests for approxi-

mately 4 years. The range of a tag in indoor environmentspieajly 60 metres,

between several walls, and an absolute tag positioningacgbetter than 30 cm
is routinely achieved [36].

4.4 Ultrasound-based Location Systems

4.4.1 DOLPHIN

The Active Bat and Cricket systems described in the prevemasions are able to
provide very precise indoor positioning. But, deployinggsh systems in large-
scale environments require manual configuration of a latgeler of infrastruc-
ture sensor nodes, because these are required to haveninkeog/ledge of their
positiond. DOLPHIN? is an ultrasonic positioning system developed to reduce
such configuration costs [58, 59].

DOLPHIN is similar to Active Bat and Cricket in that a refeoennode broadcast
an RF signal and an ultrasonic signal simultaneously soghabunding nodes
can measure the TDOA used for distance measurement. Wil such measure-
ments position can be computed by trilateration. The diffee in DOLPHIN is
that by using a distributed positioning algorithm only a feedes have to be pre-
configured with their exact position. For example, if refere nodes A-C are used
by node D to determine its position, node E can determinedsitipn based on
nodes B-D and so on. With this approach even nodes outsidmtiezage area of
the reference nodes can be positioned.

The disadvantage of DOLPHIN'’s approach is that a positiprérror in a node
affects all later positioning determinations based onnbide, direct or indirect. In
the test implementation of the system, which consists of 8méference nodes and
four other nodes, the positioning accuracy at a node usilygreference points for
positioning was less than 5 cm, degrading to 10-15 cm in ntdesused this first
node for positioning. This error propagation problem isuaidable, but can be
minimised by proper placement and number of reference ndtlssould also be
noted that the current test implementations of DOLPHIN assithat all devices

“The researchers behind the Cricket system are working amreatic BeaconConfig algorithms,
but these are not working satisfactory yet.
SDistributed Object Locating System for Physical-spacenmetworking
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are static. Handling moving devices and techniques foravipg the accuracy are
the current focus of the researchers behind DOLPHIN.

4.4.2 Bristol Indoor Positioning System

The Bristol indoor positioning system (Bristol) is anothdirasonic system that
tries to cope with one of the disadvantages of the Active Bdt@ricket systems.
The goal is to reduce costs by using only minimal infrasticeetand readily avail-
able components. A simple system covering a room of about 4neffes and
providing accuracies of 10-15 centimetres can be impleaadior only $150 [43].
As in the Active Bat system, a radio signal is used for synaising transmitters
and receivers, and distances are computed by measuringfttiitight of ultrasonic
signals. The system is self-positioning and uses fourngeitnounted transmitters
connected to a transmitter module containing the ultrasdrivers, the microcon-
troller and the radio transmitter. The receiver is attactoea host computer or to
the shoulder of a person. Line of sight is required. A rechalnie 9 v battery in the
receiver module will last only for one day. However, the systis easy to install
and requires no calibration after the initial installatidut for large scale use the
costs will increase.

Bristol is tested with several configurations. Four US traitters can also cover a
8 x 8 m room with an accuracy of 15 cm, or a 8 x 16 m room with 20 cougacy.
A larger configuration of 6 US transmitters at a height of sewetres covers a 10
x 18 m room, with accuracy better than 25 cm.

4.4.3 Ultrasonic 3D Position Estimation Using a Single Bas$tation

In the previous section we saw that reducing the amount cdstrfucture is a way
to reduce costs. A novel experiment is described in [60, Whgre only one base
station is needed to determine the position of objects iroenrasing ultrasound.
In a box-shaped, empty room with LOS conditions, accurasig® usually better
than 20 centimetres. However, in a non-empty room and/orcase of no LOS,
the accuracy degrades to 2.5—-3 metres 95% of the time.

The idea behind the method is to use reflections from wallsy #md ceiling as
virtual sources of ultrasonic signals into the room instefa@al ones in the form of
transmitting base stations. An ultrasonic signal consiénplitude peaks caused
by acoustic reflections, and makes up a pattern that departtie ceceiver position
and orientation. This pattern is callecsi@gnature and it can be predicted by an
acoustic room model. Position determination is done by d&atetalledsignature
matching where the signature for many given positions are first ptedi Then
any measured signature in the mobile device can be compartrk tpredicted
signatures to find the one with the closest match. The apprisasimilar to that



4.5. SUMMARY 55

of RADAR, in that it uses scene analysis that requires pegfmars to be done in
advance to build the data set measurements are to be conwatlretf this method

could be done with nearly automatically preparations aatigtic environments in
the future, it could be a very attractive solution.

In addition to the acoustic reflections method describedr@ban experiment is
conducted which uses an array of ultrasonic transducefsedtdse station. This
makes it possible to determine the direction of arrival afeieed signals, or to
steer transmitted signals in certain directions. Then TD@#asurements can be
used to compute positions. In a non-empty room with LOS tloeiracy with this
approach was below 1.4 metres 95%, degrading to 3.2 metres mhLOS.

It should be noted that the experiments conducted so far $ta@&n many chal-
lenges that have to be solved before these approaches cardmueal-life envi-
ronments, but such solutions may prove suitable for spagialications.

4.5 Summary

In this chapter, we have reviewed a total of 17 existing locasystems. Four
systems are based on infrared technology, eight are basediffenent radio tech-

nologies, and five are based on ultrasound. In addition tgudifferent wireless

technologies, these systems show how the different positicechniques and de-
signs described in chapter 2 can be used. Thus, we shouldvbyhaee a good

understanding of how positioning and location systems wanmkl their challenges.
We can now procede with the location based services at layeio8r reference

model, which builds on the positioning systems in layer 1thedocation systems
i layer 2. Location based services will thus be the focus efrtéxt chapter.
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CHAPTER 4. EXISTING INDOOR LOCATION SYSTEMS



Chapter 5

Location Based Services for
Indoor Exhibitions

This chapter will be about location based services (LBSBESE reside in layer 3
of our reference model, see figure 5.1. As stated in the intiboh to chapter 1, a
location based service is based on knowing where somethisgneebody is. The
underlying layers provide the LBSs with such information.

There are two goals of this chapter. One is to come up with erigtion of “the
domain of indoor exhibitions”. The other is to come up witteguirements spec-
ification for “an LBS operating in this domain”. However, ag waw in the intro-
duction to chapter 1, a broad range of different LBSs exittewise, an exhibition
could be everything from a museum or a gallery to a shoppiniyj anan indoor
zoo. If we were to take into consideration only generic isswigh LBSs and ex-
hibitions, a lot of interesting problems and challengeshnize left out. Thus, our
solution is to use a simulated case in this work, in which weioalude as many
details as we want. The case consists of two parts, an LBS giwka physical
existing exhibition. The LBS we have chosen isabile electronic tour guidéor
indoor exhibitions, and the exhibition is the Norwegiastrup Fearnley Museum

Layer 3
Location Based Services

Layer 2
Location System

Layer 1
Positioning System

Figure 5.1: This chapter will review location based sersioa layer 3.
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of Modern Art The reason for calling the case “simulated” is that we haveeup
with requirements ourselves—they are not coming from acliaht. The reason
for this is the same as for not using a generic descriptionwever, the selected
museum is real.

The result of this chapter is a requirements specificatioodio chosen LBS and a
description of the museum. These will be used in chapter retve will analyse
the location systems from chapter 4 to see whether any oé thesable to fulfil
the requirements.

5.1 Problem Area

Before we introduce our specific case, we will look at exlobis and mobile elec-
tronic tour guides in general. First, based on what we haraézl about challenges
with indoor positioning so far in this thesis, we will try tome up with a list of
characteristics of indoor exhibitions that may influenceratoor positioning sys-
tem. Then, we will learn about electronic tour guides. Thian important part of
this thesis, as it is what we will base our requirements $igation on.

5.1.1 Characteristics of Indoor Exhibitions

In chapter 2 we learned how positioning can be done. In chaptee learned
that wireless communication, and thus positioning, in ordenvironments is chal-
lenging, and in chapter 4 we saw how different positioningtems have been
implemented. Based on this learning, we have come up witt @flicharacteris-
tics below that should be taken into consideration when imgrkvith positioning
systems for indoor exhibitions:

« Layout of the premises where the positioning system wilinstalled. This
includes for example the number, size and shape of roomeystand par-
titioning walls.

 Construction materials of walls, ceilings, floors, windoand so on.
 Furniture, partitioning walls, etc. that the premisesfited out with.
« The placement and number of artefacts in the exhibition.

» How often the exhibition is changed.

« The number of visitors and how they are typically distrémitaround the
exhibition, both physically and timewise.
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Figure 5.2: Traditional museum guide using a megaphoneaatieryone in the
group can hear him.

Actually, these characteristics could be valuable to ladiomany indoor location
based computing system.

5.1.2 Mobile Electronic Tour Guides

Our LBS example will be a mobile electronic tour guide. Welw#fine such a
guide as a mobile physical device that could replace a huro@egn an exhibi-

tion. This means that it is possible to store information lo@ device or use the
device to retrieve information stored on a server over a camoations medium.
In addition, the device has at least one output channel agatta stored or retrieved
information can be revealed to its user. The informatiorujg®sed to guide the
visitor while he is at the exhibition. The main reason forlagpng human guides
with electronic guides is that each visitor then can haveohis personal guide.
This offers the visitor with much more freedom, because meateose what he
would like to see, when he wants to see it, and for how long hesa see it. Be-
cause the visitor only needs to focus on those parts of thibigh he finds most
interesting, he can spend more time at these and thus geimadepth information

about them.

In the definition provided above it was stated that the edeitrguide could replace
a human guide. It should be mentioned here that the electgunde also could
replace any other means of guiding in an exhibition, liket@aswith text, illus-
trations or pictures, touch screens, static mounted hbadgs and so on. The big
advantage with the mobile, personal electronic guide aweh static guiding tools
is that the visitor will avoid spending time in queues for egx to the additional
information.

As we have now seen, electronic guides can serve as substitnthuman guides
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and static guiding tools for their users. The first such gugpeared in the 1950s
and 60s, and the devices used were portable reel-to-rgarpland cassette play-
ers. They allowed the users to listen to pre-recorded irdition about the dif-
ferent artefacts in their own pace, without having to follavhuman guide in a
group. While audio-only guides still are much in use todaynore modern forms
such as MP3-players for example, a new generation of guigesuttived with the
development of the hand-held computers, especially theopat digital assistants
(PDAs). These devices are able to provide the user with fultimedia content,
that is information in the form of text, sound, images anceeid

The development of new technology and increasing reseaterest in the field of
enhancing exhibition experiences have led to a broad rangigggestions to what
a modern electronic tour guide should be able to provide. Arsary is given
below, where the suggestions are divided into four groupshwtiffer in type of
use of the tour guide.

Enhance the visitor experienceThe most basic idea of enhancing the user ex-
perience in an exhibition is to provide the user with addiioinformation
about the different artefacts he is watching. For examplésitor that stands
in front of a painting can be provided with information abthg work itself,
the painter, the artistic style of the era, and so on.

Ease the visitor experienceA tour guide implemented on a mobile device with a
screen can provide the user with a map of the premises. Theamdpe used
for navigation, to guide the user along different pre-defirmutes or a route
generated automatically from the visitor’s preferences, @an help clarify-
ing where the user has already been. The map can also comfi@@imation
about where the toilets, emergency exits, cafeteria andhge situated. If
the user comes to the exhibition as part of a group, he coddvbere the
others are on the map. The map could also report about cimyestnd
gueues so that the visitor could avoid these.

Management tool Many tour guides have the ability to record the visitor'sauts
while at the exhibition, like the order in which he watched thfferent arte-
facts, which ways he walked between them, how much time het spehe
objects, and what information he requested on the device €khibition
owners can use this information to make statistical datatathe behaviour
of the visitors, which can be analysed and used to improveyktem. For
example, the visitors’ navigation patterns may reveal egtign spots within
the museum that the management could solve by re-orgartisengxhibi-
tion. In areal-time system the management could even uedaia to make
quick decisions regarding employee allocation to sectighsre additional
needs emerge.

Extending the museum experience to before and after the visiln addition to pro-
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vide the visitor with additional information while at thetgkition, the visitor

could be offered to prepare his excursion at home. By loggmtp the exhi-
bition’s web site through the Internet, he could browse tifferént content
of the exhibition and selecting those he is most interestetdpon arrival at
the exhibition at a later point, the visitor is provided wath electronic guide
that can give a guided tour based on the visitor's pre-delect

In those cases where the visitor either makes his own rouselvance as
mentioned above, and/or the system at the exhibition rectbrel visitor’'s

actions while at the exhibition, it is easy to automaticgnerate a CD or
personal web site for the visitor which contains informatabout all arte-
facts he has shown an interest in during the visit. In this tylearning

could be improved because it is easy for the visitor to go laakreview all

that he has seen.

Mobile Electronic Tour Guides and Positioning Systems

To be able to provide the services described in the previecisos, a positioning
system is required. We saw that the most basic idea of entgtioé experience
from an exhibition visit is to let the guide provide the visiwith additional infor-

mation about the artefacts he is watching. For the guide tihidoit has to know
which artefact the visitor is currently watching. The siegilway to do this is to
mark each artefact with a number, and then let the visitarahe number belong-
ing to the artefact in question on his device. The corresipgnidformation is then
revealed on the device [62].

There are two main reasons that this very simple and low-sastion will not
hold in many tour guide applications. First, this solutioill wot provide navi-
gation support, and second, the user will have to take aveaptirt. Whether the
users should be actively involved in the positioning preces whether they should
remain passive, is a very important issue developers of Ltia8e to consider, as
it put very different requirements on the underlying posiihg system. Aractive
userhas to perform some action for the system to do the positipritor example,
the user can be equipped with a hand-held device. When thesess an interest-
ing artefact, he can point his device at a sensor attachéxbtartefact, and by this
tell the system that he is present. He will then receive sarftgrmation about this
artefact. On the other hand passive usedoes not have to perform any specific
action for the positioning to occur. He could wear a tag onjdiket that is auto-
matically positioned by a surrounding infrastructure withthe user being aware
of it. In general, providing positioning capability to sgats with passive users is
much more challenging than to systems with active users.
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Figure 5.3: The Cyberguide system

Existing Location Based Tour Guides

We will now look at examples of how positioning technologysteready been
used in electronic tour guides. Only indoor systems areided.

Cyberguide The Cyberguide project [8] took place at Georgia Instittéach-
nology during a one year period in 1996/97. Project reseascéind students devel-
oped prototypes of a location based tour guide that couldatip visitor to one of
the labs during monthly open houses. The visitor was pravigigh a PDA! with

a map of the lab, with symbols representing the differenjgots demonstrated at
different places in the lab. When the visitor clicks on a spmmformation about
the project is displayed on the screen. All information @eatl on the PDA.

The positioning capability of Cyberguide was used to autirably scroll the map

so that the user and his immediate surroundings would allvayis the picture.

Positioning information was based on proximity sensinghbying a special IR
receiver connected to the PDA listening for infrared sigrfakacons) emitted from
TV remote control units hanging from the ceiling. Each unade up a small
cell, and position was updated when the user moved into a e#w Eigure 5.3

illustrates this.

'From the Apple MessagePad series, running Newton OS. Irireafie]1 995-98.
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Figure 5.4: Infrared transmitters in the fresco room in &gkquila.

Torre Aquila  Torre Aquila is a tower at the Buonconsiglio Castle in Treitay.
In this tower there is a room with a large fresco, which cowadr$our walls with
a total of eleven different panels (see figure). Researdtmrs The Trentino Cul-
tural Institute have developed a prototype of a multimedis@um guide, which is
supposed to enhance an audio presentation of the frescaowyrghthe visitor pic-
tures of the parts of the panel which is currently spoken of ®DA [9]. The idea
is that this will make it easier for the visitor to identify tdds in large, complex
paintings while simultaneously listening to an audio comtagy.

As in the Cyberguide project, an infrared based proximighigque is used for
positioning. IR transmitters are installed in front of eathhe eleven panels, and
the PDA has an infrared receiver. When the system detectsitanin front of a
panel, a picture of that panel is displayed on the PDA. If therwloes not move,
the panel will be highlighted on the screen and the visitor dack on it to start a
presentation about the panel.

Pilot tests of the prototype, conducted in 2003, showedrtieat of the test users
pointed directly at the infrared transmitters with the P@/speed up the position-

ing.

TaggedX TaggedX (Tagged Exhibition) is a location based museumeguidject
that was implemented at the Natural History Museum of AaihuSenmark in
2003 and 2004 [10]. The museum has both a permanent exhilzitid several
temporary exhibitions. The technical set-up of the Taggegdtem is given in fig-
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Figure 5.5: TaggedX technical set-up

ure 5.5. The artefacts that the visitors are going to getiaddil information about
in this case are stuffed animals. These are tagged withveaBdtID tags, and
each visitor PDA is equipped with a Compact Flash (CF) RFi&lez by using an
extension sleeve. When the visitor moves his PDA within 3 ¢mmanimal, the
CF reader reads the unique ID and provides it to the PDA. Th& fABn sends a
request to a central server using WLAN, asking for informatihat corresponds
to this ID. The information is retrieved from a database asmt ack to the PDA.
The battery life of the PDA is two hours when constantly in.use

The MUSE Project The MUSE project [63, 64, 65] is an industrial research
project in the domain of cultural heritage and tourism. Thst fieport on the
project was published in 2000, and articles on the evaloatifopilot tests were
published in 2004.

The MUSE project has developed a general framework for imphging context-
aware applications that can deliver multimedia content serdices on several
different devices—from powerful, stationary computershwarge wall-mounted
screens to mobile devices. For mobile use, a proprietaryakéaterminal called
WHYRE has been built. This device plays the role as a perscotext-aware
multimedia guide for use in museums and architectural .SiMdYRE can detect
position and orientation by several different sensors ahdM/ The sensors can
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provide position, azimuth, roll, and pitch information,datinere are also a digital
compass, two acceleroscopes, and a gyroscope included ¥iREHIn the pilot
tests, users’ approximate positions were detected by &qoag algorithm based
on signals received by WLAN access points. Orientationaisked by a combina-
tion of inertial and geomagnetic sensors. The WHYRE de\8ceery expensive,
and weighs nearly three pounds.

Nidaros The work with an electronic tour guide for visitors to Nonisaynost
famous cathedral Nidaros, was published in 2004 [66]. These guides are
WLAN-equipped iPAQ PDAs, and positioning information i®pided by the com-
mercially available Cordis RadioEye system describeddtize 4.3.1 on page 50.
This system claims that it is able to determine the positiicalldVLAN-equipped
devices in its range with an accuracy of up to 50 cm. Howewehé tour guide
prototype, the RadioEye was found not to be accurate enoligb.virtual zones
the cathedral was divided into were relatively small, arguied an accuracy of
about 1 metre. Tests showed that this was not achieved.

The RadioEye was placed above an entrance, 15 metres aleofledh The accu-
racy is influenced by obstacles between the mobile devicdtenRadioEye, and
by the angle between them. Thus, the placement of RadioEyery important
to get maximum accuracy. However, with large angle and sdpséuctions, the
accuracy is still as good as about 2 metres.

Shared Mixed Reality in the Lighthouse The goal of this research (from 2003)
was to make a mixed reality system, where physical and dig#tars can share
a museum visit together in real tim@][ This is done by using a virtual reality
(VR) version of the museum. In this way, social experienaaddbe supported
at a distance, letting the visitors collaborate and distus®xhibitions like if they
were at the museum together. Location awareness is a pdwesturce for such
a shared experience, which in this project was producedj&DIAS, an ultrasonic
tracking system, a 3D representation of the gallery, 2D mapd mixed reality
exhibitions. Two other resources are a common audio chahraigh the use of
an Internet voice conference system and a common informapace.

Awareness of the other users locations and orientationsisa@ to indicate what
they are looking at and what they are doing. The physicalsuaes equipped
with a PDA, which has a sensor package that is part of thesoltria location

system described in section 4.4.2 on page 54. The sensaagmekso includes an
electronic compass for orientation information. The lawatand orientation are
displayed on a map, along with the locations and orientatafrthe other visitors.
The VR user sees the other users as avatars on his screen.
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5.2 Case: The Astrup Fearnley Museum of Modern Art

The Astrup Fearnley Museum of Modern Art in Oslo, Norway, [gigate contem-
porary art museum that produces temporary exhibitionstefiational art [67]. It
was chosen because it is a popular museum, it is privatety thelpeople with
money (which they may spend on new technology), and they Bagen an in-
terest in electronic museum guiding. The museum has alrieaglgmented some
form of enhanced visiting by providing their visitors witdditional information
about the artefacts. Their concept is called “Artists onMtwdbile Phone”. The vis-
itor is given a list of number-artist pairs, and can call apblone number with their
own mobile phone and then select a number code from the Ingt.atidio content
varies between the artists themselves talking about thteiraaks, and guides from
the museum talking about the art works. The cost of this seri@ NOK 30,-, in
addition to local rate. The customer is charged the cost M& &nd on receipt of
the SMS you may use the service repeatedly for two hours.

5.2.1 Detailed Description

Here follows a detailed description of the Astrup Fearnleysaum. It tries to cover
the list of exhibition characteristics given in section.%.&n page 58.

The Astrup Fearnley museum is part of a bigger building. étdsut 250019, with
exhibition areas on two different floors. The distance froooflto ceiling varies
in the different halls, from 3.5 metres to 10.5 metres. FiguR.1 on the next page
shows the layout and measures of the two floors. It should bedribat some
of the walls in the figure are temporary walls. Between eadfibition a joiner
comes in and takes down and builds up new walls so that theiggerwill fit the
requirements of the next exhibition.

The large curved wall is made of concrete. The stairs aré sidesteps of oak.
The floor is Portugeese sandstone called Cascais Azul. Hnera few windows,
but they are all covered with plastic blinds.

In 2005 the museum hosted three exhibitions between Ja@2aayd December
11. Thefirst and the second exhibition lasted for about foamtims each, while the
last exhibition lasted for two months. Between exhibitidine museum is closed
for visitors while the old exhibition is replaced by a new orig 2005 this took
two and three weeks, respectively. Except these periodsnttseum is open to the
public for free, six days a week.

In 2005 there were about 117 000 visitors to the museum. Bygukk information
above to make an estimate of how many days that year the musasrapen we
get about 250 days. This means that there were an average ofisitbrs each
day, but there are typically more in the beginning of an eiioif. By using this
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Figure 5.6: Layout of the Astrup Fearnley museum. Groundrfldmve, and
lower ground floor below. The gray areas are the exhibitiasr The white
areas include restrooms, shop, information center etc.
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number and divide it by opening hours, which is six hours crage through the
week, there are approximately 78 visitors at any time in thiseam. These are
normally evenly spread out.

Weekdays from 11lam to 2pm there are guided tours for schaskes, one at a
time and with a maximium of 30 students per class. There s@dssible to order
guided tours at any time for groups of maximum 30 people.

Visitor numbers varies a lot from time to time, but the estiesacan still give us an
idea of how crowded the museum is by taking some logical agsans. The first
days of an exhibition it is very crowded, and there are lesplgeat other times.
Weekdays have more groups than weekends etc.

| did my on-site research of the museum on December 7 og 9 2008 iafternoon.
There were between 20 and 40 visitors in the museum at that fiitme exhibition
| watched is called “Uncertain States of America - AmericahiAthe 3rd Millen-
nium”. The exhibition consists of a variety of different Kmof artwork, which is
typical for a contemporary art exhibition (see also figufédn the facing page):

Paintings and pictures There were traditional paintings hanging on the walls, and
there were canvases or panels in varying sizes leaning toahe

Stand-alone artefacts With stand-alone | mean artefacts, typically sculptures or
models of any kind that is standing or lying on the floor. Irstparticular
exhibition there were many artefacts on the floor. The sizbede artefacts
were typically about half the size of a human body or sameasze human
body, but there were also a few very large installations.

Showcase artefactsThis means that the artefact is placed inside a showcase of

glass, which is typically placed on a pedestal.

Television and projector installations It is more and more common that the art-
works are video or film. In these cases the installation at&isif a television
or projector and a screen, canvas or just the wall, and in s@®es a coach
or several chairs. One of the rooms were actually completgipty, with
only a projector in one of the upper corners that made funtigpe on the
floor and that was it.

Because of the trend with increasing number of video iretialts, the mu-
seum have to split the exhibition areas into several smadlemns because it
is supposed to be dark or quiet.

5.2.2 Museum Application Requirements

We will now establish a requirements specification for a reoblectronic tour
guide which is to be used by the Astrup Fearnley museum. Wiegt want is
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Figure 5.7: Pictures from the case study exhibition
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an electronic guide that provides all the services and featdescribed in the end
of section 5.1.2 on page 60. In this section these servicgédeatures are turned
into more formal requirements which will be used throughitngt analysis which

follows in section 6.1 on page 77.

Functional Requirements

The functional requirements specify the services or famstiof the system—what
the system must accomplish.

FR1 The electronic museum guide should present the user witimneglia content
corresponding to the artefact(s) he is most likely to bereggied in at any
time.

FR2 The electronic museum guide should offer the user with a ridge anuseum.
The map should be automatically updated to show the areaichwhe user
currently is (e.g. which floor), and where in this area he igj(@vhich room).

FR3 The user should be able to get information about where in tbsemim his
co-visitors and representatives from the staff are.

FR4 The management should be able to get information about wheree mu-
seum visitors and staff are.

FR5 The system should record the user’s actions while in the umise

This implies that the museum application will consist ofesdt six components:
a mobile hand-held device, a map, a positioning mechanismmultimedia con-
tent, databases for location information and multimediat&ot, and communica-
tion channels. The device used for the electronic guide haccommunication
channels are described in more detail below, because tlesponents impose
some important constraints on the system design. The gaisif mechanism is
the most important component in our case, and will be furdlescribed in the next
section called non-functional requirements.

It should be noted that it is very important to address pyivigsues in a system
like this, which is actually monitoring its users, both $taid visitors (refer to the
privacy discussion in section 2.2.2 on page 13). Howevemast cases this can
be solved by explaining the person to be monitored the reafmrdoing it, and

by providing him with the opportunity to switch the positing mechanism off

whenever he wants to.
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Device Requirements and Constraints To be able to show multimedia content,
the mobile end-user device needs a screen and an audio chgoutel. It should
also have some input channels, like buttons or a touch scaedrnt must be easy to
carry around. The commercially available devices todayltkat suits these char-
acteristics, are the personal digital assistants (PDA$)e drawback with these
devices is that they have limited processing power anddidnibemory and battery
capacity. One of the implications from this is that most @& thultimedia content
that the PDA should present have to be stored on a serverhahi must be de-
cided what data to store on the device, and what data to st upon request.
Regular textual content could be stored on the PDA.

As mobile phone technology improves, these are promisingge as tour guides
instead of the PDAs. Mobile phone screens get larger, lyatigracity improves,
and they are equipped with several means for communicafan.example, the
Nokia N95 mobile phone has a large screen, GPS, WLAN, Bldktaod IR. The

big advantage of using visitors’ own mobile phones as toudteg) is that the mu-
seum does not have to invest in user devices. The disadeaigahat mobile

phone screens will probably always be smaller than PDA serethat visitor's

have to dowload an application upon arrival at the museumh tia@ huge variety
of phones that would have to be supported. In the followinguse a PDA as the
user device in the Astrup Fearnley museum.

A tour guide prototype for mobile phones was made for the NBeace Center
in Oslo, Norway, in 2005. In this prototype, a new means fogifjaning was
also developed, in cooperation with Radionor, the providéhe Cordis RadioEye
system described in this thesis. A new SIM card for mobilengsovas developed,
so that the phone could be positioned using WLAN and CorditidEye.

Communication The mobile device needs to communicate with a central system
for a lot of different reasons. It will request for contersg liocally stored content
would need to be updated, messages may be sent betweers\wasitbbetween the
visitor and staff or the central system. In addition, positinformation must be
exchanged between the device and the system. As we havensesatiér chapters,
some communications systems such as WLAN can also be usgwbdiioning.

An important issue regarding the underlying positioningtegn is thus whether

it should be coupled with the communication system or not.thin following,

we assume that a WLAN network is installed in the Astrup Fegrmuseum for
communication purposes like those mentioned above.

Non-functional Requirements: The Positioning System Regtements

By reviewing the functional requirements in section 5.222twe facing page, we
can see that they all depend on an underlying positioningesyswhich should
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cover the 1800n? of exhibition areas. The electronic museum guide appboati
requirements of this positioning system is given below. yraee based on the
location system properties outlined in section 2.2.3 orefay

User involvement
PR1: The user should be passive.

This first requirement could equally well be called semigpgs or semi-active.
What it means is that the user should be told that his posititative to the dif-
ferent artefacts in the museum determines which artefaet® DA automatically
will provide information about, but the user should not htwée required to per-
form certain actions for the positioning to occur. This neetirat the user will have
to walk about and be near the artefacts he is interested annation about, but
he should not have to walk very close to the artefact, poiit; t@ad instructions
posters, etc.

Accuracy, precision, and update rate

PR2: The system should know in which room the visitor is attiamg, with a con-
fidence level of 95%.

This requirement will cover functioanl requirements FRR4k For FR2, the user
will be presented with a map of the building or a part of thdding, and the room
the user is currently in will be highlighted. For the usesttbom-scale accuracy
is good enough, since there is no added value in knowing lgxabere in a room
he is in this kind of application. He is most likely to see tf@thimself.

One advantage by room-scale accuracy is that the posigamdate rate can be
lower than in a case with continous real-time tracking of alsuhot representing
the user, thus potentially saving power or reducing the arnotiinfrastructure.

But, it is important that the system is designed so that itkjyidetects when a
user enters a new room.

Since the system knows where a visitor is at any time, it knawwsre all visitors
are. By storing the positioning information about all vis#t centrally, a user can
get information about other visitors he came to the museuttn (&6 long as these
have agreed to it) upon request to the system (FR3). As respemall symbols
for each co-visitor could be displayed in the different r@oom the map, and/or
the user could be presented with a list of name-room paitsidéy. Information
about staff members can be stored in the same way, and theyemaeat could get
information about both visitors and staff (FR4).

PR3: The system should know which artefact the user is mkady lio want ad-
ditional information about at any time, based on where heAs. accuracy of 2
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metres is sufficient.

This requirement is based on two assumptions. The first tstitieae is very un-
likely that there are so many artefacts within a radius of tagires from the user
that the PDA will show too many “hits” or miss out some “hitsThe second is

that 2 metres is the longest distance when the user stilt thak he is “near” an
artefact.

Scale and scalability

PR4: The system should be able to handle 200 concurrent,usstcrowds of up
to 40 users packed closely together.

PR5: The positioning system should scale well regarding pbiysical reach and
handling larger amounts of MOs.

Scalability is not very important in our particular caset far the solution to be
used in other museums as well this is very important. It ie pisssible that the

museum will expand its exhibition areas in the future, and dever to be aware
if this would be a problem with the existing positioning syrst

Deployment and integration

PR6: The system infrastructure should be easy to installcamfigure.
PR7: The system infrastructure should not disturb its users
PR8: The system infrastructure should be easy to reconfigitihenew exhibitions.

This includes both replacement of hardware componentseilinfiastructure and
reconfiguration of the system.

Power consuption

PR9: The user should be able to stay in the museum a wholeiddyo(s's) without
having to worry about recharging any batteries.

PR10: The museum staff should spend a minimum of time amtirefbarging or
replacing any batteries.

Cost

PR11: The costs should be as low as possible.
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Priority | Requirement |Description
1 PR2 Room scale accuracy
2 PR3 Proximity 2 m
3 PR1 Passive user
4 PR11 Cost
5 PR10 Power IF
6 PR8 IF reconfigurable
7 PR6 Easy install
8 PR9 Power device
9 PR7 IF not disturbing
10 PR4 Many users
11 PR5 Scalability

Figure 5.8: Requirements prioritised

Deciding Requirement Priority

To give priorities to the requirements is not an easy taskeyTdre all important
to us, that is why they are chosen as our requirements. Siithe are more im-
portant than others, and it is important to clearify thisdoefstarting the analysis
work because it makes it possible to compare different moistto each other in a
structured way.

The result of deciding requirement priority is given in figus.8. Below follow
some of the arguments for ending up with this result.

The top three requirements in figure 5.8 makes sure that tiggong system is

able to do what we want it to do. The fourth requirement ersstivat the museum
could afford it. Requirements 5-7 says something about hashnextra work is

put on the museum staff (or on hired extra personnel). Theyraernally ranged
as they are because number five represents continuos wankensix represents
a work process that will happen about four times a year (vatthanew exhibition),

and number seven will typically be a one time only happening.

Requirement number eight and nine are very important foruder experience.
However, together with requirement number ten it may beiples$o adjust our
requirements only a little if these are not fullfilled. Foraexple, if the battery on
the PDA only lasts for four hours and not the required six, is#ors could be
made aware of this and it would not be a big deal. It might be earyway that
a visitor spends the whole day in the museum. Or if the useicédeucludes a
headset that is somewhat bulky, it is still likely that mamyhe visitors interesting
in using a PDA in the museum would not care about this. If tretmming system
does not manage to support as many as 200 concurrent useraugieum could
reduce this number by only providing PDAs to 100 visitors dinae. This is

actually not unlikely, because buying and managing 200 PBAsaybe over the



5.3. SUMMARY 75

top for most museums.

The “least important” requirement is scalability. The i@afor this is that scalabil-
ity is not necessary for an initial set-up of the system tokw@ne could say that
scalability has a big influence at the system from the starabse the “effectivity”
of the infrastructure plays a big role—that is how much mquace is covered or
how many new users can be supported by adding one piece a$tinfcture. Al-
though this is true this is covered by other requirementg,h&uich as how easy
the system is to install and whether the hardware costs ar@ibich both mean
more scalable infrastructure). However, scalability ipdmant if the system is to
be expanded at a later time, and it often also say somethiogt &low well the
particular system would suit other buildings with differemvironments.

5.3 Summary

In this chapter, we have looked at a selected location bas®ite, amobile elec-
tronic tour guide for use in indoor exhibitions. First, we gave a list of imiamit
characteristics with indoor exhibitions. Then, we desilelectronic tour guides
in detail. This formed the basis for a requirements spetificdor our tour guide.

In addition, we gave a detailed description of a selectedbéidn, a modern art
museum. In the next chapter, we will analyse location systéwm chapter 4
against the requirements specification and museum daeanrifb see if any of
these systems can be used to provide location informati@mutdour guide in a
sufficient way.
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Chapter 6

Analysis

In the previous chapter, a requirements specification ®ptbsitioning system to
be used in the Astrup Fearnley museum was developed. Intthjgter, a thorough
analysis of whether any of the already existing positiorsotutions described in
chapter 4 or 5 will fulfil the museum’s needs, is performedctesolution is re-
viewed in a structured manner in section 6.1. Then followseusgsion of findings
in section 6.2 on page 91. Finally, in section 6.3 on page @9will try to make
some important lessons learned in this thesis more genedaasily available for
use by others. However, as will be shown, this is very chgllen Thus, we will
also propose a new architecture for future LBCSs, which eage the risk of
choosing a solution that does not work as intended.

6.1 Structured Analysis

The positioning system requirements PR1 to PR11 were siorigdbritised order
in figure 5.8 on page 74. These requirements will be revieveedriost of the
systems from chapter 4 and chapter 5, and the results willinensrised in a table
like the one in figure 6.1 on the following page. The requiremaith highest
priority is on the leftmost side, and the least important isre the rightmost side.
If a requirement is marked with an “X”, it means that it is natfilled. If it is
marked with a “/”, it means that the requirement is only paftilfilled. No mark
means that the requirement is fulfilled. The reason for dditigs way instead of
the opposite, with marks for requirements that are fulfjlledhat it makes the table
easier to read. What we are interested in are the requirsrtteaitare not fulfilled,
and this is made more explicit by marking only these and I¢genthers empty.
There are more requirements that are fulfilled than are rfildd. Systems that
are not analysed and the reasons for this are given in se&tlofon page 90.
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Figure 6.1: Summary table for structured analysis

The analysis will start by reviewing existing location béi$eur guide systems de-
scribed in section 5.1.2 on page 62. This group of system®bwitalledCategory
1 systems It is natural to start with these systems, because they lheee imple-
mented in the same domain as we are interested in. Then file@ategory 2
systems These are similar to those in the first group, but used faerdtBSs and
in other domains. The third group, tiEategory 3 systemsconsists of the rest of

the systems described in chapter 4.

The analysis of a system will be based on a scenario wherey#tens is to be
installed in the Astrup Fearnley museum, which was desgribeection 5.2.1 on
page 66. Assumptions are made when necessary, for exangaledeeinformation
on some aspects of a solution is not available. All requirgmare reviewed,

but only those requiring explicit explanations are disedsis the text. A brief
conclusion of each system’s suitability for use is givend ansummary of the

whole analysis is shown in figure 6.4 on page 91.

6.1.1 Category 1 Systems
The Category 1 systems are the location systems used byflbedi tour guides

described in chapter 5. These are Cyberguide, Torre AquidggedX, Cordis
RadioEye (used in the Nidaros project) and Bristol (usechin $hared Mixed

Reality project).

Cyberguide
Cyberguide, described in section 5.1.2 on page 62, uses fdtescontrol units
hanging from the ceiling as infrastructure transmittérsacony The IR range of

such units vary, and can be as good as 5 metres. By using aitmgeveral LEDs,

a coverage area of 2 metres radius at waist height is possible
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In the original set-up, the Cyberguide system requirediap&R receivers con-
nected to the PDA. Today, there exist a lot of plug-in proggavhich can turn the
IrDA port on a mobile device into a receiver that can receigaas from remote
controls.

Room scale accuracy using Cyberguide technology is peskibplacing beacons
just inside the entrance of all rooms. Because most roontgeid\strup Fearnley
museum have more than one possible entrance, the numbeatobsacons would
be about 18 for the ground floor. To support 2 metre proxinmgtysing to artefacts,
beacons would also have to be placed above each artefaatoup gf artefacts
if these are placed very close to each other relative to therage area of the
beacon. For the exhibition on display during our site sutvethe museum, this
would mean adding 27 more beacons for the ground floor, makmtptal amount
of beacons 45.

It should be noted that in some cases it might be necessagvédeveral beacons
per artefact. For example, if an artefact is very large ardevénd placed in the
middle of a room, it might be necessary to have beacons onaesides of the
artefact. If only one beacon is used and it is placed righvalibe artefact, the
range of it might not reach outside the artefact itself. & beacon is placed on the
outer edge of the artefact it won't cover visitors comingnirell directions.

The prices of remote controls range from $10 to several lathdollars, depending
on their functionality and IR hardware. A $40 remote with |Bpabilities that
would cover our needs was found, but as all remotes it has af loinctionality
and a housing with buttons that we don't need for it to funtt@s a Cyberguide
beacon. It would not be difficult to make simpler beaconsaelocosts. However,
if $40 remotes are used, the total beacon costs would be $&80¢h is not a very
high cost for a complete sensor infrastructure. With moseaech, it is also likely
that a cheaper remote that does the job could be found.

The Cyberguide beacons have to be ceiling mounted. Althowglwires are
needed, it would be a time-consuming task to mount 45 bedoomse floor (and
the other floor is twice as large). In the two areas of the mmsehere the ceiling—
floor distance is above 7 and 10 metres, the beacons woulddbeéhanging from
the ceiling down to normal ceiling height due to limited ran@®ne of the biggest
disadvantages with the Cyberguide system is that the cigoimer installation pro-
cess would have to be repeated with each new exhibition. Bedhe new artefacts
may be arranged in a completely different way, many or alheftieacons have to
be moved accordingly. One could think that it would be betbemount as many
beacons as is needed to cover the whole floor during the fatstliation, and just
map new artefacts to the appropriate beacons. Then it watldannecessary to
move any beacons. However, this would require a tremendstslliation effort, a
huge amount of beacons and a more difficult beacon/artefappimg process. The
challenging indoor environment is also likely to cause penis with non-intended
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beacon signals reaching receivers which normally are deitkieir reach.

The biggest problem with using Cyberguide in the Astrup Rlegrmuseum would
be to change beacon batteries. For this to not be a problenhatteries would
have to last for at least four months, because then they dmiléplaced while
remounting the beacons between two exhibitions. As thedesacontinuously
emit their IDs at short time intervals, and because they lsaveral LEDs and
provide relatively long range, batteries would need to Iptaed too often.

Conclusion The disadvantages with the Cyberguide solution is that itld/be
time-consuming and cumbersome to install, to reconfigure ta maintain beacon
batteries.

Torre Aquila

The Torre Aquila system, described in section 5.1.2 on pa&jeoferates with
only 1 metre IR range. This means that our requirement of Zemgiroximity
sensing can not be fulfilled. It also means that the user wioave to take an active
part for room scale positioning to occur, for example by gogn his device at a
special “Entering new room” transmitter by the room entearthe reason for this
is that some of the openings between rooms are wider than 2eo even if
transmitters were placed all around the entrance, theiratdgnay not reach the
receiver at the PDA.

If we were to use the Torre Aquila system although it does oppert 2 metres
accuracy, a hew problem may arise. Because of the limitegerathe visitors
would have to get very close to an artefact for positioningp¢our. The result
could be queues at the most popular artefacts. The TorrelaAgustem would
also be cumbersome to install, as the transmitters are waretlone transmitter is
needed for every artefact.

Conclusion The biggest problem with the Torre Aquila solution is that thnge
is too limited. 2 metres proximity sensing can not be achigamd room scale
accuracy would require an active user. This makes Torre lacgubad candidate
for use in the Astrup Fearnley museum.

TaggedX and Passive RFID in General

The TaggedX system, described in section 5.1.2 on page 6R] not be used in
the Astrup Fearnley museum because the tag/reader ranglyia tew centime-
tres. As in the Torre Aquila case, limited range violates ribguirements for 2



6.1. STRUCTURED ANALYSIS 81

metres proximity sensing and a passive user. Room scaleaayds difficult, and

gqueueing problems are likely to occur. The user would haveetoery active—
walking really close to the artefacts, and then hold his P@Atro the artefact's
tag. This solution could be replaced by a much simpler andméresolution, where
the user enters given numbers for the artefacts he is itnteres

As just described, the TaggedX solution violates our threstrimportant require-
ments due to its limited range. However, it does fulfil all titker requirements.
Thus, it is interesting to look closer at passive RFID in gaheto see how it
can solve all these other requirements. RFID technology deasribed in sec-
tion 3.3.3 on page 35.

When a new exhibition is about to be set up, a lot of new antefamrive at the
museum. Before each artefact is placed in its proper lagatiahe exhibition

areas, a member of the staff could attach a passive RFID tiagTbe tag's ID is

read with a hand-held reader and stored in a database, ¢ogeth an artefact-ID
and a room-ID. This work does not add much time or effort tortigailar working

process. The advantages with using passive RFID tags dr¢hthaare cheap,
and they do not need their own power source. No battery main¢gor wiring is

necessary.

The museum visitors are equipped with PDAs with RFID-resdévhen a reader
comes within range of an artefact-tag as the visitor wall®aiam the museum, it
reads the artefact-ID and transmits it to a central serveutih WLAN. The central
server looks up the tag-ID in the database, and finds out vdrietfiact the user is
close to and sends the correct content to the PDA through WUAAso checks
on the room-ID, and if this is different from the last readibgends an updated
map to the PDA. Depending on how much storage capacity the Ri3Asome of
this work may happen on the PDA without needing data from #éral server.
For example, information about the most popular artefastddcbe pre-stored on
the PDA, together with these artefacts’ IDs. When the RFl&les detects these
IDs, it can show the right content without contacting thetadrserver.

In some exhibitions the distribution of artefacts might barse. In this case, we
propose to introduce tags which we will cathcking tags These are similar to the
artefact tags, except they are not associated with an etri€¥a only a room-ID.
These tags can be placed where appropriate, for examplagidgd room entrances
where artefacts are placed far into the room. During set figr all artefacts of
an exhibition is placed around the areas, a staff membedtaké a walk through
the museum and look for places where tracking-tags are deddehis way the
visitor will always have an updated map.

We will now look at the possibility for having a passive RFl@lgion with better
range, preferably about 2 metres. The problem is that cuRE&tD-readers that
are small enough to be used in combination with a PDA, for eptameaders with
a Compact Flash (CF) or Secure Digital (SD) interface, harg low range, max-
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Tradewind Wireless Dynamics Syscan Pro Active
Interface SD SD CF CF
Read/write Yes Yes Yes Yes
Frequency 13.56 MHz 13.56 MHz 13.56 MHZz/125 kHz 13.56 MHz
Range 7cm Few cm Max 10 cm 0-4 cm
Price $200 $150 (in 2003)

Figure 6.2: Examples of RFID SD/CF readers

Reader1 Reader2 Reader3 Reader4 Reader5
Frequency 13.56 MHz 125 kHz 13.56 MHz 869.4 — 928 MHz 865 — 928 MHz
Range 15cm 60 cm 12m 3m 5m
Price $154 $380 $2648 $3746 $4762

Figure 6.3: Examples of RFID reader costs

imum 10 cm (see figure 6.2). This means that the users will teafe very active
and move close to the tags for reading to occur. This will lrg désturbing for the
user, and it may also cause congestions at popular artdfactsise all the users
have to walk very close up to it for reading to occur, befoeythan get informa-
tion about it. Furthermore, figure 6.3 shows that RFID resdet very expensive
with increasing range. For use in a proximity solution as aeehdescribed, we
would need a range of about 2 metres. This will give a readgrafd3000, which
is very expensive (prices from spring 2006).

Conclusion TaggedX or other passive RFID solutions would be easierdtalh
than the Torre Aquila solution, as the infrastructure RFHQ$ are wireless. Except
for this, it faces the same problems as the Torre Aquila golutas the tag/reader
range is very limited. The cost of readers that could givgémange is very high.
However, technology is always improving and prices ardyike drop, so passive
RFID may be a very promising solution in the future.

The Cordis RadioEye

The Cordis RadioEye (CRE) system used in the Nidaros progeptires line of

sight for accurate positioning (see section 5.1.2 on paye Biis means that we
would need one RadioEye in every room in the Astrup Fearnlageum, eight
on the ground floor and nine at the lower ground floor. SincePthés used by
visitors, management and staff can have built-in WLAN suppoo additional

hardware is needed at the client side.

With CRE, there are no extra hardware that draws battery péwm the PDA.
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However, the WLAN connection is always on, and this draws lmpawer. With
todays technology, the PDA battery would not last for theunesgl six hours.

The accuracy of the CRE system is typically 1-2 metres oebefthis suits our
proximity requirement of 2 metres very well. It was reporitethe Nidaros project
that such accuracy was not achieved, but the reason forsthisobably that the
RadioEye was placed 15 metres above the floor at one side ofra la the Astrup
Fearnley museum, the RadioEye would be placed in the middteeoroom at
heights of about 3, 4, 7 and 10 metres, and the rooms are sitiefethe cathedral
gallery. This should provide much better coverage and acgur

The RadioEyes have to be mounted in the ceiling and connéatacgower out-
let, and then they have to be configured. After this initistatiation, the system
does not have to be reconfigured, unless a new room is set wpisloase a hew
RadioEye would have to be installed.

The CRE system is a commercial product, and the cost of eadioRge is almost

$8000. The Astrup Fearnley museum would need 17 RadioEyesér all rooms,

making the total sensor infrastructure costs $136000. TRie £/stem will thus be
a much more cost-effective solution in buildings with largad fewer rooms than
in our case.

Conclusion Because one RadioEye is needed in every room, and the Astrup
Fearnley museum consists of many rooms, the CRE solutidrbeviéxpensive.
Otherwise, it fulfils most of our requirements.

The Bristol US Positioning System

The Bristol positioning system was used in the Shared MixedliB project de-
scribed in section 5.1.2 on page 65. To implement this systeghe Astrup Fearn-
ley museum, four networked ultrasonic transmitters wowadehto be mounted in
the ceiling in every room. An RF transmitter in each room soalequired. A
special receiver would have to be connected to each PDAeRady, it should be
placed on the users’ head or shoulder, since line of sigleggired.

At the ground floor, there are five rooms that could be coveriddafour US trans-
mitters configuration. The largest room would probably negéast ten transmit-
ters to be covered. In the two smallest rooms there might heane transmitter
to detect the presence of a person in the room. The total anodlS transmit-

ters needed is thus 32, on the ground floor only. In additiberet are the radio
transmitters, and they all have to be connected with wires.

Bristol positioning hardware could be made for about $150rpem. In our case
the total hardware costs for the ground floor would be abo0&6@81which is af-
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fordable. Costs of wiring and receiver costs must be added.

The Bristol positioning system requires line of sight focam@te measurements to
occur. Thus, the receiver should be placed on the visitaattor shoulder.

Conclusion The main disadvantage with the Bristol positioning systethat it
is very cumbersome to install.

6.1.2 Category 2 Systems

The category 1 systems that have been analysed this fal aszdlfor positioning
in electronic tour guides. Now, we will analyse positiongygtems that are similar
to these, but implemented in other domains.

Locust Swarm

The Locust Swarm system, described in section 4.2.2 on pagis &ery similar

to the Cyberguide system. Wireless IR transmitters calleclistsbroadcast their
IDs, for receivers at the user devices to listen to. A Locast cover an area of
6 metres in diameter, depending on the distance above the Bgaeducing the

signal strength, the coverage area can be reduced. Thensystscription and
analysis are almost identical to that of the Cyberguideesystand will not be

repeated.

The difference between the Cyberguide and the Locust Swgstaras is that the
latter tries to solve the problem of changing batteries @itifirastructure nodes by
equipping them with solar cells and place them in fluorestzmps. In the Astrup
Fearnley museum, there are three problems with this salufibe first is that this
place restrictions on where Locusts can be placed, bechase has to be a lamp
there. The second is that it is not unusual that some of thibigixin rooms are kept
dark, for example when showing light installations or vigeesentations. The last
problem is the places where the ceiling—floor distance ig figgh. The Locusts’
range would then be too short to reach down to the mobile dsvic

Conclusion The Locust Swarm system is very similar to the Cyberguidersays
and has the same disadvantages. It suggests to use solairtiad of batteries
at the infrastructure nodes, but in the Astrup Fearnley musemost nodes will
still require batteries.
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IRIS-LPS

For using the IRIS system, described in section 4.2.3 on g8ga stereo camera
would have to be mounted in each room. If the room is largan ttiax 9 metres,
an additional camera would be needed. In the Astrup Feamiesgum, this would
result in 9 cameras at the ground floor.

The visitors will have to wear headsets, with a transmittRgag made of 4 LEDs
and a battery mounted on top of it. A LED with a transmittinglerof 20 degrees
had a range of more than 10 metres. By choosing LEDs with wadgies and
shorter range, we can get the range and coverage area we Ackedy battery
supporting 4 LEDs can last for a minimum of six hours.

The first problem with IRIS is that it is cumbersome to inst&llameras have to
be mounted in every room, and they have to be connected wihtsat computer.

The second problem is that the headsets will be somewhay, ladla proper design
is important.

Conclusion The IRIS system may be a little cumbersome to install, aeditires
a bulky headset.

Active RFID

Passive RFID was discussed in 6.1.1 on page 80. Its biggesttadjes are that the
tags do not need their own power source, and their low coghdrtase of active
RFID (described in section 3.3.3 on page 35), the tags ardnmmace expensive,
they will need their own power source and the readers areast &s expensive as
those in figure 6.3 on page 82. Thus, we will not analyse thisagzh any further.

Conclusion By using active RFID we will solve the passive RFID range [mol)
but at the cost of much more expensive tags that need theipowar source, and
still very high reader costs. Active RFID is thus not a gooltlison at this time.

BILS

BILS, described in section 4.3.2 on page 52, is similar toBhstol system. The
main difference is that it uses Bluetooth instead of ultuasband radio waves.
Four Bluetooth base stations with additional special hardvare required in every
room. The Bluetooth range is 10 metres, so the biggest roagnoaind level in
the Astrup Fearnley museum would require more than four bi@tions. The total
amount of base stations would be about 36, only at the grcewad. |
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Each base station has to be placed in a fixed known locatiaulse its coordi-
nates are used in the position calculation. They must alstbbeected to a host
computer, which performs the position calculations. As8Hequires line of sight,
the base stations should be placed in the upper corners ofra ro

The Bluetooth module on the mobile device will draw much pofsem the PDA.

Conclusion BILS would be cumbersome to install in the Astrup Fearnley mu
seum. It also has a strict line of sight requirement, and the of Bluetooth will
draw much power from the mobile device.

PAL650 (UWB)

The PAL650 system (see section 4.3.3 on page 52) is simiBristol and BILS,
as it needs four receivers, or actually three receivers amfieaence tag, in fixed
known positions. But the range is six times longer than withS3 so it is better at
covering large rooms. This means that less infrastructune@ded. One advantage
of PAL650 over BILS, is that the museum visitors wear tags énea only logically
connected to the PDA. Thus, it does not draw power from the P lifetime
of a tag battery is as long as four years. The other advant#bePAL650 is that

it does not require line of sight.

Conclusion The disadvantage of the PAL650 system is that it is cumbersom
install, like Bristol and BILS.

Active Bat

The Active Bat system from section 4.1.2 on page 43, is testdd750 receivers
covering an area of 100@.%. In the Astrup Fearnley museum, this would mean
that about 1350 receivers would be needed to cover the éwhilsireas on the two
floors. All the 1350 receivers have to be mounted in the apilimknown fixed
locations. This would be a tremendous work, and makes thveABtat system

a bad candidate for the Astrup Fearnley museum—and any withe@or location
based computing system covering several large rooms. Tlgecage where this
huge installation effort could be defended, is when certtiengccuracy is required
in a limited area.

Conclusion The tremendous effort of installing the infrastructure e&lctive
Bat a bad candidate for all location based computing systgpasning large areas
or several rooms.
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Cricket

Cricket was described in section 4.1.3 on page 44. The ahliagange of the
Cricket beacons decide how many such beacons are requiagchirea. The range
is 10.5 metres when there is line of sight, but this is not gthe case. Thus, an
assumption is made that the range is minimum 5 metres in thet wase scenario.
By having nine beacons in each of the similar sized roomseagtbund floor in
the museum, and some more and some less in the much biggematédrgooms,
the total amount of beacons at this floor will be about 84. Trewunt of beacons
that make up the Cricket infrastructure is high, but they@mapletely wireless,
and thus much easier to install than wired sensors. Howth&y,are dependent
on their own power source, so battery maintaining might berradn. Another
major problem is that the beacons need to be configured wgih élact position.
This may be solved by auto beacon configuration algorithntiseémear future, but
the power problem will still exist. The Cricket listenergattached to the PDAs
through the CF slot, and draw power from the PDA.

Conclusion The Cricket solution is not suitable for the Astrup Fearmayseum.
The large amount of beacons require a very good auto configuralgorithm and
a better battery solution first.

6.1.3 Category 3 Systems

In this category, we find the rest of the systems describekiisrthesis that are not
belonging to category 1 or category 2.

Active Badge

The Active Badge system (see section 4.1.1 on page 42) ceulcsdd for room

scale accuracy only, or it could also be used for small saalgimity sensing by

using a hybrid IR/radio scheme. For the room scale only Ewubne networked

IR sensor would be mounted in each room. 8 sensors would thtexjoiired at the

ground floor. The visitors wear badges which transmit ID$ éina associated with
their PDAs. The central server gets information about weegegybody is, and can
send the proper information to the different PDAs. In therid/bcheme, there are
radios placed at each artefact in addition to the infrared@enetwork. The radio
transmitters could be wired for power, or they could usedbigis. Their range can
be adjusted with power.

If our goal is room scale accuracy only, the Active Badgeeaysis a good can-
didate. Its only disadvantage is that the sensors have toiteel,wso that some
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work has to be done during installation. But, in our case omg sensor would be
required in each room, so this should not be too difficult.

In the hybrid scheme the two different cases have differesttlpms. If the radios
are power-adjusted to about 2 metres range, their bateoesd have to be re-
placed pretty often. If the radios are wired, installatioml aeconfiguration would
be cumbersome, and the wires may be disturbing. For exampiases where the
artefact is placed in the middle of a room, the wire would haveross the floor or
be hanging from the ceiling.

Conclusion The original Active Badge system is a good solution for liong
room scale accuracy, but it does not support 2 metres praywim hybrid scheme
with radios can be used to solve this problem, but then othalslems arise. Wired
radios cause a lot of problems, and are thus not interestiligeless radios impose
a problem of changing their batteries.

BIPS

BIPS (see section 4.3.2 on page 51) is very similar to thermigActive Badge
system, and could be used in the same way. The only differsntteat instead
of using diffuse infrared, the sensors use Bluetooth. Théams that the sensors’
range is 10 metres, and that there are some problems witHitgmdany users
because of the slow device discovery process. Thus, theeABdge would be
a better choice if room scale accuracy is the only goal. Inocase, however, we
would have to place wireless sensors at all artefacts farhirg 2 metres prox-
imity. Because of their range, power consumption and daligeovery problems,
using Bluetooth in this way would not be a good choice.

Conclusion BIPS is similar to the original room-scale Active badge egst It
is not suitable for 2 metres proximity sensing, due to thee®loth characteristics
such as power consumption and slow device discovery.

RADAR

RADAR (see section 4.1.4 on page 46) has been deployed irearoé880 square
metres with over 50 rooms, covered by three base stationis.Midans that three
base stations are enough to cover the ground floor (69)®f the Astrup Fearnley
museum, and that three or four base stations are enoughéo tt@/lower ground
floor (1200m?). The PDAs are equipped with WLAN, so no other hardware is
needed.
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Aradio map must be built to map measured signal strengthssitign coordinates.
Using the radio propagation model, only 4.3 metres accunaxg/achieved. Thus,
we would have to use the empirical approach, which provigesiracy of 2-3
metres 50% of the time. Constructing the radio map takes, timeé the museum
would need help from experts to do it. For better accuracyparfar different
situations should be made, and all these maps would have ritade again with
each new exhibition introducing larger changes. Thuspatth the hardware costs
are very low, the configuration process will cost both timd aroney.

More and more buildings are equipped with WLAN today. If tlisalready in
place, no additional hardware would be necessary, or thetbirlg required is to
add a base station or two, or to place the base stations inlottaions. However,
existing WLANs may be more usual in office buildings, leaginstitutions and
cafes than in museums. Sitill, installing three WLAN basdiata is not very
difficult or time-consuming, and the prices are very low.

Conclusion The accuracy/precision combination of RADAR is not sulffidier
our tour guide, and the radio map construction process(e)ld’have been both
time-consuming and expensive.

Ekahau

Ekahau (see section 4.3.1 on page 49) is very similar to RADARhat it uses
(existing) WLAN infrastructure for positioning. Accuraof 1 metre is possible
by using 5-7 access points, and the probabilistic appraziices the time needed
for site calibration to about 1 hour per 12@¢*. The site calibration of the As-
trup Fearnley museum would then take about 90 minutes onhe Second big
advantage with Ekahau compared to RADAR, is that minor enwirent changes
do not require re-calibration of the positioning model.tRare-calibration is only
required when base stations are moved, or heavy structtgesaified.

Conclusion As with RADAR, constructing the positioning model in Ekata&es
time, but much less time. A few more base stations are ratjuite these are low
cost and easy to install and provide better accuracy. Regorstion is also easier.
Ekahau is a commercially available software product, bytests are required to
do the walk through. The software and service costs may le hig

Hanover

The Hanover system is also similar to RADAR, but instead ofgiexisting WLAN
infrastructure, it relies on an existing Bluetooth infrasture. Because the Blue-
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tooth range is much lower than the WLAN range, a minimum aé¢hvase stations
are necessary in every room. Another disadvantage with #imever over RADAR
is that using Bluetooth draws more power from the PDA.

Conclusion The Hanover system is most interesting in cases where addliet
network is already in place, or where there is no WLAN network

6.1.4 Technologies or Systems Not Analysed

Some of the systems included in chapter 4 and 5 are not adafysiher. The
reasons for this are given below.

The MUSE project (see section 5.1.2 on page 64) providés ditttailed informa-
tion on the positioning solution used, except that it usesANLThis is alreday
covered by other systems.

The only difference between the analysed Active Badge syatal the PARCTAB
system (see section 4.2.1 on page 47), is the use of a badgyes\@especial PDA.
Since this is the only major difference and we would like te egisting commer-
cially available PDAs, only the Active Badge system was ysed.

DOLPHIN (see section 4.4.1 on page 53) is currently only iaggbositioning of
static devices, and is thus not interesting to us. Howewshauld be noted that its
auto configuration algorithms may be used by Cricket andvAdiiat systems in
the future.

The ultrasound system which requires only one base stagmm gection 4.4.3 on
page 54) is very interesting research, as it would be sirdiltre IRIS-LPS and the
Cordis RadioEye systems in that only one unit of positioriiagdware is required
in each room. However, even though experiments show anawcof 2—3 metres,
this is in ideal situations in a lab, and not in a changing aymhdic environment
like a museum.

ZigBee technology was described in section 3.3.2 on pagén33ection 6.1.1 on
page 80, we analysed solutions based on passive RFID, and foat a proximity
solution with tagged artefacts is a very promising solutidowever, limited range
makes it difficult to realise. It would be interesting to sé&igBee technology
could be used instead of passive RFID in such a solution. Mexyvthis will need
a lot of testing, and is suggested as future work.



91

6.2. DISCUSSION

S| OWer

Alp

Category 1 Systems
Cyberguide
Torre Aquila passive

Torre Aquila active
TaggedX| X
Cordis Radio Eye/Nidaros
Bristol/Shared Mixed Reality|

Category 2 Systems
Locust Swarm /

IRIS-LPS
Passive RFID 2m prox. X
Active RFID X X
ZigBee (passive RFID) X
BILS
PAL650 (UWB) ?
Active Bat ?
Cricket ? X
Category 3 Systems

Active badge/PARCTAB X
-with wireless radios

-with wired radios
BIPS X

RADAR /
Ekahau ? /
Hanover X

|| x|x| |Als

—|—|X
X
X

X|X| X

XX

XXX | X

~|X|X|X

XX XX

| ~|~|~

x
XXX |~ X|~|~

Figure 6.4: Summary of analysis

6.2 Discussion

The results of the analysis in the previous section are suisetkin figure 6.4. Ata
first glance, it is difficult to see if some systems prevail dkigers. In the following
subsections, we will thus try three different approache&kwmay help clarifying
the analysis results. In the first, we will try to simplify tkeble in figure 6.4 by
removing solutions that for some reason are clearly notidatek for use in the
Astrup Fearnley museum. We will then introduce a schemeifamgyscores to the

different solutions. Based on these scores, the solutiande rated.

In the second approach, we will alter the summary table bygjng the solutions

according to the positioning technigue they are using. éthttird approach, we
will also take into consideration the wireless technoldgat is used. The hope is
that this may reveal some general information that can Hedpsing a positioning

system, or give clues to future positioning system devetpe
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6.2.1 Simplifying and Rating the Analysis Results

Our first approach in trying to make it easier to extract usifiormation from
the analysis results, is to remove systems that are cleatlgamdidates for use in
the Astrup Fearnley museum. First, we remove the solutidmnishwhas an “X”
for one or more of the three leftmost columns (PR2, PR3, or)PR$ stated in
section 5.2.2 on page 74, these requirements ensure thadlthi®n is able to do
what we want. Systems with an “X” here fail to do so. Thus, theynot interesting
to discuss any further, and can be left out so that the taltdeegesier to read. When
these systems are removed, the three columns can be renmmgpetlzer, as they
are now empty.

The fourth requirement from the left before we remove anyrwis is PR11—
Cost Because this is a requirement with a lot of uncertainty, ileramove this
one also, but take it into consideration again in later dismns.

We then remove the rows with grey backgrounds. As we saw icdhelusion of
each of these systems during the analysis, their unfulfiitnoé at least one of the
requirements but the four leftmost is so severe that it elitgs the solution for use
in the Astrup Fearnley museum altogether.

To make it easier to sort the systems from “most suitablel@ast suitable”, we
will use a simple weighting scheme. There are seven reqeimésnieft, with the
most important one still on the leftmost side and the leagoitant on the right-
most side. We start on the leftmost side and give this remérg weight seven,
the next requirement six and so on. Thus, if a requiremenahd$), it is given a
score of it's weight. If it has an “X", it is given a score ofdtiveight times 2, as
this is a more severe case. Finally, all the scores a systeagesummarised in a
total score. Low score means better suitability. The resfulbis process is given
in figure 6.5 on the next page, with the most suitable systdntiseatop and the
least suitable at the bottom.

Findings from Simplifying and Rating the Analysis Results

As we can see in figure 6.5 on the facing page, IRIS-LPS seerhe the best
choice for use in the Astrup Fearnley museum. It actuallfilfsilall our require-
ments to some extent. One or two cameras has to be mountedhirraam, de-
pending on room size, but this work should not be too much ewanme. Users of
the museum guide will have to wear the transmitter tag indih@ fof a headset, but
this should not be a major problem as the same headset sheuised for sound
and most users are used to this.

The Cordis RadioEye system is also a very good candidatéd, tmigght be expen-
sive. This solution is very good for museums or other indowirenments with
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PAL650 (UWB) X 10
Cordis Radio Eye/Nidaros / / / 11
Bristol/Shared Mixed Reality| X / / 15
BILS X |/ / 16
Abad with wireless radios| X / X 20
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Cricket| X X 24
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ZigBee (passive RFID)| X X X | X | 28
Hanover X | X | X 30
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Figure 6.5: Revised and sorted summary table from the aalys

few and/or large rooms, because then only a small numbeeattatively expen-
sive RadioEyes are needed. One solution for the Astrup esamuseum to keep

the costs down could be to install RadioEye’s in most roontepixthe smallest.
Because very small rooms are likely to have fewer artefétotguld be sufficient

to know that the user has entered a specific room. This couidfeaed from
knowledge about the different RadioEyes’ placements andhwRadioEye saw

the user last before he disappeared out of view.

6.2.2 Analysis Results vs Positioning Techniques

In chapter 2, the different positioning techniques tridagon, proximity sensing,
and scene analysis were described. The second approadbriurén the analysis
result in figure 6.5, is to group the systems according to tsitipning technique
they are based upon. The hypothesis is that we will see sonerajalifferences.

Findings from Analysis Results vs Positioning Techniques

The first part of figure 6.6 on the following page shows theaystthat are based
on the triangulation method. As we can clearly see, theylhadke to do what we
want. Their main problem is that they are cumbersome tollrestd/or configure.
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Figure 6.7: Summary table of proximity systems
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This is because their infrastructure is wired, and all ekGxgrdis and IRIS need a
lot of infratructure installed in each room. But, once ingdathey are doing a very
good job.

The scene analysis systems are given in figure 6.6 on thedangogage below the
triangulation systems. These systems take time to configimek thus violate the
requirements for initial set-up, as do the triangulatiostegns. In addition, these
systems also take time to reconfigure if changes in room efaattlayout in a new
exhibition are substantial.

By comparing figure 6.6 on the facing page with the summarlettds the prox-
imity systems in figure 6.7 on the preceding page, it is easyotwe that there
are much more diversity between the proximity systems. 8iding a proximity
solution can solve the installation/configuration hurdlegd by most triangulation
systems, it introduces other problems. For example, we earttet many prox-
imity systems fail to fulfill requirement PR10, which is tgpily not a problem
with triangulation systems. The main problem with proxyrgystems is that they
put very demanding requirements on the infrastructure siode be able to ful-
fill all our requirements such nodes have to be small, ligighte and low cost.
Their range should be 2 metres, they should use very litheepcand handle many
simultaneous users. None of the solutions we have analysesl iodes with a
hardware/software combination to do all this. There are itwan problems that
have to be overcome, cost and battery life, both on transnatid receiver device.

We have now seen that triangulation systems seem to be Ileserproximity
systems and scene analysis systems. Their main problerati;gtallation and
configuration is cumbersome. The Astrup Fearnley museursisisrof 18 rooms,
and equipping all of these with minimum four wired base etagiin precise known
positions is a big task. But if the number of rooms had beenlem#his work
might be worthwile.

Having stated this, it would be interesting to look closdhatcase with a proximity
solution when the number of rooms is high, like in the Astrigauifaley museum.
We did already say that this could solve the initial set-upbpgms. What is the
main reason that current solutions will not work in Astruafdey? The answer is
the high number of artefacts on display in the museum. If thalver of artefacts
were smaller, more of our requirements would be fulfilledr &ample, the job
with replacing batteries on infrastructure nodes (PR1Q)ld/be a smaller one.

The discussion above is summarised in figure 6.8 on page 9& .X¥dxis is the
number of rooms in the museum, and the Y-axis is the numbertefaats. We
have seen that the triangulation systems fulfill many of @guirements except
that they are difficult to install. This means that if the ninbf rooms is small

it could be worth doing the job. However, at some point (r) waah a number of
rooms where it is no longer cost effective to use a triangadamethod. Instead,
we could use a proximity solution with wireless infrastiuret nodes, because there
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is no wiring or other time-consuming installing involvedowever, such a solution
typically performs worse with increasing number of artéSabecause they need
battery replacements.

“Many” rooms or artefacts is not a very accurate measurenieiné values for
and e depend on many different factors, such as the the specialigpes, time,
money available in the analysed case. A rule of thumb maydte ik somewhere
between 5-10, and about 20, depending on battery life time of the infrastrrectu
nodes and number of staff to change the batteries.

The different solutions we have analysed are plotted in tdnardi It shows that
several systems could be used if the museum had fewer roothéeaer arte-
facts. We can also see that several systems can handle niefacesor many
rooms. The Astrup Fearnley museum has both many rooms amghanbimber of
artefacts. This places it in the upper right quadrant. As axelseen earlier, the
IRIS-LPS system and the Cordis RadioEye system are the gslgras that could
be used. However, if prices drop and battery technology avgs, proximity solu-
tions based on passive or active RFID technology could asaskd.

6.2.3 Analysis Results vs Positioning Techniques and Teabiogy

We have now found the existing solutions that would be moisalsie to use for
positioning in the Astrup Fearnley museum. We have also gedrihe number of
rooms and the number of artefacts in a museum are importapegres that in-
fluence the type of positioning system that should be chdaenwill now include
the technology used by the positioning system in the disoast see if this could
reveal some complementary information. Figure 6.9 on p&ysh®ws the new
extended table.

Findings from Analysis Results vs Positioning Techniquesrad Technology

There are mainly three findings from figure 6.9 on page 98.

1. Few systems use the scene analysis positioning techodgmpared to trian-
gulation and proximity sensing. The main reason is thatdichs system to
work well, a lot of work is required beforehand to build mapsiatabases.
These also have to be continously updated.

2. IR-based systems are typically proximity systems. Thsae is the limited
range of IR-signals, and the fact that they are so easilykbthc Although
diffuse IR helps increase range, the signals are altereq ¢imee they hit
something on their way and it is difficult to interpret thersids correctly at
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Triangulation | Proximity | Scene Analysis

IR-based
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Figure 6.9: Summary table of systems with regards to positgptechnique and
technology

the receiver. A proximity solution does only need to detesigaal, it is not
using it for further computation of position.

3. Systems using triangulation for positioning are typichhsed on radio and/or
ultrasound technology. As described above, IR-signalg@resasily dis-
torted and can not be used for the precision computing indtitation. Thus,
the more robust radio or ultrasound signals are used. As wedeen, many
solutions use both to get even better accuracy.

6.2.4 Better Solutions with Sensor Fusion?

As we saw in section 2.3 on page 22, sensor fusion—using rharedne sensor
system—could help improve a technology solution. Could s&aicombination of
solutions we have analysed to get a solution that would falfibur requirements
better than IRIS-LPS or Cordis RadioEye? Unfortunatelyemwit comes to the
proximity systems none of them would be wise to combine, ah#irdware and/or
cost constraints are not overcome by having more of whatesatie problem.
The same is true for combining triangulation solutions. ®orimg a proximity

solution with a triangulation system or a scene analysiteayss no good either,
as this will add the problem of installing/reconfiguring amgdthis removing this
potential advantage with a proximity system. Thus, senssiofh will not help in
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our case. The electronic museum guide application that adicplar positioning
system is going to support, have too many conflicting requeénmts.

6.3 Results and Suggestions

While none of the systems we have analysed fulfil all our reguénts, there are
two candidates that stick out. The best solution seems to bed the IRIS-LPS
system. The second best solution would be Cordis RadioEffenwi RadioEyes
in the smallest rooms. However, it is important to remembhbat while Cordis is

a commercially available system, IRIS-LPS is a researciegr@nly. Thus, all

hardware infrastructure and software have to made basekleoprototypes from
the project. This means that choosing Cordis is a much eastsafer solution,
although more expensive.

We have seen that our electronic tour guide put many and ctinflirequirements
on the underlying positioning system. Although we reachessalt for our specific
LBS here, it would be valuable to extract important learrfiregn the process and
use this to provide a generic tool which can be used by otlatsare to choose
a positioning system for supporting an indoor LBS. This Ww#l the focus of the
next section.

Because it is so hard to choose positioning system, the qoaesees of making
a bad choice should be minimised, and it should be easy talswitor add new
positioning technologies as they become available. Thasyilpropose a flexible
architecture for LBCSs based on the service oriented aathite (SOA) concept,
which can help realise this. This will be the focus of sectio®2 on page 102.

6.3.1 Decision Flow Diagram for Choosing Positioning Syste

Our work has shown that a thorough investigation of the dartfaé positioning
system is going to be a part of, is necessary. For exampleawedeen that other
properties than those in our requirements specificatioe wercial, especially the
number of rooms and number of artefacts at the exhibitiore mlethod we have
used to find a positioning system is summarised below:

1. Perform a domain analysis and a specific analysis of gliemhises
2. Decide functional requirements
3. Decide non-functional requirements

4. Prioritise the non-functional requirements
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Figure 6.10: Decision Flow Diagram

5. Introduce some kind of weighting scheme for the requirgme

6. Perform a structured analysis of alternative solutiocoading to the re-
guirements

While this method can be used, it is very specific and timesaoring. Thus, we
have tried to come up with a more general tool, which is ab@gve its user help in
the initial decision process of choosing a positioningesystThis tool still requires
at least step 1 and 2 of the method above, maybe more, but ty the provided
tool before step 6, the number of solutions to analyse coaldreatly reduced,
maybe down to two or three systems that all look promisings Will be a much
more practical method to use.

Figure 6.10 shows a decision flow diagram that could be usetkettde which
kind of positioning system that would be most suitable in agobr exhibition
domain when it comes to positioning technique. As we have,s8stems based on
different techniques often have some characteristicsntiaée them advantageous
and some that make them disadavantageous in different cases

The diagram is the result of many rounds of trial and erromadty not cover all
possible scenarios, but could still be a very useful tooleébayquick overview of
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possible solutions and their advantages and drawbacksen gremises. It should
be noted that the diagram can be used in general, not onlyusygtades that is
similar to the one we described in chapter 5. However, thexéveo requirements
that should be present. The user should be provided withrirdtion about the
artefact he is most likely to be interested in at any time, #meduser should be
provided with a map showing where he is.

At the beginning of the decision process we have three pessilicomes: a trilat-
eration or triangulation based solution (TRI), a sceneyambased solution (SA),
or a proximity based solution (PROX). The first question toiasvhether the LBS
will suffice with room scale accuracy or not. If it does, a proity solution would
be the best choice, as it could do with very limited infrastuwe.

If better accuracy is required, we have found that the mopbmant issue to con-
sider is wether there are “many” or “few” artefacts in the iexion. As these

are subjective measures, we suggest to introduce an artiefeshold value called
A_THRESHOLD. This value has to be determined in each caskisatiependent
on the combined hardware/software costs of an artefacbseisgd in a proxim-

ity solution with one sensor per artefact, and managemeshtdaployment time

of these, compared to available resources (for example onaampand budget). A
specification of this value is suggested for future workh# humber of artefacts
exceeds A_THRESHOLD, a proximity solution could be exclids a candidate
solution.

To determine whether to use a TRI or a SA solution in a systeimmwany artefacts,
we could ask if the exhibition is static or if there are regu@ahibit changes (with
substantial changes so that reconfiguration is necessiityie exhibit is mainly

static, an SA solution is preferred as this will in generajuiee less infrastructure
than a TRI solution. However, if there are frequent changeRlasolution is a bet-
ter choice. The initial set-up may be very time-consuming,dmce in place it will

work regardless of changes in the exhibit. With an SA solutime-consuming
reconfiguration is required with each exhibit.

If the number of artefacts is below the A THRESHOLD value, ave still left
with all three solutions. This is an easier case to solve. M¢a use the question
of static vs non-static exhibit changes again as we did gliowdecide if SA is the
right solution or should be eliminated.

As we can see in the figure, there are two questions that caskied aitially after
decided that the system has few artefacts. If the systensrmdEmetre accuracy
and the user is passive, the only possible solution is TRhefuser can be active,
PROX is preferred.

If we have a system with few artefacts and frequent exhibitisanges, the number
of rooms could help decide whether to use TRI or PROX. Agaim,coauld use a
threshold value inferred from the actual case to decidetie [The value depends
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on the deployment time and costs for the TRI solution. If thenber of rooms is
high (exceeds R_THRESHOLD), PROX is preferred. If the numdje@ooms is
below R_THRESHOLD, the required accuracy level can decitiether to use
PROX or TRI. If high accuracy is required, the requirememtgo active user or
the lack of such a requirement finally settles whether to iR@>or TRI.

As with A_THRESHOLD, R_THRESHOLD, and maybe also a valuehigh vs
low accuracy, should be discussed further and are suggfestiedure work. Some
of the decisions here rely on a cost analysis, which is outops of this thesis.
Our work has mainly been concerned with technological aspsith regards to
LBCS requirements.

6.3.2 Applying Service Oriented Architectures (SOA) for Lacation Based
Computing Systems

Many traditional Location Based Computing Systems (LBQ8)ampletely pro-
prietary. By this, we mean that their interfaces and intenextions between com-
ponents of the systems are closed and not accessible bysgiems. The LBCSs
might have an internal layering and modularisation, butoma which can be ex-
ploited easily by other systems. We suggest that future LB8&Rpt aystem wide
Service Oriented Architectur@ his will be described in the following, after a brief
introduction to the SOA concept.

The SOA Concept

Service-orientatiohas become a very popular concept in recent years, and is used
in a broad variety of applications. A definition of Serviceighted Architecture
(SOA) is given in [68]:

Service oriented architecture (SOA) is a paradigm for asgjag and
utilising distributed capabilities that may be under thetoal of dif-
ferent ownership domains.

Entities like people, organisations, and applicationgtereapabilities to solve or
support problems and needs, and these can be used by ofities eAt servicein
SOA is the mechanism which enables access to one or moreiltggmbThis is
done through a pre-describedrvice interfacewhich includes specific protocols,
commands and other means for supporting information exgghaRor interaction
to occur, services must be visible to each other, which meintities must be
made aware that the service exists. This is often effectelidopvery mechanisms.
Interaction can then occur through exchange of messagathanesult is typically
aresponse to a request.
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SOAP  |Messaging/method invocations
WSDL |Service endpoint descriptions
UDDI  [Senvice registration and discovery mechanisms

Figure 6.11: The main technologies of XML Web Services, Whian be used to
realise a service oriented architecture.

XML Web Services technologies are commonly used to realiSOA. This is
a set of standards and protocols based on XML, which coverseuirements
of a SOA. The main technologies of XML Web Services are SHAPSDL?, and
UDDI® (see figure 6.11). Communication between services can berperd using
SOAP, a simple XML based protocol to let applications exggainformation over
HTTP, or simply put, a protocol for accessing a Web Servic&DI is an XML
based language for describing Web Services and how to attess UDDI is a
directory service where entities can register and seanchVieb services, and is
used for service discovery purposes [69].

Architecture Proposal for Future LBCSs

Based on the three-layered model of an LBCS used throughizuthiesis, includ-
ing a positioning layer, location layer, and an applicatibBSs) layer, a SOA for
LBCSs is now introduced. The goal of this approach is to makasy for differ-
ent systems to interact and collaborate. For example, ildvoe advantageous if
the lower layer positioning mechanism could be substitdtedanother one (see
figure 6.12 on the next page), without having to worry aboettpper layers. This
could for example be due to LBS requirements changes. Thisanaobile device
which should be positioned could be provided with severamseor positioning,
and the appropriate technology could be chosen based oedh@ements spec-
ified by the application. Recent cellular phones can be ipositl by either GPS
or GSM, and the Location API (JSR-179) defined by the Java CamitsnProcess
abstracts the details from the application developer byigiag him with the same
interface for using both positioning technologies. Howegthas architecture is still
rather static, as it is not possible to add other positionigahnologies than the
predefined ones.

An LBCS can be built according to the SOA concept by mappiran edi the lay-
ers in our three-layered model into a service on their owa,figgire 6.13 on the
following page. In addition to these services (represeigd,, in the figure),
the SOA must also include a discovery-mechanism (repreddnt D in the fig-

!Previously Simple Object Access Protocol, but now onlyezhBOAP
2\Web Services Description Language
3Universal Description, Discovery and Integration
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Layer 3
Location Based Services

Layer 2
Location System

——»
substitute

Layer 1 Layer 1
Positioning System A Positioning System B

Figure 6.12: Substituting one positioning system for aapthithout requiring
changes in the layers above.

Location System

substitute

Pos. Sys. B

Figure 6.13: Mapping the layers of our reference model teises in a SOA.

ure). When a new positioning technology is introduced onntiobile device, for
example by equipping a PDA with an RFID reader, it will contd®DI and reg-

ister itself. The location layer can then query the UDDI foe most appropriate
positioning technology according to requirements spetifigthe LBS.

Figure 6.14 on the next page shows how most LBCSs are implechdéaday,

with proprietary interfaces between all components on tbbilea device side, pro-
prietary interfaces between the mobile device and the sey&em in the net-
work, and proprietary interfaces between the componenth@gerver side. Fig-
ure 6.15 on page 106 shows how some LBCS architectures havepseposed
today, where parts of a SOA concept or just XML messaging lmean used to
introduce flexibility between the mobile device and the cormgnts on the server
side in the system[10, 13, 70]. However, it is also possiblermploy the SOA
concept for the entire architecture of an LBCS, see figuré 6ripage 106. It is
possible to expose the internal components running on thslendevice and the
components running on the LBCS server as services as wéfl,the interfaces
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LBCS Server LBCS Database

Mobile Device

Server Side Components

I, — Proprietary/closed interfaces

Figure 6.14: The architecture of most LBCSs today.

between them defined through e.g. WSDL if the XML Web Servigasform is
used. With this approach, the reorganisation of the sesviesimple (e.g. move
some functionality from the mobile device side to the seside if appropriate),
but more importantly, it makes it easy to attach new positigtechnologies (layer
1) and deploy new services (layer 3). To add a new positiot@olgnology on layer
1, the developer of the system only has to take the appregritgrface definition
into consideration (e.g. the WSDL), and generate skelebole based on this. To
add a new service on layer 3, the developer of the serviceoalgchas to take the
appropriate interface definition into consideration, aedegate client stubs based
on this.

Advantages and Challenges

In general, the main advantages of using the SOA conceptritpating systems
are reuse and interoperability. Because service intesfamopen and the services
are published as available for use by others, they can dasilgused, either to
solve the same problems or needs, or in a completely new wepteaded by the
service provider. Service providers can build on existiaryises without having
to start from scratch for each new system development.

Our proposed SOA architecture for future LBCSs has two §ipeadvantages
based on the general advantages of using SOA. Differeniqgusig systems could
be used by the same LBS for different purposes, and the sasit®pmng solutions

could be used by several LBSs. New positioning systems arsldan be added
to the LBCS in runtime. In addition, our proposed architeetis able to support
all different architecture distributions, so that compatseof the architecture can
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G |

LBCS Database

LBCS Server

Mobile Device

Server Side Components

p — Proprietary/closed interfaces

Isoa — SOA interfaces, e.g. XML Web Services

Figure 6.15: SOA concept applied for LBCS.

lsoa /
|

[SOA

[SOA

Mobile Device

SOA

O,

LBCS Server LBCS Database

Server Side Components

Ison — SOA interfaces, e.g. XML Web Services

Figure 6.16: Using SOA system wide for increased flexibility
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be placed where it is most appropriate with regards to theifsp&BCS. For ex-

ample, in some LBCSs the layers from our reference modelbgilimplemented
solely on the mobile device, while in others some layer camepts will be im-

plemented on the mobile device and some at the server sidae Sgstems may
even have most components at the server side, and only digmihan the mobile

device.

The main challenge for our proposed system wide SOA to bessstd, is that a
general agreement is reached with regards to a common deshanontology for
LBCSs, as standard XML Web Services do not consider the sanariinterfaces.

6.4 Summary

In this chapter we have applied all the knowledge gatherdtédrprevious chap-
ters. First, we analysed a range of different location systEom chapter 4 against
a complex requirements specification made in chapter 5. Wedfthat two solu-
tions, called IRIS-LPS and Cordis RadioEye, seemed to leetaluover our needs.
However, we realised that this specific result might not by wseful for others.
Thus, we tried to extract some general knowledge from théwadth the thesis,
and turn it into a tool that more easily could be used by oth&te result was a
decision flow diagram which may help emphasising importhatacteristics with
indoor positioning, and the choice of positioning solutidm addition, we also
proposed a new architecture for future LBCSs, based on theepd of Service
Oriented Architectures (SOA), which will ensure increafiedibility.
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Chapter 7

Conclusion

In this final chapter we will discuss how this thesis manageghswer the problem
statements given in section 1.1 on page 4. We will also suiismaur contribu-
tions, and discuss limitations of the thesis and future work

7.1 Achievements and Results

This thesis is trying to find the answer to the questidrhat kind of positioning
system would best fulfil the requirements of location basedices used in in-
door exhibitions?”The first answer found is that this is highly dependent orethre
things:

1. The location based service that is to be supported by thiigraing system.
2. The premises in which the system is to be implemented.

3. The exhibition(s) on display.

Thus, we suggest that thorough research and preparatierpeenbrmed in these
areas before choosing a positioning system. Then, it waaildiluable to make use
of a framework which could take specific parameters desggigour LBS, your
premises and typical exhibitions as input, and give thedétible positioning sys-
tem as output. However, as there are so many different arftictimy parameters,
this proved rather difficult. But, by going up one level, fréine existing position-
ing system implementations to a categorisation of positgptechniques, a useful
decision flow diagram was made, which hopefully can guidertutievelopers and
owners in the decision process.

The second answer to the problem statement is that becagiseishsubstantial
uncertainty about different positioning systems suitgbds support for different

109
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LBSs, future LBCS should be built using a very flexible aretitire that allows for
easy changes of positioning mechanisms. A selected pasiicystem might not
work as well as intended, or new positioning technology bee® available that
seems to be a better solution than the current. Thus, paisigicolutions should
be developed according to a flexible LBCS architecture, wiiakes it easy to
substitute one positioning mechanism with another ondyowit having to replace
the entire LBCS, for example middleware, databases anitesrv

Although not directly, we will claim that the general proiviestatement is success-
fully answered. We can also see from the summarised list miriboitions below
that the specific problem statements were successfully eresiwv

» An overview of the field of positioning systems in generald gositioning
techniques and technologies in particular.

 Adetailed description of the domain of indoor exhibiticarsl location based
mobile electronic tour guides.

< Anoverview and an extensive analysis of existing positigrsystems against
requirements from a complex tour guide.

» A decision flow diagram which may help clarify consequenafshoosing
different positioning systems, and by this also help in fgikection process.

» Suggestion of a new flexible architecture for LBCSs based service ori-
ented architecture (SOA) concept.

7.2 Critical review and Future Work

As there are so many different parameters to take into cerstidn when choos-
ing positioning system in an LBCS, it is not likely that oumgeal decision flow

diagram covers all different scenarios. Thus, it is imparthat this tool is not

used as a rule for choosing type of positioning system, biefsing guidelines

to get a quick initial overview over different positioningstéem possibilities and
consequences of using them. Future work with the idea of audécision flow

diagram could result in a more inclusive and powerful toblcduld be extended
to cover more parameters, be restructured in more effestiyes, and maybe also
be used for both indoor and outdoor cases, regardless ofidornfibe threshold

values should be further examined.

With regards to the proposed system wide SOA architecturéufare LBCSs, it
should be noted that this is very early work. A minimum set etimods a position-
ing system should support must be developed, and stanaaodisssues discussed.
Test implementation should be carried out, especially éohemv well mobile de-
vices can handle the overhead (network and processingydinted by existing
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technologies for SOA realisation. However, future mobideides will have even
better processing capacity than today, so this should natgreblem in the near
future.
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