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Abstract 

Background: Research about queer people, people of colour, and digital safety has been done 

separately, but little attention has been paid to the overlap between the three. Using 

intersectionality as a lens, it follows that queer people of colour are subject to their own 

context when it comes to digital safety, which makes it a worthwhile research area. 

Aim: The aim of this thesis is to explore the experiences of queer people of colour with 

digital safety. 

Methodology: Exploratory qualitative research and design justice.  

Methods: Semi-structured interviews and thematic analysis. 

Findings: Queer people of colour (QPoC) are vulnerable to attacks on their privacy due to 

their identity, especially if they are politically active. QPoC are not fully covered by existing 

privacy regulations, especially trans people, who do not receive extra coverage under GDPR 

due to gender not being classed as ‘sensitive’. QPoC can experience hacking, harassment, 

death threats, and rape threats due to their identities online. QPoC have specific security 

concerns, such as far-right extremists and the potential consequences of tech platforms 

gathering sensitive data about them. QPoC use a varied set of tactics to try to maintain digital 

safety, such as restricting content and not using real names on social media profiles, self-

censorship, leaving phones behind to prevent location tracking, timed disappearing content, 

reporting serious incidents to the police, and using coded communication online to alert 

friends to dangerous situations. 

Conclusion: Queer people of colour are targeted online due to their identities, and they often 

do not have the resources or time to become experts in digital security. Technical systems are 

rarely designed with them in mind, so they also experience lack of safety due to oversight. 

Despite this, they use the tools they have at their disposal to stay as safe as possible. This 

topic deserves further study since this is only initial exploratory research. A possible direct 

continuation of the research done in this thesis would be setting up a digital security clinic 

targeted at queer people of colour. 
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1 Introduction 

“It’s like when we talk about safety online.  

  It’s not just online.  

  It’s safety in a digitalised world.”  

  – interview response 

We live in a world that is becoming increasingly connected. With the proliferation of 

technology, security and privacy are becoming more relevant for everyone, from large 

corporations to the average individual. According to Taylor & Silver (2019), “it is estimated 

that more than 5 billion people have mobile devices, and over half of these connections are 

smartphones” (p. 3). Of course, these 5 billion people are distributed unequally across the 

world, with factors like age, income level, and country of residence playing a role, but trends 

point towards a continuing increase in smartphone ownership and internet usage. 

In an ideal world, this increased connectivity would only be a positive thing. Digitalisation 

brings a lot of benefits with it, such as fast and diverse modes of communication, instant 

access to knowledge, and online purchases. But, as with most things, there is a catch. 

While using technology, we leave behind data about ourselves. Something as simple as a 

personality quiz going around on Facebook can aid in extracting small bits of information that 

seem innocuous when looked at separately but can be collected to create a larger whole that 

gives someone a foothold to start an escalating series of attacks (Better Business Bureau, 

2020). Important services, such as banking, moving primarily online, means there are an 

increasing number of ways for our daily lives to be disrupted by online attacks. In some cases, 

governments may use their control over internet and telephone services to surveil and harass 

citizens, censor opposing voices, and disrupt unwanted activities. For example, by shutting 

down phone networks during protests (Human Rights Watch, 2014). 

As technology becomes more embedded in our daily routines, it brings with it all of its 

weaknesses and many of us don’t have the capacity to learn to defend against them. Massive 

corporations and government agencies have ample resources to defend themselves from the 

diverse set of threats that exist due our dependency on technology, but average individuals, 

activists, and non-profit organisations usually don’t, even though they often face the same 

threats (Brooks, 2018). Sometimes, they are even specifically targeted because of their 

identities. 
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Even though security attacks have become a fairly common occurrence, there is a spectrum of 

risk which can be affected by facets of our identity. Having specific identities can put a target 

on people’s backs or make the consequences of those attacks more serious than they would 

otherwise be. For example, many wouldn’t think twice if information about their life partner 

was made public, but it could make a massive difference for someone living in a place where 

their sexuality is illegal, or so socially unacceptable that it leads to ostracism. These 

specificities are not well studied. 

There is little research in the fields of information security, cybersecurity, or privacy that 

specifically looks at the experiences of queer people of colour. This thesis will explore the 

experiences of queer people of colour with digital safety. 

 Research questions 

To explore the topic of digital safety for queer people of colour, these five research questions 

have been chosen: 

1) Are queer people of colour especially vulnerable to attacks on their privacy? 

2) Are queer people of colour fully covered by existing privacy regulations and 

information security measures? 

3) Which specific unsafe situations are queer people of colour exposed to through use of 

technology? 

4) Do queer people of colour have specific security concerns? 

5) Which alternative strategies do queer people of colour use to stay safe outside already 

existing digital security frameworks? 

 Motivation 

I’ve spent eight years organising within the LGBTQ+ community. This has included working 

with several different organisations, organising a grassroots festival, and, most recently, 

completing a film project about queer black people in Norway. In parallel, I was earning two 

computer science degrees and working as a software developer. Over time, I noticed that 

technology was often a double-edged sword for many queer people I knew. The internet is an 

important place, especially for queer people who are isolated. Most of our community is 

online, but so is everyone else, including the bigots. The queer community, especially people 
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of colour, lacks resources, which means most don’t have the capacity to prioritise digital 

security. Because of this, many of the queer people of colour I know do not feel safe online, 

which jeopardises their access to community. 

Community is important for queer people; this is not new. Technology has shifted where we 

find our community, but it hasn’t changed the need. I want to share a true story from the book 

Baby, You Are My Religion: Women, Gay Bars, and Theology Before Stonewall about a 

lesbian woman stuck in an unhappy marriage with a man. It illustrates how desperate the need 

for community can be. And why it is so important that queer people have safe access to it, 

whether it’s a gay bar or an online forum. For some queer people today, the internet is that 

lifeline. 

INFORMANT: Well, I had insomnia. I used to phone up all the gay bars, just to hear 

them answer the phone … Just to hear the noise, oh yes.  

INTERVIEWER: So you would call and just be on the phone?  

INFORMANT: No, I would just hear the noise and the laughter in the background. I 

just wanted to be there.  

INTERVIEWER: … it helped you just to know it was out there? (Pause) 

INTERVIEWER: … that’s a really special story.  

INFORMANT: Yeah, oh God.  

(Cartier, 2013, p.xii) 

Myrna was married from 1953 to 1968 when she separated, and then divorced her 

husband in 1970 when no-fault divorce law passed in California. She had terrible 

insomnia throughout her marriage. “I would get up at one or two a.m. and I would call 

every gay bar I had the number to from the 1940s. I wouldn’t say anything. I would 

just stay on the phone and listen to the sounds in the background. I would stay on until 

they hung up, and then I would call another one of my numbers, until I had called all 

the numbers I had. That was my lifeline.” What did it mean to call those bars and to 

hear the sounds in the background? “That phone. Those numbers. That was my 

lifeline.” she whispered, and put both hands by her heart. “It meant there was a place 

somewhere—even if I couldn’t go there—that place was out there. I could hear it. 

Freedom.” She called the bars two to three times a week like this—for fourteen years. 

(Cartier, 2013, p. 172) 
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 Terminology 

Assigned gender at birth 

The gender (usually girl or boy) that is decided at birth. It is usually decided according to 

visible sex characteristics, such as genitalia. 

Biometric identification 

Physical characteristics that can be used to uniquely identify a person, such as retina scans, 

fingerprints, voice, etc. 

Cisgender (cis) person 

A person whose gender matches the one they were assigned at birth. 

Digital safety 

The combination of information security, information privacy, and physical, emotional, and 

mental wellbeing that contribute to an experience of being safe online. 

Doxing/Doxxing 

The hunt for, and publication without consent, of an individual’s private information online. 

Genderqueer/Gender nonconforming 

Breaking with society’s norms around gender. 

Grindr 

A dating app primarily used by queer people, especially men who have sex with men. Grindr 

has three membership tiers: Free, XTRA, and Unlimited. The different tiers give access to 

more functionality as they increase in price, functionality such as disappearing photos and 

hiding location. Grindr gives free access to certain features that increase security in parts of 

the world where being queer is criminalised.  

Hacker 

People who use their skills to exploit weaknesses in technological systems. 
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Intersectionality 

The way discrimination compounds when marginalised identities overlap. For example, a 

person who experiences racism and queerphobia has a different experience from someone 

who only experiences racism. 

LGBTQ+ 

Lesbian, Gay, Bisexual, Trans, Queer, and others whose gender/sexuality break with the 

norms of society. Will sometimes be used interchangeably with queer as an umbrella term. 

Marginalisation/marginalised   

Browne et al. (2012) use the term ‘marginalised’ to “refer to the conditions and processes by 

which particular populations are affected by structural inequities and structural violence in 

ways that result in a disproportionate burden of ill health and social suffering.” (p. 2). 

‘Structural’ refers to the ways inequality is baked into the way the world is organised, on a 

systemic level. Marginalisation can happen due to sexuality, gender, (dis)ability, class, ethnic 

or racial background and other categories. The point of using the word is to emphasise that 

“particular populations are not inherently marginalized, rather, it is the marginalizing 

conditions that create and sustain inequities.” (Browne et al., 2012, p. 2). 

Non-binary 

Not identifying as a man or a woman. 

Queer person 

Someone whose gender/sexuality breaks with the norms of society. Will sometimes be used 

interchangeably with LGBTQ+ as an umbrella term. 

Queerphobia 

Discrimination against those whose gender/sexuality break with the norms of society. 

Person of colour 

People who are not white. For example, a black person. 
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Privacy 

Privacy is usually concerned with the handling of personal information; how it is collected, 

used, stored, and whether the owner of the information is aware and consenting. 

Social engineering 

Broadly, social engineering is using a series of techniques to manipulate other people into 

fulfilling an end goal of the social engineer. From an information security perspective, social 

engineering can be defined as a method of wrongly convincing an authorised person to gain 

access to their resources (machines, passwords, servers, etc.).  

SWAT/SWATing 

Sending police to the somebody’s home under false pretences, such as reporting an active 

shooter at the address. In the worst case, this can lead to the victim of the SWATing being 

shot by law enforcement.  

Transgender (trans) person 

A person whose gender does not match the one they were assigned at birth. 

Trolling 

Posting online in ways usually meant to elicit a negative reaction. 

Undocumented 

People that do not have the legal right to reside in the country they are residing in. 
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2 Background 

This background chapter will summarise some existing literature on information privacy, 

information security, and diversity in the tech industry. 

 Information privacy 

2.1.1 What is information privacy? 

Privacy is commonly seen as an issue of ethics and human rights. Article 12 of the Universal 

Declaration of Human Rights (United Nations, 1948) states: “No one shall be subjected to 

arbitrary interference with his privacy, family, home or correspondence, nor to attacks upon 

his honour and reputation. Everyone has the right to the protection of the law against such 

interference or attacks.”  

Privacy has different meanings depending on context. Smith et al. (2011) divide the most 

common usages into general privacy, physical privacy, and information privacy in their 

review of existing privacy research. Where physical privacy “concerns physical access to an 

individual and/or the individual’s surroundings and private space” and information privacy 

“concerns access to individually identifiable personal information” (Smith et al., 2011, p. 

990). General privacy, which is usually conceptualised in terms of ethics, is defined as a sort 

of umbrella term that encompasses both physical and information privacy. 

Even though information privacy is the most relevant term in the context of this thesis (and 

will usually be what is meant when referring to privacy), physical and general privacy should 

be kept in mind. Personal information and physical location are not easily separated in the 

time of “doxing” and “SWATing” (see section 1.3). The line between information and 

physical privacy becomes blurred in a situation where someone who is being physically 

stalked because their privacy was breached online. 

2.1.2 Privacy threats 

When people think about threats to their privacy, they often think about the stereotypical 

hacker sitting in a hoodie behind a black screen full of green code. The reality is that privacy 

can be threatened by many different actors, even ones we think of as “good”. State actors, and 
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companies we patronise, are constrained by privacy regulations precisely because they are in 

positions to threaten privacy and often do. This section will detail some of the actors that 

threaten privacy (and sometimes information security) and outline some of the effects that this 

can have. 

State actors 

Wikileaks and Edward Snowden are both names that have become known the world over for 

exposing US government secrets. As recently as 2017, Wikileaks publicised documents 

detailing how the CIA had exploited flaws in existing internet infrastructure to allow for 

surveillance (Menn, 2017). Edward Snowden, a former NSA contractor, had to flee from the 

US to Hong Kong to Russia after leaking classified NSA information that exposed the extent 

of global surveillance (Burrough et al., 2014). People employed by government agencies are 

paid to find and exploit flaws in the systems that everyday humans use. This is justified by 

evoking the spectre of compromised national security, but personal privacy is at stake 

whenever this is done. The erosion of privacy can lead to decreased safety. 

A specific example would be the biometric identification system being used by the UN 

Refugee Agency (UNHCR) to register Rohingya refugees in Bangladesh. Refugees cannot 

access aid until they are registered in this system, which does not leave them much choice to 

refuse. UNHCR shares the data with the Bangladeshi government, which Bangladeshi 

officials “have publicly stated […] will be used to help in sending the Rohingya refugees back 

to Myanmar.” (Thomas, 2018). Being sent back to Myanmar can mean persecution and death 

for Rohingya refugees. UNHCR implemented this system to support their work and increase 

efficiency, but it can have far-reaching consequences for the people registered in their 

databases. 

Another example was the Norwegian Smittestopp app, a contact tracing app introduced to 

keep track of COVID-19 exposures. It was rated as one of the worst contact tracing apps in 

the world when it came to privacy (Fjeld, 2020). 

Tech companies 

In this day and age, information is currency. All of the big tech companies traffic in personal 

information for profit. Individual privacy cannot be a priority for them while they are 
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incentivised to collect and use as much personal data as possible. Google and Facebook 

collect so much information about people that they are able to build fairly accurate profiles of 

their users for use in marketing and content recommendations. This kind of information can 

be used maliciously if it falls into the wrong hands. 

Butler (2007) gives the example of AOL's (America Online’s) 2006 decision to publish 

anonymised data about people’s search queries, which quickly had to be reversed because it 

was possible to figure out some people’s identities from the data set, due to things like 

searches for own names and context clues. Even when companies are trying to do things that 

are aligned with the public good, like publishing large data sets for researchers to use, there 

are always privacy implications. 

Kosinski et al. (2013) show how a single data point, such as someone’s Facebook Likes, can 

be used to predict traits fairly accurately, such as sexuality, ethnicity, political views, religious 

beliefs, substance use, age, gender, and more. This kind of predictive power can also be used 

for things like targeted pregnancy ads, which can have an unfortunate effect on someone that 

still receives ads after a miscarriage (Moss, 2019) or when an unmarried woman’s pregnancy 

is revealed to her family in a place where it is culturally unacceptable for her to be pregnant 

(Kosinski et al., 2013, p. 1).  

2.1.3 Privacy threats due to identity 

People’s privacy concerns are going to be filtered through their specific set of experiences. 

This can lead to divergence from expected behaviour in their meetings with systems they have 

to interact with. For example, a healthcare system is supposed to help prevent and treat health 

issues, but that is contingent on patients being honest about what is happening with them.  

Eklöf et al. (2015) detail how this is a potential problem for Somali asylum seekers when 

translators who are a part of patients’ cultural communities are used during healthcare 

appointments. Patients who would be willing to share information with a healthcare provider 

alone, suddenly find it harder to be completely honest because of worries of the translator not 

keeping it secret. They are put in a specific situation that people working within the healthcare 

system might not predict because (1) they do not want sensitive health related information 

getting back to their own community and (2) they cannot necessarily choose to avoid having 



10 

 

someone from their own community involved in health care situations since a translator is 

necessary for access.  

This can be extrapolated to start thinking about issues of privacy within other systems, like 

technological ones. Different subgroups are going to have varying ideas of what privacy is 

and the systems that these subgroups meet will not always be equipped to handle that, because 

they are designed by people who don’t take their specific needs into account (or even know 

that those needs exist). This can lead to specific information security and privacy threats that 

usually aren’t thought of. 

An example of this has already been covered in the case of the UNHCR’s use of biometric 

identification with Rohingya refugees (Thomas, 2018). This system was put into place with 

the aim of aiding the ability of a humanitarian organisation to do its work, but there are many 

possible negative consequences because the people being registered in these systems are 

especially vulnerable. 

The Initiative for Equal Rights (2019) say in their report that LGBTQI+ people in Nigeria 

have been arrested because of information illegally found on their phones by police officers. 

Nigeria is a country where same sex marriage, cohabitation, community gatherings and other 

aspects of being LGBTQI+ are criminalised (Human Rights Watch, 2016). LGBTQI+ people 

have to be worried about their use of technology and social media in case anything they do 

can be used against them later.  

Marginalised people can also be particularly targeted online by harassment campaigns, which 

can incorporate things like doxing (see section 1.3), which happened to a journalist who 

experienced Islamophobic harassment after being doxed (Ansari, 2019). He ended up leaving 

social media. This affects people’s wellbeing and their right to free expression. 

There are also examples of the rising use of surveillance software at schools leading to 

situations where young LGBTQ+ people are outed to their families without their consent due 

to “software that flags any student writing that uses, among other terms, ‘queer’ or 

‘transgender.’” (Caraballo, 2022). Legislation that forces people working at schools to 

disclose such information to students’ families makes that kind of software dangerous to 

queer students.  
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2.1.4 Privacy regulations 

General Data Protection Regulation (GDPR) 

The GDPR became enforceable on May 25th, 2018 and is supposed to regulate the processing 

of data within Europe. It also applies to entities that serve European customers outside of 

Europe. It is enforced by Data Protection Authorities (DPAs) located in specific European 

member states, for example, in Norway this would be Datatilsynet. DPAs have the ability to 

issue warnings, reprimands, bans on processing, and fines for non-compliance. Under GDPR 

certain categories of personal information, such as race, ethnicity, or sexual orientation are 

categorised as ‘sensitive’ and get special protection. Article 5 of the GDPR (2016) outlines 

the general principles the regulation is supposed to uphold related to processing personal data. 

Those principles are: (1) ‘lawfulness, fairness and transparency’, (2) ‘purpose limitation’, (3) 

‘data minimisation’, (4) ‘accuracy’, (5) ‘storage limitation’, (6) ‘integrity and confidentiality’, 

and (7) ‘accountability’ (art. 5). All in all, it regulates people’s rights to their personal data 

and the ways that data processors need to be accountable for the data they are handling. 

California Consumer Privacy Act (CCPA) 

The CCPA went into effect January 1st, 2020. It is similar to the GDPR, but limited to 

residents of the state of California, USA. There are less enforcement possibilities, the 

maximum fine is much lower than for the GDPR and there are no warnings, reprimands, or 

bans (SB-1121, 2018). There is also no special consideration for ‘sensitive’ information, so 

there is no specific protection for marginalised people as there might be under GDPR.  

How do regulations impact on privacy threats? 

Since the GDPR became enforceable there have been large-scale effects, such as the 

Commission nationale de l'informatique et des libertés (CNIL), France’s DPA, imposing a 50 

million euro penalty on Google (CNIL, 2020). This is, of course, important but there are 

many privacy violations that cannot be stopped by regulation like the GDPR and CCPA. 

Hackers who specifically target people cannot be fined or banned through enforcement of 

these regulations, because they aren’t covered by them. Techniques like social engineering 

will succeed, regardless of whether it is possible to fine Google and Facebook. Regulation has 

a big part to play in the wider landscape of privacy protection, but it cannot cover all cases. 
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Even if sanctions are put in place after a privacy violation by a big company, the privacy of 

individuals has still been compromised and that can be life or death for someone who has 

sensitive personal information they must hide. 

It is important to have an overview of the privacy landscape, but the question of protecting 

marginalised people from information security and privacy attacks has to be addressed in 

additional ways aside from regulation. Especially with the CCPA, you can see that these 

frameworks are meant to protect the ‘general’ person and not people who are specifically in 

danger because of their identities. Hopefully, regulations like the GDPR and CCPA will 

reduce the amount of data gathered by big tech companies and lessen attack surfaces in that 

way. 

 Information security 

2.2.1 What is information security? 

The International Organization for Standardization (ISO, 2018) defines information security 

as “preservation of confidentiality, integrity and availability of information […] In addition, 

other properties, such as authenticity, accountability, non-repudiation, and reliability can also 

be involved.” 

In an information security context:  

• Confidentiality means that information is only available to those with authorised 

access.  

• Integrity means information is accurate and complete. 

• Availability means information is accessible to authorised entities when needed. 

• Authenticity means that an entity is who they say they are. 

• Accountability means that any actions in a system must be traceable to their source. 

• Non-repudiation is the ability to prove that an action was taken by a specific entity. 

• Reliability means a system has consistently correct behaviour.  

In less formal terms, information security can be said to be about making sure that accurate 

information is available only to the correct people at the correct times. 
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When taking a technical viewpoint there are many tools and strategies that can be used to 

maintain the different aspects of information security. Things like multi-factor authentication 

(MFA), password managers, encryption, security training, and legal consequences can all 

contribute to keeping information safe. 

However, these kinds of definitions often do not acknowledge social context. There is usually 

no mention of marginalisation, and why people might be exposed to attacks more often than 

others. When information security professionals are talking about threat assessments, they 

rarely list government affiliated groups as potential threat actors, even though some groups of 

people (sex workers, immigrants, queer people) are exposed to risk through interaction with 

groups like the police. 

With increasing digitalisation, the amount of information to protect multiplies constantly. 

There is big money in information security, both to gain (Columbus, 2020) and to lose. There 

have been multiple international incidents that have slowed entire industries to a standstill, 

such as the WannaCry and Petya malware attacks in 2017 (Auchard et al., 2017; Whittaker, 

2019), which encrypted devices worldwide and tried to extort people into paying for 

decryption. Petya was an attack that started in the Ukraine and had a ripple effect that reached 

as far as Denmark and Argentina. 

These types of threats exist and are constantly evolving, but they do not stand unchallenged. 

There are many people working on ways to keep information and systems safe. Tools like 

multifactor authentication, password managers, and encryption are widely available and assist 

people in keeping themselves and their information safe online. There are also many different 

types of security training for all levels of expertise. These are important because the biggest 

threats to security aren’t always technological in nature but often created by human 

behaviour. 

2.2.2 Security threats 

Whereas threats to privacy can, in some cases, be “technically” legal when systems are 

working as they should be, threats to information security usually aren’t. Information security 

breaches can also often simultaneously lead to privacy breaches in systems that contain 

personal information, so the two are related. 
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People who try to create information security breaches are usually called hackers. They can be 

divided up into a few different categories, most commonly referred to as “black hat” 

(malicious intentions), “white hat” (good intentions, otherwise known as “ethical hackers”), 

and “grey hat” (mixed intentions).  

Hackers can use many techniques, such as social engineering and creating and sending out 

viruses and DDoS attacks. Hackers are usually trying to gain unauthorised access to systems 

or information, so they tend to pose a threat to both information security and privacy  

There is a wealth of software that can be used to assist in automating the hacking process, 

such as Maltego (a data mining tool), Fingerprinting Organizations with Collected Archives 

(FOCA, a tool that finds metadata and hidden information in documents) and Medusa (a login 

brute-forcing tool). These are tools that gather information, organise it and can make 

thousands of password attempts in a small fraction of the time it would take a person to do it 

manually.  

In a social media age where people post all kinds of information about themselves it is also 

easier than ever to find an “in”, because things like passwords or answers to security 

questions are often easier to guess when more information is known about the person that 

made them (Better Business Bureau, 2020). The tools already mentioned and the wealth of 

information available online can also assist hackers when using techniques like social 

engineering. 

2.2.3 Security threats due to identity 

Most people experience threats to information security in some way, due to the widespread 

use of technology. But there are factors that affect the types of threats and how vulnerable 

people are to them. Chen & Dell (2019) write about security and privacy for human 

trafficking survivors and those working with them. They define human trafficking as “a crime 

in which a perpetrator, or “trafficker”, preys on vulnerable individuals through atrocities such 

as sexual exploitation, forced labor, or the removal of organs” (Chen & Dell, 2019, p. 2). For 

people working to reduce human trafficking, the threat models for themselves and their clients 

have to include traffickers who may have physical access to devices and log-in information 

due to ‘low technology literacy’ of victims, these are often not threats that the ‘average’ 

person has to think about. In Chen & Dell’s (2019) paper there were also concerns expressed 
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about law enforcement. Whereas most people might look to the police as a source of support 

in situations where they feel unsafe, in the context of human trafficking there were worries 

about corrupt police officers being involved in trafficking themselves. Human trafficking 

survivors were also at risk of being arrested and charged with crimes if they asked for help, 

because sex work and immigration issues are often criminalised. These are security concerns 

that have to do with the specific situation and go beyond more general conversations about 

privacy as a human right. The consequences when security is compromised in this case are 

also potentially very dire, ranging the spectrum from continued abuse to imprisonment and 

deportation. 

LGBTQ+ people are also exposed to specific threats connected to their gender and/or 

sexuality. Being LGBTQ+ is criminalised in many countries, which makes them attractive 

victims, since there aren’t many places to go for help as a person whose existence is illegal. 

Dating apps are potential sources of danger from both criminals and law enforcement, with 

queer people being lured to what they think are dates and arriving to find officers or gangs 

waiting to arrest them and/or extort them (Carroll, 2019; Noack, 2014). Rigot (2022) details 

in a report the ways that the police in Egypt, Lebanon, and Tunisia use digital evidence to 

target LGBTQ+ people by making fake profiles on dating apps and using force to gain access 

to queer people’s devices, with trans women and gay men (especially if they are low-income 

and/or refugees) being particularly targeted (p. 46). 

Blond et al. (2014) made an empirical analysis of the targeted threats the World Uyghur 

Congress, an organisation representing the Uyghur ethnic group, experienced. The Uyghurs 

are a minority ethnic group in China, who are reportedly being sent to labour camps and 

sterilised due to their ethnicity (BBC, 2021). Blond et al. (2014) found that the “language and 

topic of the malicious emails were tailored to the mother tongue and level of specialization of 

the victims.” (p. 543). The organisation was targeted because of who they were representing, 

and the content of the compromised emails was specifically tailored to them.  

While everybody can be vulnerable to security threats, the above examples show that context 

matters. Criminalisation, citizenship status, and cultural acceptance can have effects on which 

types of people are made into targets. Knowledge about people’s identities can also create 

openings for exploitation. Information security measures cannot work for everyone if they are 

designed too generally, because everyone doesn’t experience the same risks. 
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There is literature addressing the security vulnerabilities and needs of specific groups of 

people, such as human trafficking survivors and/or those who’ve experience intimate partner 

violence (Havron et al., 2019; Chen & Dell, 2019). However, there isn’t much covering 

racism, queerphobia, and the intersection of the two.  

 Lack of diversity in the tech industry 

Reports suggest that the tech industry has a diversity problem (Harrison, 2019). Not only is 

there an issue with recruiting people with marginalised backgrounds (Tiku, 2019; Tiku, 

2021), but many companies have inhospitable work cultures and are struggling to retain them 

(Brammer, 2017; Scott et al., 2017). This shapes the technology that comes out of the 

industry, but in the context of this thesis the lack of diversity in the tech industry must have an 

effect on the ways security and privacy are built into technology. If the primary demographic 

creating security solutions is white, cisgender, heterosexual, able-bodied, and so on, then that 

will have significant consequences for which types of problems are overlooked and which 

solutions are chosen. 

For every seemingly insurmountable problem that has taken years to become intractable, there 

will always have been a chorus of quiet voices that someone with more power decided not to 

listen to. And if those voices weren’t heard it is at least partially because the rooms where 

decisions were being made were made up of a homogenous set of people. After all, like hires 

like. Rivera (2012) writes about the fact that cultural fit is highly valued in the hiring process. 

In a world where the cultural activities we participate in are formed by factors like race and 

class, hiring for cultural fit can end up being a proxy for those factors. Even when companies 

outsource their hiring to AI algorithms in an attempt at ‘fairness’, they will often get more of 

the same because previous patterns are reinforced (Dastin, 2018). 

The array of problem scenarios one is able to imagine is the first step to being able to envision 

a set of solutions. The demographics of the security niche of the tech industry most likely 

contribute to important solutions being overseen. For example, it is possible that a company 

like Slack would have taken more time before adding new functionality like extended direct 

messaging privileges (Statt, 2021) if they had a marginalised person in the room to tell them it 

would probably lead to increased harassment. This particular feature was later improved to 

remove some of the potential harassment pathways, but only after user feedback. 



17 

 

Often, the people that know best are the ones actually experiencing the issues, and the tech 

industry is not always taking advantage of that lived experience. The composition of the tech 

industry has a large hand in the gaps found in technology. This isn’t a problem that can be 

solved overnight, but one thing that can be done is to ask those who are affected directly, 

which is the aim of this thesis.  

High-profile examples of another part of the problem, tech companies being inhospitable to 

their marginalised employees, are Timnit Gebru’s (a black woman) and M. Mitchell’s (a 

white woman) firings from Google (Vincent, 2021), after conflict arising around attempts to 

do their work around AI ethics. B. Pagels-Minor (a black non-binary person) and Terra Field 

(a white trans woman) exited Netflix (Schiffer, 2021) after backlash around Dave Chappelle’s 

transphobic comedy special being streamed on Netflix’ platform. Google and Netflix are 

some of the biggest tech companies in the world and all of these high-profile cases have in 

common that the employees that end up leaving or being fired are women, LGBTQ+ and/or 

black. It is hard to know the details of exactly what happened in these labour disputes, 

especially since there are conflicting accounts, but there is a signalling effect when these types 

of stories end up making international news. 

The people in the tech industry making security and privacy solutions, and deciding how 

social media platforms operate, set the standards for the experiences people are going to have 

using technology. The demographics of the tech industry therefore have a significant impact 

on the subject of this thesis. It is part of the reason that certain people are more overlooked 

and therefore more likely to have negative experiences online. 
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3 Conceptual framework 

Ravitch & Riggan (2012) define a conceptual framework as “an argument about why the topic 

one wishes to study matters and why the means proposed to study it are appropriate and 

rigorous.” (p. xiii). 

The topic of this thesis isn’t covered in the existing literature, therefore it has been necessary 

to comb through existing theory to find the pieces that fit – a form of bricolage, using 

“whatever tools and materials are at hand to complete a project” (Levi-Strauss, 1968, as cited 

in Maxwell, 2013, p. 42) – and turn them into a conceptual framework. The conceptual 

framework in this thesis consists of four components: (1) experiential knowledge, how a 

researcher’s own personal experience can be used to inform the research design; (2) 

intersectionality, a concept first coined by Kimberlé Crenshaw, that helps to understand the 

nature of living with overlapping marginalised identities; (3) social cybersecurity, as an 

emerging field of research that centres the human in understating safety and security; and 

lastly (4) strong objectivity, a concept from Feminist Standpoint Theory, which “argues the 

importance of starting from the experiences of those who have been traditionally left out of 

the production of knowledge” (Naples, 2017, p. 1). 

 Experiential knowledge 

Experiential knowledge is the way that a researcher’s personal experience can be used to 

inform their research. Many research paradigms have sought to erase the researcher from their 

work or strived for neutrality, but more recent developments in qualitative research paradigms 

have gone against this. For experiential knowledge to be used successfully, there needs to be 

“critical subjectivity” (Reason, 1988, as cited in Maxwell, 2013, p. 45), which allows for the 

researcher to use their own experiences and knowledge without them taking over. 

Researcher note 

I took my first information security class in the autumn of 2018, during the second year of my 

bachelor’s degree. I learned about a lot of terms, concepts, and abbreviations; like attack 

vectors, Public Key Infrastructure, and CIA (Confidentiality, Integrity, and Availability). I 

learned very little about the people we are trying to protect and why some of them may need 

more protecting than others, other than a section on social engineering, which mostly treated 
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those who were duped by malicious actors as a problem to be fixed. I went on to take a class 

called Ethical Hacking in 2019, which I found out mainly focused on learning about technical 

hacking techniques. The ‘ethical’ in Ethical Hacking just meant not doing anything illegal. 

Spring 2020 was the first time I saw humans being centred, when I took a class called ‘Public 

Interest Cybersecurity: The Citizen Clinic Practicum’ at University of California, Berkeley. In 

the Citizen Clinic, the students were divided into interdisciplinary groups and assigned to 

public interest organisations that needed cybersecurity assistance. I was in a group that 

worked together with a reproductive rights organisation that had been targeted by white 

supremacist groups and religious extremists. This experience made it clear to me how 

important it is for people who don’t have the resources to access expensive security 

consultations to still be able to keep themselves safe. It also made it clear to me how 

resourceful people are and how much they can find out by themselves when they don’t have 

any other option. Several of the people I was lucky enough to interact with were self-taught 

experts due to necessity. 

As I was learning how to become a technologist, I was also living a life outside of the 

academy and work. I have worked for several LGBTQ+ organisations through the years, 

organised a digital festival for queer people of colour, led a film project about black queer 

people in Norway, and generally spent a lot of time around other queer people.  

I kept noticing things that raised questions and fed their way into the thoughts I was having 

about the direction I wanted to pursue with technology. The organisations I have worked with 

are under-resourced and helping incredibly vulnerable people. Isn’t it as (or more) important 

that LGBTQ+ asylum seekers are digitally safe, as some corporate entity that has the 

resources for yearly penetration tests? I also found that people had an incredible number of 

questions for me whenever they found out what I studied and worked with and seemed to 

mostly be trying to do the best with what they had, something that felt in opposition to a lot of 

the information security literature I’d been taught up to that point, which focused on the 

‘human as the weakest link’.  

I noticed interesting patterns, such as the fact that many of the queer people of colour I added 

on social media after events didn’t use their actual names online and rarely had pictures of 

themselves, more than I experienced in other spaces. I noticed that people had security 

practices outside of the usual recommendations of turning on multifactor authentication and 
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using longer passwords. I also noticed, again and again, that a lot of the security 

recommendations people are expected to adhere to just aren’t practical. What if you have 

memory problems and you’re expected to remember a new password for each account you 

create? What if you’re too old to learn how to use a password manager? 

I became concerned with the fact that many of the people I knew, people who were doing 

important work, were afraid to be vocal because of the ways that technology could be used 

against them. I know multiple people who have been harassed so badly online that they have 

had to go to the police and get a panic button in case someone who sent them a digital threat 

actually carries it out. These types of harassment incidents are exhausting and have an effect 

not just on the person being targeted, but also all the people like them who are watching and 

realising that it could happen to them too if they’re ‘too’ loud. I think this is an incredible 

problem in a society that purports to be democratic. I wanted to see what I could do about it 

with the tools I had, which were my lived experience as a queer person of colour, who was 

also a technologist with an interest in security. The only problem was that the intersection of 

those two things was poorly studied. 

I started wondering whether there was a way to research the questions that had come up and 

the things I’d been noticing. Whether there was a way to do security that respected people as 

experts on their own experiences and not as a ‘weak link’ in an otherwise perfect information 

system. Wondering is what lead me to the research questions explored in this thesis. 

 Intersectionality 

3.2.1 What is intersectionality? 

Black feminist thought has created language and frameworks that help to understand the 

nature of living with multiple identities. One of the better-known terms that has come out of 

this work is ‘intersectionality’, coined by Professor Kimberlé Crenshaw in a 1989 paper about 

the ways that the combination of sexism and racism can turn discrimination against Black 

women into more than the sum of its parts. In her words: “Discrimination, like traffic through 

an intersection, may flow in one direction, and it may flow in another. If an accident happens 

in an intersection, it can be caused by cars traveling from any number of directions and, 

sometimes, from all of them.” (Crenshaw, 1989, p. 149). In other words, when one can be 
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discriminated on multiple grounds it is rarely possible to pinpoint one reason. For example, a 

black woman being discriminated against will rarely be able to say it is just racism or just 

sexism. The same way a queer person of colour will rarely be able to say it is just racism or 

just queerphobia. 

Even though intersectionality is the term that has come into mainstream usage, Professor 

Crenshaw was not the first or last person to work with the concept of discrimination being 

affected by multiple identities. There are many others, such as Patricia Hill Collins, the 

Combahee River Collective, bell hooks, Angela Davis, and Audre Lorde.  

See section 1.3 for the definition of intersectionality that will be used in this thesis. 

3.2.2 Queer people of colour and online safety 

Queer people of colour are those who experience discrimination on the grounds of the 

intersection between their sexuality/gender and race. This thesis will explore digital safety 

(see section 1.3) for queer people of colour. Using intersectionality as a lens makes it clear 

that is not enough to study the effects of being queer or being a person of colour separately 

To understand the term ‘person of colour’, it is necessary to talk about race and racism. Race 

is a concept that is difficult to pin down, since it isn’t a biological fact but a social 

construction, although that doesn’t make it any less real. Race is important in this context 

because racism is tied to racialisation, and not ethnicity or other euphemisms. It is specific to 

people who are not perceived as white. Whiteness isn’t a stable category and can change 

depending on location – both temporal and geographical. For example, German and Irish 

immigrants to the United States in the 1800s were initially not seen as white, but were 

eventually assimilated into whiteness (Asare, 2022). Person of colour used in the context of 

this thesis will mean someone who is racialised. 

Being a queer person of colour shapes people’s experience of the world in a specific way. It 

affects everything; “the job market, the housing market, introduction programmes [for new 

migrants], meetings with the healthcare system, education” (Eggebø et al., 2018, p. 141). 

Many people feel like they don’t fit in anywhere, because of discrimination that follows them 

regardless of whether they are trying to interact with majority groups or minority groups that 

they belong to. “First, I was harassed and discriminated by my family because I’m gay, 

second of all, it’s also really difficult to stand up as an immigrant and actually make it in 
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Norwegian society – you have to prove that you’re good enough all the time – and, thirdly, 

I’m also discriminated in the gay community. So, where do I belong then?” (Høibråten, 2018, 

p. 38).  

According to Vogels (2021), 68% of lesbian, gay, and bisexual people have personally 

experienced online harassment, compared to 39% of straight people. Those statistics do not 

include trans people. According to an article summing up the results of a study, 42% of a 

sample of 340 young people with ethnic minority backgrounds had experienced direct 

discrimination online during the first year they were surveyed, this increased to 55% in the 

second year and 58% in the third year (Tynes, 2015). It’s difficult to find numbers for the 

places where racism and queerphobia (see section 1.3) meet online, but extrapolating from the 

separate statistics, it isn’t likely to be better. 

Research points towards both young LGBT people and young people of colour spending more 

time online (GLSEN et al., 2013; Rideout et al., 2011). At the same time as technology can be 

a gateway to otherwise physically inaccessible things, it is also an extension of an already 

racist and queerphobic society.  

Does everyone have the right to be safe when using technology? And if so, how do we get 

there from a world where lesbian, gay, and bisexual people are proportionally experiencing 

almost twice as much online harassment as their heterosexual counterparts (Vogels, 2021). 

That data doesn’t even include trans people and others who break with the norms of sexuality 

and gender who are not lesbian, gay, or bisexual.  

Information privacy and security deal with protection of private information and 

technological systems. Experts in these fields often direct their attention to the ‘default’ 

person (white, straight, cisgender, able-bodied, etc.) and this most likely leaves dangerous 

loopholes to be used against people who don’t fit that profile. It is important to map possible 

oversights in this area and also to find possible solutions.   

 Social cybersecurity  

Carley (2020) defines social cybersecurity as “focused on humans and how these humans can 

be compromised, converted, and relegated to the unimportant”, in contrast to traditional 

cybersecurity, which is “focused on machines, and how computers and databases can be 
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compromised” (p. 367). Carley’s paper mostly focuses on misinformation, disinformation, 

and social networks, which are not the main focus of this thesis, but social cybersecurity is 

still a growing field touching many different disciplines.  

“[S]ocial cybersecurity is focused on humans situated in society and how the digital 

environment can be manipulated to alter both the community and the narrative.” (Carley, 

2020, p. 367). Exploring how the digital environment affects queer people of colour’s 

experiences of safety, which is the aim of this thesis, aligns with this focus. 

Carley (2019) writes that “influence campaigns appearing to come from state level actors 

during the elections in Western Europe and the US from 2016 to 2020 were often aimed at 

minorities. For example, they targeted women, ethnic minorities, and the LGBQT 

community.” (Carley, 2020, p. 366). This is in line with the fundamental hypothesis of this 

thesis: people with marginalised identities have particular security considerations. This thesis 

focuses on queer people of colour’s human experiences of safety connected to information 

security, cybersecurity, and privacy, which places it into the field of social cybersecurity. 

 Strong objectivity 

Harding coined the term strong objectivity in 1995. Strong objectivity is a concept that came 

out of Feminist Standpoint Theory, which argues “that what we do in our social relations both 

enables and limits (it does not determine) what we can know” (Harding, 1995, p. 341). In 

other words, our position in life influences our experiences. 

Strong objectivity sees the goal of neutrality as standing in the way of objectivity (Harding, 

1995). The “importance of starting from the experiences of those who have been traditionally 

left out of the production of knowledge” (Naples, 2017, p. 1) is prioritized. They are seen as 

those in the best position to give an objective account, because they have a “greater 

motivation […] to understand the views or perspectives of those in positions of power” 

(Naples, 2017, p. 1). 

Queer people of colour have not typically been included in research efforts around 

technology. This thesis incorporates the concept of strong objectivity by centring queer 

people of colour as experts on their own experiences. 
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4 Research approach  

 Methodology 

This thesis aims to gain insights into the ways that queer people of colour experience, and try 

to maintain, safety online. The goal in this thesis isn’t statistical analysis, but information that 

allows a deep look into the experiences of people in marginalised groups, which formed the 

choice of methodology. The next two sections will expand on the methodology of this thesis. 

4.1.1 Design Justice 

The Design Justice framework strongly influences the methodology of this thesis. There is a 

focus on community-centred research, respect for lived experience, and reframing what an 

‘expert’ is. This has influenced the choice of methodology, methods, and the aims of the 

thesis itself. Another approach to doing this research could have been interviewing ‘experts’ 

in the field to map the ways they think about, and work for, queer people of colour. But that 

wouldn’t allow for the emphasis on people knowing best about their own experience, which is 

also in line with strong objectivity (see section 3.4). 

This thesis adheres strongly to similar principles as those laid out in Costanza-Chock’s 

Design Justice (2018). Especially principles 2, 4, 5, and 10.  

Design Justice principles  

1) We use design to sustain, heal, and empower our communities, as well as to seek 

liberation from exploitative and oppressive systems. 

2) We center the voices of those who are directly impacted by the outcomes of the 

design process. 

3) We prioritize design’s impact on the community over the intentions of the designer. 

4) We view change as emergent from an accountable, accessible, and collaborative 

process, rather than as a point at the end of a process. 

5) We see the role of the designer as a facilitator rather than an expert. 
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6) We believe that everyone is an expert based on their own lived experience, and that we all 

have unique and brilliant contributions to bring to a design process. 

7) We share design knowledge and tools with our communities. 

8) We work towards sustainable, community-led and -controlled outcomes. 

9) We work towards non-exploitative solutions that reconnect us to the earth and to each 

other. 

10)  Before seeking new design solutions, we look for what is already working at the 

community level. We honor and uplift traditional, indigenous, and local knowledge 

and practices. 

(Costanza-Chock, 2018, p. 1) 

The fundamental assumption is not that those being interviewed are inexpert users who need 

to be rated according to an arbitrary list of security habits decided by ‘experts’, but that their 

experiences are illuminating for what professionals need to take notice of and that users are 

also able to find their own novel solutions within the constraints of the systems they are using. 

Technology will always have glaring gaps if no conversations are being had with the people 

who are actually using it, especially those who are most vulnerable. Creating safety for those 

who are most at risk will often have a positive trickledown effect for the more general user. 

This thesis aims to be a step in the direction of mapping some of the gaps and also making 

some suggestions for where to start looking for solutions in a way that centres those most at 

risk. 

4.1.2 Exploratory qualitative research 

Yin (2015) characterises qualitative research as: 

1. Studying the meaning of people’s lives, under real-world conditions; 

2. Representing the views and perspectives of the people in a study; 

3. Covering the contextual conditions within which people live; 
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4. Contributing insights into existing or emerging concepts that may help to explain 

human social behavior; and 

5. Striving to use multiple sources of evidence rather than relying on a single source 

alone (pp. 7-8). 

The conceptual framework and the methodological influence of design justice on this thesis 

made qualitative research the most fitting choice. It would be difficult to recruit enough 

respondents to make statistically significant conclusions and it wouldn’t necessarily be 

suitable for an early foray into the subject area. The problem area of this thesis is still largely 

unmapped, and the research questions do not lead to a straightforward testable hypothesis. An 

exploratory qualitative research methodology was therefore chosen as the most appropriate, 

since it lends itself well to an in-depth focus on the mostly unexplored first-hand experiences 

of a relatively small group’s (queer people of colour living in Oslo) digital safety. Qualitative 

research’s “emphasis on descriptions rather than numbers” (Maxwell, 2013, p. 30) also allows 

for an evocative presentation of the lived experiences and knowledge of the informants that 

wouldn’t necessarily be possible with quantitative research. 

 Methods 

4.2.1 Data collection: semi-structured interviews 

Semi-structured interviews were chosen as the data collection format since the desire was to 

allow respondents more freedom in their responses and give room for an interplay between 

interviewee and interviewer. Robson (2002) posits that semi-structured interviews are a fitting 

data collection method when doing exploratory research. Other data collection methods, such 

as questionnaires or literature review, weren’t deemed as appropriate, due to factors such as 

being too prescriptive and not allowing enough flexibility in the data gathering process or not 

being suitable to a subject area with little pre-existing literature. 

Sandelowski (1995) states that “[a]n adequate sample size in qualitative research is one that 

permits – by virtue of not being too large – the deep, case-oriented analysis that is a hallmark 

of all qualitative inquiry, and that results in – by virtue of not being too small – a new and 

richly textured understanding of experience.” (p. 183). Holloway & Galvin (2016) posit most 

qualitative research samples are comprised of 4-20 informants (p. 151). Data was collected 
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through five semi-structured interviews. The number of informants was deemed appropriate 

to gain the depth needed, since the community being researched is not large. 

Interviewees were found through convenience sampling. The researcher is already a part of 

the community in question, so there were existing relationships before the research started 

which aided the sampling process.  

An interview guide was prepared before interviews began. Questions in the interview guide 

were chosen with help of the conceptual framework and discussion with supervisors. The 

interview guide was also iterated upon during the interview period, since relevant topics that 

had not already been in the guide came up during interviews, such as travel. In this way, the 

interviewees were a part of structuring the interview questions as well. The interview guide 

ended up including 21 interview questions. The guide is attached (see Appendix A). 

Due to COVID-19, two of the interviews were digital. The remaining three were physical. 

This may have affected interview quality since it is harder to pick up on cues like body 

language when speaking through a screen. Although some of that effect may have been 

mitigated due to already existing relationships between interviewer and interviewees which 

means there was already trust and rapport regardless of format. 

Two of the interviews were carried out in Norwegian and three in English. The Norwegian 

interviews were translated to English during transcription, which means that some meaning 

could have been lost. Loss of meaning was likely mitigated due to the researcher being fluent 

in both languages and familiar with the interviewees. 

Table 1 Interview metadata 

Interviewee Interview length 

(hh:mm:ss) 

Number of 

transcribed pages 

Interview 

language 

1 02:13:54 11 English 

2 01:12:30 11 English 

3 01:53:49 15 English 

4 01:33:22 12 Norwegian 

5 00:46:43 6 Norwegian 
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To preserve anonymity, identifying information will not be tied to specific interview answers, 

but the general demographics of the interviewees at the time of the interviews were: 

- Ages: 23-33 

- Ethnic backgrounds (some interviewees used multiple descriptors): Northern Europe, 

Southwestern Asia, East Asia, North Africa, and West Africa 

- Gender/sexuality (some interviewees used multiple descriptors): non-binary, queer, 

bisexual, woman, fluid, cis man, trans, genderqueer, gender nonconforming 

 

All interviewees were queer and a person of colour. 

4.2.2 Data analysis: thematic analysis 

Thematic analysis (TA) was chosen as the data analysis method for this thesis. TA was 

chosen due to it being a fitting analysis method for researchers new to qualitative research 

with guidance from the clear step-by-step instructions laid out in Braun & Clarke (2006) (see 

Table 2). TA allows for the discovery of themes that exist in data, as opposed to imposing 

meaning externally, which can then be used to create a compelling narrative. It is a fitting 

analysis method for exploratory qualitative research grounded in strong objectivity and design 

justice because it is not about neutrally pretending to ‘give voice’ to participants (Braun & 

Clarke, 2006, p. 80), it is about an interplay between that which resides in the data and the 

researcher’s understanding of the data. As Brown & Clarke stated: “Any theoretical 

framework carries with it a number of assumptions about the nature of the data, what they 

represent in terms of the ‘the world’, ‘reality’, and so forth. A good thematic analysis will 

make this transparent.” (p. 81). The TA employed in this thesis is more inductive than 

deductive, which means “the themes identified are strongly linked to the data themselves” 

(Braun & Clarke, 2006, p. 83). 
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Table 2 ‘Phases of thematic analysis’  

Phase Description of the process 

1. Familiarizing yourself with your data: Transcribing data (if necessary), reading and 

re-reading the data, noting down initial 

ideas. 

2. Generating initial codes:  Coding interesting features of the data in a 

systematic fashion across the entire data set, 

collating data relevant to each code. 

3. Searching for themes:  Collating codes into potential themes, 

gathering all data relevant to each potential 

theme. 

4. Reviewing themes:  Checking if the themes work in relation to 

the coded extracts (Level 1) and the entire 

data set (Level 2), generating a thematic 

‘map’ of the analysis. 

5. Defining and naming themes:  Ongoing analysis to refine the specifics of 

each theme, and the overall story the 

analysis tells, generating clear definitions 

and names for each theme. 

6. Producing the report:  The final opportunity for analysis. Selection 

of vivid, compelling extract examples, final 

analysis of selected extracts, relating back of 

the analysis to the research question and 

literature, producing a scholarly report of the 

analysis. 

(Braun & Clarke, 2006, p. 87) 

Thematic analysis process 

Thematic analysis done on the data for this thesis was done according to the steps seen in 

Table 2. 

Familiarizing yourself with your data: All interviews were fully transcribed and coded by 

hand. Two of the interviews had to be translated from Norwegian to English while 

transcribing. Personally handling the interview data increases familiarity with the material and 

is helpful when going on to code and analyse. 

 Generating initial codes: Transcribed versions of interviews were printed out and coded by 

hand.  
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Searching for themes: Codes were organised into initial themes with the help of a Miro board, 

see figure below. 

Figure 1 Codes organised into initial themes 

 

Above figure is in low resolution to prevent identifying information being visible. 

Reviewing themes: The initial themes were organised into a set of overarching themes, see 

figure below. 

Figure 2 Initial overarching themes 
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Defining and naming themes: The themes were then moved onto post-it notes on a physical 

whiteboard to allow for shuffling around and refining of ideas, see figure below.  

Figure 3 Final themes 

 

Producing the report: The results of this step of the thematic analysis can be read in chapter 5 

and 6. 

 Ethical considerations 

The Norwegian Centre for Research Data (NSD) processes applications and gives feedback to 

researchers to let them know if they are complying with data handling requirements. This 
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includes creating suitable consent forms, making it clear how data will be stored and when it 

will be deleted, and deciding how data should be stored according to the sensitivity of the 

information. This thesis got an approval from NSD and has been following the steps set out in 

the application. That has been one check to assure that this thesis is not causing harm in the 

way data is being stored and handled. 

All interviewees were given a written consent form (see Appendix B) before interviews 

happened and were also informed of the contents of the consent form verbally before each 

interview started. They were also informed that any information about them could be seen by 

them or deleted at any time. These were the steps taken to obtain informed consent from those 

who were willing to be interviewed.  

The decision was made not to attach interview transcripts, even anonymised ones, since there 

is still the risk of identification as the informants were drawn from a relatively small pool of 

people. Some of the information shared is sensitive, so it would be ethically questionable to 

put informants at risk of being recognised. For this same reason, a lot of effort was put into 

anonymising the data. 

Care was also taken with data storage. Steps like keeping interview recordings stored 

separately from other pieces of thesis data and deleting them immediately the transcripts were 

completed, creating a key to identify interview participants that was stored separately from 

transcripts, and anonymising transcripts by removing identifying information such as country 

and place names, names of people, and specific unique events. 

On a general level the group being interviewed is potentially very vulnerable. Sharing info 

from queer people in the closet can be used against them. Norway is a place where it isn’t 

criminalised to be queer. Doing this kind of research in other places would bring a different 

set of considerations with it.  

 

Another ethical aspect is the positionality of the researcher. The researcher is a member of the 

group being researched and because it is a relatively small group, the participants were 

recruited from the researcher’s own networks. This raises some potential ethical 

considerations for the impartiality of the research, but the hope is that it brought with it more 

benefits than downsides. Since there were already existing relationships previous to the 

interview, it is probable that it allowed for interviewees to answer questions more candidly 
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than they might have done otherwise since there would have been an increased level of 

comfort. It is possible that speaking to someone they knew had the opposite effect, preventing 

them from sharing things they thought of as embarrassing with someone they knew they 

would see again, but the answers gained in the interview phase were satisfactory enough that 

it is unlikely this was the effect. 

Impartiality or objectivity is also a difficult thing to gauge. Every researcher brings their own 

perspective into their research, whether they are affected by the topic or not. The most 

important part is to be aware how one’s positionality is part of the research proceedings. 

Being an ‘outsider’ or ‘insider’ to the research is only a question of point of view.  
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5 Results  

 Theme overview 

The thematic analysis process resulted in the main theme of safety, with the subthemes mental 

models of safety (interviewees thoughts around digital safety), threats to safety (situations that 

made interviewees feel unsafe online), safety as doing (concrete strategies to keep safe 

online), negotiating safety (the cost-benefit analyses of staying safe online), and envisaging 

safety (wishes and visions of a safer future online). Intersectionality was chosen as an 

underlying theme since it came up in different ways throughout the interviews and is a 

necessary backdrop to understand the interviewees’ experiences. The rest of this chapter will 

expand on the chosen themes and end with a summary of the results. 

Some quotes are altered. Words, phrases, or ellipses in square brackets are there to increase 

clarity or protect privacy. All gendered pronouns (he/him/his/she/her/hers) have been changed 

to ‘they’, ‘them’, or ‘theirs’. 

 Intersectionality 

The theme of intersectionality formed a foundation for the way interviewees thought about 

their safety. 

Intersectional activism (for example, activism with overlap between queer issues and 

immigration) was seen as something that increased risk by one interviewee, “The more 

intersectional activism, the more enemies you have. I would say a white queer person, who’s 

mostly doing local things […] in a Norwegian context. I think it’s safer.”.  

Just existing in Norway as a queer person was also seen as becoming increasingly dangerous 

the more overlapping marginalised identities one had, “Being queer in Norway, of course it 

can be dangerous, but when you add geopolitics and asylum and all of these things, when 

people are undocumented. If these things are added, it’s not safe at all.” 

An interviewee also pointed out that multiple overlapping marginalised identities made 

research about queer people more sensitive, especially if trying to maintain anonymity, “If 
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you’re part of the queer community or know queer people, it’s very easy to know who’s who 

with the right identity markers.”. 

Interviewees also explicitly compared certain identity markers and saw the overlap of 

marginalised identities as a source for more fear or sensitivity around certain issues. 

“If I was a heterosexual white man, I don’t think I’d be as afraid. To be honest.” 

“It is very sensitive for a Black trans person’s [explicit] images to get leaked. More 

than a white cis man, for sure.” 

Interviewees clearly saw the overlap of marginalised identities as an important factor when it 

came to the risk different people are exposed to. These viewpoints are important to keep in 

mind as a backdrop when exploring the overarching theme of ‘safety’.  

 Safety 

After the thematic analysis process was complete, safety was chosen as the main overarching 

theme, with mental models of safety, threats to safety, safety as doing, negotiating safety, and 

envisaging safety as subthemes. Intersectionality is a background theme that is interwoven 

into many of the interviewees’ responses. The subthemes are described in more detail in 

section 5.3.1-5.3.5. 

Throughout the interview process it was clear that safety was a complex subject for each 

interviewee. Since this thesis focuses on exploring the experiences and viewpoints of queer 

people of colour, there was an effort put towards allowing interviewees to answer as openly as 

they could, without prescribing too many definitions for them. This meant that safety was 

conceptualised in many different ways, as exemplified in the following exchange.  

Interviewer: Do you feel safe when using technology? 

Interviewee: Define the word safe. Safe physically? Materially? Or... 

Interviewer: Whatever is relevant. 

Interviewee: My fear with digital media has different levels.  
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When talking about digital safety it would be possible to focus on many different aspects. 

From an information security perspective, for example, it would make sense to ask about 

concepts like confidentiality, integrity, and availability (see section 2.2.1) or ask in-depth 

questions about technology usage. However, since this is exploratory qualitative research with 

a focus on the communities affected (see section 3.4 on strong objectivity and section 4.1.1 on 

design justice), it was appropriate to focus on the interviewees’ experiences without forcing 

them to deal with sterile technical vocabulary. 

Safety therefore ends up meaning many different things in the interviewees’ responses, but 

the answers are still illuminating and give a first-hand perspective of queer people of colour’s 

experiences online, such as the following.  

Interviewer: Do you generally feel safe when using technology? 

Interviewee: No. Never. I think about this every fucking day. Every second. Every 

time I post something. 

Interviewer: So, it’s actually a big source of stress? 

Interviewee: Yeah. I would say it’s one of the biggest. Me as an activist, me as 

[ethnicity], me as queer. 

Technology is a central part of 21st century life and the following sections will expand on how 

the queer people of colour interviewed for this thesis think about digital safety. 

5.3.1 Mental models of safety 

The theme ‘mental models of safety’ was chosen since each interviewee had their own way of 

thinking about safety and what it meant to them. It is important to build a picture of how 

queer people of colour conceive safety to fully explore the overarching theme of ‘safety’ in 

the context of this thesis. 

When asked what sorts of things concerned them about using technology, interviewees 

brought up privacy and surveillance related topics, information security concerns (such as 

viruses), harassment, and insecurities around being able to keep themselves safe online. It also 

became clear that safety is hard to only narrow down to online experiences since it can have 

offline consequences. 
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Interviewees had standard information security concerns, such as viruses and spam e-mail. 

Interviewees also expressed concern about the ways that technology platforms used their 

information, such as the following responses. 

“I think my biggest concern would be related to how my information is being kept, 

especially by big companies like Google and Apple and all those that I use for my 

phone usually.” 

“I don’t trust that my information isn’t being misused by big tech companies. I think 

that Apple, Google, Facebook, have a lot of information and I think they let us think 

that we have control of our own data, but I’m a bit sceptical about that.” 

Interviewees who were more visible online and had experienced more online harassment 

seemed to additionally have concerns other than the way big technology platforms handle 

personal data. For example, one interviewee juxtaposed social media companies with less 

regulated extremist websites when asked whether they have concerns about how social media 

platforms use their information, “I do think about it, but I have more trust in their platforms 

than radical fascist platforms that I also visit.”. 

One interviewee directly connected their safety to their visibility as an activist and the type of 

activism they participated in, “The more out and about I am as an activist, the more enemies I 

have. And the more intersectional activism, the more enemies you have.” 

Multiple interviewees had insecurities around securing their own digital safety. One 

interviewee recounted when they had custody of sensitive government documents and how 

stressful trying to send it to the desired recipients was, “I downloaded […] a couple of files, 

and I just wanted to try to send it, just to see, but when I sent it, I panicked. I was like ‘maybe 

I sent it wrong, maybe I did it wrong, my whole life will be destroyed’.” 

Online harassment was a topic that came up consistently, even when the participants hadn’t 

experienced it themselves, they had often seen it happen to people they knew, “You see 

[acquaintance], he gets [harassment] everywhere, not just online. [Friend] just changed 

number, because she was harassed, she got some threats.” 

Concerns related to technology were often related to other issues or had possible 

repercussions in the physical world. For example, one of the interviewees expressed fears 
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around the use of dating apps, “And if I get a picture and we agree to meet, what if this person 

is [dangerous]? It’s these types of fears I have.” Technology was both a tool for gaining 

community and a potential threat vector. This double-bind, technology and social media being 

a source of community and danger simultaneously, is something that will be explored more in 

the section about negotiating safety (see section 5.3.4). 

When asked whether they knew what to do if they experienced a breach of privacy or 

security, one of the interviewees answered: “I have no clue and I should probably get into it, 

that’s like a basic knowledge.” They also expressed an ambivalence towards a breach: “Then 

again, I’m poor. What are you going to do with my money? I don’t have any.” Another 

interviewee also expressed ambivalence, but towards the idea of tech platforms using their 

information: “Everyone knows [social media platforms] have private information about you. 

Everyone knows this and has kind of accepted it. In a way, that makes me, maybe, careless?”. 

The interviewee called themself ‘careless’ but an additional factor is the complex risk 

assessment they have to do online considering the resources and knowledge they have at their 

disposal. Interviewees expressed conflicts between their awareness and their behaviour, but 

also often expressed a desire to learn, and sometimes a frustration over lack of information. 

An example that points towards ‘carelessness’ perhaps not being the only experiences is that 

multiple interviewees brought up banking routines without being asked explicitly about them, 

which suggests that people make safer choices when they are given the tools to make them. 

“But I know what to do if my cards get stolen. Cancel my cards. Oh, […] one year I 

was called by the card company, and they were like “hey, somebody has tried to use 

your card in this and this place” where I hadn’t tried, so then I needed to cancel my 

card.” 

“Because it’s more difficult for a normal hacker to do stuff. Even though it’s more of a 

hassle. But I like that, I feel safer with things connected to [Bank ID]. And if anything 

happens it’s their responsibility. There’s someone who’s responsible.” 

A part of interviewees’ risk assessments also seemed to include seeing Norway as relatively 

‘safer’ than other countries. For example, one of the interviewees compared their own risk 

from surveillance to their partner’s risk: “If somebody is surveilling our conversations, that 

would be worse for [partner], because they’re actually in the US.” When asked if being queer 

person of colour affected the way they used technology, part of one interviewee’s answer was: 
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“I think maybe if I lived in a country where I could be persecuted or something it could be 

something I’ve thought even more about.”. Another interviewee had a more complex view of 

safety in Norway: “I would say a white queer person, who’s mostly doing local things, even 

though it’s radical, it’s mostly just in a Norwegian context. I think it’s safer. You can be a 

hardcore trans activist and, if you’re white and Norwegian, still be quite safe.” According to 

this interviewee, safety in Norway was dependent on identity and what kind of activism one 

was doing. 

Some interviewees had specific factors that made them feel safer online: “I like to know who 

I share things with. I prefer if I’ve met them personally. When I know they’re QTIBIPoC 

[Queer, Trans, Intersex, Black, Indigenous, People of Colour] I’m less wary or if I know I 

have friends in common.” Social proximity and shared identity markers helped to make one 

interviewee feel more comfortable adding people on social media. Social proximity wasn’t 

always a cause for safety though, multiple interviewees talked about differing levels of 

comfort according to which type of social sphere was present on platforms they used. 

Facebook was often cited as a place where interviewees felt less comfortable expressing 

themselves because they had too many conflicting social groups as an audience, including 

their family. They had to do complex evaluations when deciding what to post where. 

“When it comes to social media, I feel like I always have to check with myself: is this 

something I really need to post? Who will see it? How will it be interpreted? Is it 

worth it or not? Is it okay if I don’t share it? Especially when it comes to LGBTQIA+ 

related issues, but also in recent times, even political stuff.” 

One of the interviewees talked about how the internet has affected their sex life:  

“Apps have, digital media has, made sex more unsafe. Unsafe and very accessible. 

Before the apps you had to go out to have a one night stand, meet people, talk. And 

there’s always someone who knows someone who knows if that person is crazy or not. 

But now you don’t know who you’ll end up with.” 

Meeting people through the internet removes the ability to vet them through mutual social 

connections to a certain extent, which is a bigger issue for queer people since their chances of 

meeting a sexual partner are lower in physical spaces due to stigma and smaller numbers. 

Even though apps were seen as making the interviewee’s sex life more unsafe due to lack of 

vetting, the same interviewee recounted that anonymity was important for them before they 
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were open about their sexuality. When they were asked whether they’d ever been worried 

about their information being spread online they responded with a yes and elaborated: 

“Especially when I was in the closet. Because how do you protect yourself? They need to 

know things, they need to see pictures, that makes it hard to share those sorts of things.” 

An interviewee expressed that there is a fine line between what is seen as direct hate speech 

and actions that have an uncomfortable undertone. When asked to define the difference 

between “uncomfortable messages” and “hate” after recounting unsafe experiences they’d had 

online, an interviewee stated: “In my case, there wasn’t any use of derogatory terms or 

something that necessarily specifically referenced my identity […] it could be an undertone, 

or it could be interpreted as something that could be based on stereotypes or assumptions 

based on my identity.” The experience of safety online is often not just about outright hate 

speech or harassment, but also receiving communication that has undertones of 

discrimination, which can be harder to identify concretely.  

Direct hate speech and harassment did have lasting impacts though. Multiple interviewees had 

incidents involving online harassment. These left their marks and affected people’s inner 

sense of safety. When asked how receiving threats had affected them, an interviewee 

responded:  

“I get anxious. I become more aware. I always look over my shoulders and get 

jumpier. Because these types of incidents, they pass, but they make their mark on you. 

It’s like a little wound. It heals and you don’t feel the pain, but you’re left with the 

small scar. It’s there, you can always see it. I can still see the scar from when I was six 

years old and cut myself while chopping onions. This is when I was six, it’s still there. 

People don’t see it unless I point it out, but it’s still there. Being attacked on digital 

platforms does the same. Most of them are trolls behind fake profiles, so you don’t 

know what they’re capable of. The police say they’re mostly just talk, but you don’t 

know. You don’t know. You don’t know. It could be that you meet ten who are just 

talk, but the eleventh will act.” 

Safety online has many dimensions and for many interviewees there were emotional and self-

esteem aspects to it: “Safety isn’t only about feeling safe from being physically hurt. It’s also 

feeling safe that you’re good enough.” Feeling unsafe online was emotionally disruptive, in 

addition to other consequences. 
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Even interviewees who hadn’t experienced any online harassment were wary of far-right 

extremists online. When asked how they thought they could be made unsafe online, 

specifically as queer people of colour, two interviewees directly referenced far-right 

extremists. The first interviewee saying they thought an issue could be “being targeted by all 

kinds of people, like Nazis and all of those people who tend to hate QTIBIPoC” and the 

second saying “the only thing I’ve thought about is organised neo-Nazi groups, ‘Den nordiske 

motstandsbevegelsen’ and things like that. Groups that are actively against queer people and 

don’t want to have anything to do with non-white people. Then I can feel a bit unsafe. They 

can suddenly decide to go after someone who’s non-white.” Both of these interviewees hadn’t 

had any direct experiences of harassment online and had still considered the topic enough for 

one of them to name a specific group they were concerned by. 

Some interviewees worked at queer organisations and were involved in trying to create safety 

for other queer people of colour online. One person outlined the ways they did that:  

“We define [my organisation]’s profiles as safe spaces. And we do our best so that 

people can comment, press like, and participate in relevant discussions. That means 

we have the responsibility of moderating our feeds so that they are experienced as safe 

spaces. And always, when we answer or respond to messages or when crises happen, 

then we move the conversation from digital platforms to face-to-face. Because that’s 

actually the safest way to interact with others, you don’t leave digital footprints 

behind.”  

First, they had actively thought about how to create safety, part of which they solved with 

active moderation. The internet platforms that this person’s organisation has accounts on are 

clearly not fulfilling the safety needs of the organisation, since they find it necessary to 

moderate in addition to what platforms are already doing. The safest option also seemed to be 

seen as taking things offline. The internet was used as a bridge to get into contact with people 

but wasn’t seen as safe for critical interactions. 

The use of the word “safe space” came up in different ways in different interviews. The 

default state of most internet platforms did not seem to be experienced as safe. Interviewees 

therefore talked about actively trying to create safe spaces and also expressed wishes for safer 

spaces. 



42 

 

Safety was often dependent on a lot of factors for interviewees and one quote sums up the 

issue of digital safety quite succinctly: “It’s like when we talk about safety online. It’s not just 

online. It’s safety in a digitalised world.”. The things that happen online are often 

conceptualised as being a separate sphere from other parts of life, but this answer illustrates 

the fact that being online (especially in a highly digitalised country like Norway) is 

impossible to divide from offline life. 

5.3.2 Threats to safety 

Another subtheme that surfaced during the thematic analysis process was titled as ‘threats to 

safety’. Interviewees were asked about situations that made them feel unsafe online and 

answered in a variety of ways. From fairly average spam e-mail experiences to hacking 

attempts from malicious actors.  

A clear split in the types of incidents people had experienced online seemed to be related to 

how politically active they were. This was something interviewees on both sides of the 

spectrum seemed to be aware of.  

“I’m also not that political on the internet, so I’m not afraid that that can be used 

against me.” 

“[My digital safety is not affected] because I’m queer and I’m brown. It’s because I’m 

doing queer, brown activism. […] And that adds extra drama on the internet, more 

than if I had just been a non-political queer person of colour, who maybe put a post, 

like ‘Happy Pride’, you know.” 

Interviewees recounted a range of incidents when talking about times they had felt unsafe 

online. Some of those incidents are unlikely to have been connected to their identity in any 

way, such as having spam e-mails sent from their account and unexpected logins on social 

media accounts. 

Not every ‘average’ experience was so easy to categorise as harmless though. One 

interviewee got a notification that someone had attempted to login to an account they had on a 

streaming service. This would have likely gone unremarked if it hadn’t been for the fact that 

the location of the attempted login was a country that is directly adversarial to this person’s 

ethnicity. They had already experienced harassment from people from this country. Therefore, 
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it wasn’t as simple as just assuming that it was a run-of-the-mill login attempt from a random 

hacker. The interviewee described the stress of not knowing whether it was a targeted attempt 

or not:  

“It could have just been a random scam, it could. […] But because it comes from 

[Adversarial Country], I’m a bit sceptical. […] I can’t trust things being random scams 

because I have gotten things directly to me too. So, you don’t see the normal hacking 

attempts contra it being because of me being a political being. I don’t know the 

difference sometimes and that adds to the stress. So, I just have to assume the worst 

because it’s safer for me.” 

For people that have already been made to feel unsafe online, incidents that can’t be strictly 

categorised as targeted can’t necessarily be written off. In this specific incident, the previous 

harassment is tied directly to ethnicity, so the lack of safety is because of who the person is. 

Multiple interviewees detailed harassment they had experienced online, ranging from 

“uncomfortable messages” to death threats. The circumstances of harassment varied. Two 

interviewees experienced repercussions in the aftermath of publicly expressing themselves:  

“Because of an article I wrote, which I shared on social media [...] me, a politician, 

and a friend of mine got hacked.” 

“When I came out publicly […], I was sent threats via email. I was sent death threats 

from email addresses that only worked for 24 hours.” 

A concrete example given by an interviewee of the types of messages they received was this 

one:  

“One of the death threats I got was from a Facebook profile. That profile is still there. 

In this message I got a rape threat: ‘I will find you. I will fuck you. I will fuck your 

father, your mother, and your sister.’” 

The previous incident was never resolved.  

“The police closed the case because they couldn’t find out who was behind that 

profile. And who’s facilitated this? Facebook. Because FB doesn’t give out this 

information. Nothing helped. Nothing. And when the police close these types of 
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serious cases, then you become really careful. And it affects your life. And it changes 

how you behave in your daily life.” 

Another interviewee described the effects of getting threats over the phone: 

“After that I’m really scared of sharing my phone number with people. Even though a 

phone number is more difficult to hack than an e-mail or those kinds of things, it hurts 

more when I hear a voice telling me I’m a whore, I shall be raped if I do this again. It 

works. They know it works, that’s why they’re doing it.” 

One of the interviewees was personally harassed due to their work helping a queer youth:  

“I was working in another queer organisation. I’d sent an email to a […] teen and I had 

to help them to a crisis centre and the brother easily hacked their sibling’s email, […] 

and they found out that I was helping, and they came to my door. I had to move, I had 

to change name.” 

This is a clear example of the way that information found online can have concrete 

consequences offline. The online-offline divide (or lack of divide) is something multiple 

interviewees mentioned. Digital safety cannot be separated from physical safety. 

“Harassment online can cross over into real life if they find your personal 

information.” 

“[B]ecause for safety, in real life, you need to have control of safety online.” 

One interviewee talked about how online harassment is more accessible. The anonymous 

nature of the internet lowers the threshold for engaging in harassment, which exposes more 

people to harassment than would happen otherwise. 

“It’s so much easier to get high [numbers of harassers] if it’s on the internet, because 

the bullies also feel safer doing it online rather than on the street. The amount of hate 

is bigger online. It’s more dangerous online, it can destroy you and exhaust you much 

more than something else.” 

All of the persons interviewed were adults, but some had experiences from when they were 

younger and not out to their families. When asked whether there were ways that being a queer 

person of colour affected the way they used technology, an interviewee answered: “Not today, 
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but when I was still in the closet it was a bigger concern. Especially when I lived at home 

with my parents. Mostly [it was about] my parents not finding stuff. Things like that, things 

like erasing my traces.”  

Interviewees also reflected around the ways that they might have needed to navigate if they 

had been young in the age of smart phones and social media. For example, “If I’d grown up 

today, I probably would have had more anonymous social media accounts.” Multiple 

interviewees acknowledged that they would have had to navigate their youth differently if 

they had been young now. 

Interviewees still had experiences with technology in their younger years. Another example 

was a man with the same ethnicity as an interviewee finding information about them online 

and then using that information to contact their parents:  

“He found me, I forgot to block him before because I wasn’t thinking about him. And 

he was threatening my parents like ‘aha, you have a [child] that’s doing this and this 

and that’ and freaked out my parents for nothing.” 

There was also an interviewee whose romantic interest called them while still living at home 

with their family:  

“My phone rang, and my [sibling] picked up the phone. And the [romantic interest] on 

the other end thought it was me. And my [sibling] pretended [they were] me.” 

Family members having access to the same technology was also an issue:  

“One time I was watching porn and I forgot to exit the page. Then my mother and 

sister came and wanted to use my laptop. And the first thing when they press the space 

bar: hardcore gay sex.” 

One interviewee recounted an incident from a few years ago, involving the Norwegian mobile 

payment app Vipps. 

“I had a stalker [...] They had my number, and I blocked the number, fine. They called 

me from another phone, I blocked it. [...] there were at least 8 phone numbers they 

contacted me with. But then they found a really smart way through Vipps.” 
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At the time, there was no way of blocking people through Vipps, although that feature was 

introduced eventually after multiple people ran into the same problem (Westeng, 2018). This 

is an example of how important it is to consider the malicious ways people will use 

technology while designing it. Slack’s attempt to introduce a new direct messaging feature 

(Statt, 2021) had a similar issue (see section 2.3). Use cases like these are particularly relevant 

for queer people of colour because research points towards them experiencing as much, if not 

more, intimate partner violence as the general population (Brown & Herman, 2015). 

Social media platforms, their handling of personal information, and potential for exploitation 

were also topics that came up. One of the interviewees mentioned the fact that they behaved 

differently and felt varying levels of comfort on different platforms. This seemed to be related 

to functionality, but also a desire to have control over which people were able to see posts. 

Facebook and Instagram were the main platforms they mentioned in this sense: “Facebook, I 

don’t really have control over anymore because I started using it so early. With Instagram, 

that’s the platform that I use, where I have followers and post things, I like to know who sees 

my stuff.” Part of the reason they didn’t want to post on Facebook was directly related to their 

gender: “I never know how they will gender me if they comment, so I just don’t bother.” This 

can be partially explained by the concept of context collapse (Loh & Walsh, 2021), the 

merging of usually separate social contexts that often happens on social media. There are few 

situations in the physical world where a person would have their parents, childhood friends, 

work colleagues, and internet strangers all in the same place; but this is often the case on 

social media – especially when people have been on a platform for a long time. Context 

collapse can be particularly difficult for queer people because not everyone they’ve added on 

Facebook since 2008 might have updated information about their gender or sexuality, which 

can lead to incorrect assumptions when interacting with them online. For the interviewee in 

this example, it has led to them deciding to not engage at all when they don’t feel like they are 

able to control their social context. The risk of being addressed incorrectly is not worth 

engaging. 

Social media platforms, and technology companies in general, were themselves a source of 

distrust for interviewees.  

“I don’t trust that my information isn’t being misused by big tech companies. I think 

that Apple, Google, Facebook, have a lot of information and I think they let us think 

that we have control of our own data, but I’m a bit sceptical about that.” 
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Scepticism towards tech platforms’ ability to ensure that user privacy isn’t breached isn’t 

unusual, but there are extra stakes for people with marginalised identities. One of the 

interviewees reflected around whether they would be as worried if they weren’t queer or a 

person of colour and concluded that they likely wouldn’t be. 

“If a big company had suddenly leaked information to people that have bad intentions, 

then it would be scary to think I didn’t have control over my own data. I think the 

foundation is the fear that something bad will happen to me or to those around me 

because information about me has been spread to places it isn’t supposed to be. [...] If 

I was a heterosexual white man, I don’t think I’d be as afraid. To be honest.” 

However, some interviewees seemed to see social media platforms and their data handling as 

a bad option in a set of worse options, even if they acknowledged that it was an issue. When 

asked whether they have concerns about big social media platforms, this was one 

interviewee’s response: 

“I do think about it, but I have more trust in their platforms than radical fascist 

platforms that I also visit. Everyone knows that they have private information about 

you. Everyone knows this and has kind of accepted it. In a way, that makes me, 

maybe, careless? But I should [be concerned] because Facebook literally has listened 

to what [Adversarial Country] has to say and they have come with demands. And 

Facebook is different in [Adversarial Country]. It’s the same platform, the same 

owners, but different censorship depending on where in the world you are, for 

example.” 

They trusted the big social media platforms more than explicitly “radical fascist” platforms, 

but once they gave it more thought they also reflected around the fact that platforms like 

Facebook are in dialogue with nation state actors and often have to comply with national 

regulations, which means that the experience of Facebook in Norway isn’t necessarily the 

same as in other countries. This is something the interviewee had explicit experience of 

because they are part of an ethnic group experiencing active hostility from a country that 

Facebook is in dialogue with. 
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“Facebook had in their bylaws; they had specified my [ethnic group] movement as 

something that is not allowed. Therefore, what I’m writing and my mobility on the 

internet, navigating that is less.” 

In other words, this interviewee’s freedom to express themself on Facebook was constricted 

by their ethnicity both because of an adversarial state actor, but also because Facebook 

cooperating with them.  

Another social media platform mentioned was Clubhouse, an app with audio chatrooms.  

“There were a lot of trolls [on Clubhouse], because in [Country of Interviewee’s 

Upbringing] you can buy a SIM card without registration. You just go to the store and 

get a SIM card. So, there were a lot of troll accounts that commented really 

transphobic stuff and, you know. They’d create huge rooms because it’s trolling in a 

whole other way.” 

This example illustrated that Clubhouse could be exploited in a way that made it hostile 

towards trans people. It also referenced how Norway's stricter rules around SIM cards being 

tied to a social security number can prevent this specific type of harassment, even while 

removing the choice to be anonymous. The ability to troll in this way was enabled by laxer 

rules around identification in the country this interviewee grew up in. 

Another aspect of using the internet as a queer person that was mentioned was dating online.  

“Every aspect of life is digitalised. Therefore, it’s also in somebody else’s control. 

How they ban trans women, for example […] when everybody is on Tinder, and 

you’re not allowed because you’re a trans woman. That’s where people meet.” 

Transgender people are reported more often than cisgender people on dating apps (Savage, 

2019). Tinder introduced more options for labelling gender on their apps as a partial response 

to this, but it is still a significant point of exclusion in a world where internet dating is 

increasingly common, especially for queer people. In a Pew Research Center report, 

Anderson et al. (2020) found that “LGB adults are about twice as likely as straight adults to 

say they have used a dating site or app (55% vs. 28%)” (p. 6). It is difficult to find statistics 

on the prevalence of trans people internet dating, but it is likely to be similar, since the 
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underlying reasons for internet dating being necessary are the same: small dating pools and 

ability to filter potential dates beforehand to check if they are actually safe and/or interested. 

Surveillance was another vector that reduced feelings of safety connected to being online.  

“There came a report from [national security agency], that they register [people from 

my ethnic group]. Like, literally, who they are, what they do, where they go, and the 

best way to do that is digitally.” 

As already mentioned previously, many interviewees conceptualised Norway as “safer” than 

other countries (see section 5.3.1). This meant that they often had specific thoughts about 

travel. 

“My worries about going to [parent’s country of origin] would be being visibly queer 

and not speaking the language.  […] That’s also why I’m not shaving my head, trying 

not to dye it, is in case potentially one day I want to go to a place where being visibly 

queer is not a good move. […] I think if they do look me up, they will find something, 

even if my FB is hidden. I don’t think it’s hidden enough to be...yeah. Like they can 

find my pronouns in my IG bio.” 

“It’s absolutely something I’ve thought about. That if I was to travel somewhere where 

it isn’t allowed and they did an internet check on me, then they’d easily figure out that 

I’m queer. If they search my name. I think. Especially if my Instagram is open.” 

Being “visibly queer” (hair style, piercings, tattoos, fashion choices, public displays of 

affection with a partner, etc.) while walking around was one aspect of this, but information 

accessible online was another that multiple interviewees had thought about. 

Two interviewees had specific measures they put into place when travelling, which involved 

using a “cute”, “crappy” or “dumb” phone. “Cute” meaning a phone that only had innocuous 

content that wouldn’t raise suspicion if checked at a border. 

“When I travel, I freshen my phone, no pictures, no accounts. I take it off and then I 

have cute pictures, like landscapes and flowers. I ‘cute-ify’ my phone when I travel to 

[adversarial country]. Because they will check.” 
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Once in the country, the same interviewee would then buy a “crappy” phone (what would 

usually be called a feature phone or a simple phone, the type of mobile phone that has little to 

no internet connectivity, more commonly used before the advent of the smart phone around 

2010). 

“When I travel to [parent’s country of origin] I buy a crappy phone.” 

The “crappy” phone would be used to make calls and conduct personal business. The “cute” 

phone would be used to build a picture of a regular tourist trip. The “crappy” phone would 

then be discarded before the return journey. 

“I buy a new phone there and I use that for calling and things like that. I don’t use my 

cute phone. My cute phone, I take pictures when I’m outside a monument. Like, ‘hey, 

this is a statue’, because I need to have proof of me being a tourist on that phone. And 

then I just throw the other one away.” 

Another interviewee reported a similar set of tactics, plus scouring their PC. They described 

this as leaving their gayness behind. 

“I switch out smart telephones with dumb telephones [when travelling]. The old ones, 

Nokia and so on. I wipe my sensitive information from my PC, if I’m travelling to, for 

example, [country of upbringing]. All my gayness is left in Norway.” 

Even with increased vigilance while travelling, an interviewee still described using a dating 

app to come into contact with other people in the queer community, even if they didn’t go so 

far as to meet up with people, since unknown dating app profiles can turn out to be someone 

else than who they say they are (see more in section 3.3.3). 

“I sometimes get curious about Grindr [...] then I log on. When I’ve travelled. For 

example, to [country of upbringing]. But I never agree to meet. I just chat and check 

what the situation is like, the community. But I never dare [to meet up]...are you 

crazy? Suddenly there’s five police officers standing at my door […] It can also be 

militia, terror groups, sleeping cells. And suddenly you’re beheaded. Not exactly what 

you want on holiday. [...] It happens to activists a lot. When they travel to [country of 

upbringing] or the Middle East or even Russia.” 
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From the answers given by interviewees, it is clear that queer people also have extra 

considerations when travelling that are exacerbated by digital technology. This is especially 

relevant for queer people of colour because they often have ties to multiple countries and may 

be picked out while crossing borders due to both racism and queerphobia. 

The internet can be a vehicle for spreading unwanted content, something that is particularly 

sensitive for a queer person online. An interviewee recounted the story of a person they knew 

being blackmailed over a video that had been filmed without consent of them having sex: 

“That guy pressured the person I know for money, several hundred thousand. ‘I don’t 

have that shit.’ ‘Okay.’ He uploaded it on Pornhub. The other boy killed himself.” 

This example is both tragic and could not have happened without the capacity of the internet 

to spread content. It is also likely that the person in the video being queer contributed to the 

outcome because they weren’t open about their sexuality. 

Another incident that contributed to fears around sexual video content stemmed from an 

interviewee being sent sexually explicit videos with ambiguous origin, which lead to 

questions such as, “How did this end up in Norway? And how did I get it on WhatsApp from 

a Norwegian guy? Does he know that his film ended up in Norway? Is he Norwegian?” This 

seemed to cause fear of the same thing happening to the interviewee. 

The same interviewee summed up their feelings about content on the internet in this way:  

“It lives its own life. To throw a picture or video onto the internet is like throwing a 

bottle with a letter in it into the sea. You never know. You don’t know where it will 

reach or end up or which beach it will stop on.” 

Interviewees brought up a varied set of incidents and situations that made them feel unsafe. 

They also had many ways to deal with threats to their safety, which will be outlined in the 

next section. 

5.3.3 Safety as doing 

The five interviewees had varying ways of dealing with incidents or lack of safety online, 

which have been grouped into the subtheme ‘safety as doing’. 
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A repeating pattern when asked about what they would do if they experienced a security or 

privacy breach was that interviewees expressed not being sure. Some of them felt confident 

that they had someone in their social circles that had the required knowledge and were willing 

to defer to perceived expertise. An answer that exemplified this was the following: 

“I feel like I do know some people that I would ask [if I experienced a security 

breach]. […] I have some friends that are programmers or that work in IT in one way 

or another.” 

All of the interviewees expressed feeling in some way that they didn’t have the necessary 

knowledge to deal with breaches or feel fully confident that they were keeping themselves 

safe online. Most of them had still tried to educate themselves on topics like privacy. One 

interviewee mentioned having to learn about GDPR for work. Despite many interviewees 

expressing insecurity around their ability to keep themselves safe online, they all had varied 

and often creative tactics, occasionally subverting tools for their own uses. 

The safety tactics interviewees described were varied, sometimes preventative, sometimes 

reactive. All the interviewees mentioned common measures such as antivirus software, 

changing privacy settings on social media accounts to reduce tracking, using passwords and 

PIN codes, changing passwords often, not sharing passwords, not using public Wi-Fi 

networks, refraining from clicking strange links in e-mails, and multifactor authentication. 

Changing passwords was a measure that was often used both preventatively and reactively. 

Multiple interviewees mentioned changing passwords after some sort of breach or in 

preparation for an incoming harassment campaign when they had done something that would 

increase their visibility. For example: 

“I try to change my passwords a lot and [make them difficult]. I do that every time I 

know I’m going to do something in the media, I change.” 

All the interviewees were between the ages of 23-33, so most of them had some experience of 

technology in their teenage years, although social media was just in its beginnings and smart 

phones weren’t a thing yet. There were several interviewees who remembered having to 

navigate using technology while living at home with their families and not yet open about 

their gender/sexuality. They had a few strategies to deal with that. Examples: 
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“I would clear my search history and have certain documents or files hidden in 

obscure places with a random name or something, so that no one would think of going 

in there and looking for anything. […] And then at some point I got an external hard 

drive to save stuff on. I also saved some files on that as well. I’d mask favourite 

bookmarks and files and delete search history.” 

“I’d hear my father come. Sometimes he’d try to walk quietly, but I’d hear. He’d 

check if I was actually doing my schoolwork and I’d change the window to Microsoft 

or to TV.no. I always erased history when I went to things that I didn’t want my 

parents to see.” 

“When I was in the closet, I would use some anonymous emails for whatever forum, 

to read about issues.” 

As mentioned earlier, one of the interviewees experienced a person from their family’s ethnic 

community using information from the internet to harass them through their parents when the 

interviewee was younger. A tactic they used to prevent the incident from being repeated was 

pre-emptive blocking: 

“These kinds of things happened, so I had to rethink, sit with my sister and like, you 

need to tell me about all the people [of our ethnicity] and people that are somehow 

connected to my family, we need to block them before they find me.” 

Other common strategies interviewees used was restricting content to certain audiences, 

censoring themselves online, deleting content, only posting intimate thoughts on certain 

platforms, or using private accounts. One interviewee explained their reasons for starting to 

censor themself more online: 

“I used to be really active on Facebook, shared my opinions on wars and racism, but 

now it’s passive aggressive pictures and memes. [...] After several rounds of persistent 

harassment, especially in the debate about [controversial topic] where me and [my 

colleague] where harassed for six months by the same people. That specific situation, 

and death threats and so on, made sure that I’m now careful with what I say on social 

media.” 

Changing names online was mentioned by more than one interviewee, it was also mentioned 

as a common tactic: 
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“I changed my name so I could do queer activism. It was also because of other safety 

things. I think that’s really normal. At least among the racialised queers I meet, none 

of them have their real name in their profiles.” 

Many interviewees had arrived at multiple types of phone-related tactics related to controlling 

physical access, preventing their phone number being shared with unwanted people, and not 

allowing unwanted information to be gleaned if their phone was searched. One example is 

buying “crappy” or “dumb” phones before travelling and “cute-ifying” a phone, as mentioned 

earlier. One interviewee also mentioned restricting physical access to their laptop by keeping 

it with them at all times after an incident where family members had seen something the 

interviewee had wanted to keep private. There were also other examples, both individual and 

group measures: 

“I also try to remember to turn off my fingerprint [authentication for phone] when I go 

to protests, because that’s been recommended as a precaution [...] when it comes to 

interaction with police.” 

“When I give my number, if it’s on Messenger, I’ll write it, I’ll tell them they have ten 

minutes, and then I’ll delete it.” 

“I started having my phone in my pockets all the time. On silent, no vibrate because 

vibrations also make a sound. And turned it off when I wasn’t using it and put it away. 

And I had to have a code when the other guy [I was dating] called. That he asked a 

question that had a concrete answer that didn’t have anything to do with the question.” 

“When we meet, we collect all the phones and we put them somewhere else. No one is 

allowed to have their phone in a meeting, regardless of the meeting.” 

Another tactic when it came to phone usage was misdirection. An interviewee explained that 

they would either turn off their notifications or, if they still wanted to be alerted, they would 

make sure the notifications didn’t betray any information. 

“When I’m in a meeting I always have [my phone] face down. When I meet [people 

and] I don’t want them to see who is chatting to me. I don’t have bubbles coming up, 

messenger bubbles. When I had that and I still wanted to get notifications, I changed 

the name of the group chat. They were helping me with certain things, and I changed 

the group photo, so it was like family and a flower […] I tried to mislead.” 
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Interviewees also took advantage of in-app features on their phones, such as the ability to put 

sensitive photos into a hidden folder in the Apple Photos app or using timed disappearing 

messages on Signal (an end-to-end encrypted messaging app). 

An interviewee explained that even though the general advice when experiencing a wave of 

harassment and threats online was to log off and not engage, they still felt the need to be 

somewhat aware of the situation. They would solve this by asking friends for help or using 

alternative accounts. 

“Sometimes I use my friends, [I ask,] ‘can you just check this account once in a 

while?’, because for safety, in real life, you need to have control of safety online.” 

“At least, I will deactivate my FB, that will happen. And maybe use my other FB. Just 

to see, because I don’t want people to tag me, and find me, and write in my message 

box.” 

An interviewee explained the process they go through when they know they are about to get 

attention on the internet: “It depends. I have an account that’s connected to different e-mails. I 

do it through maybe a VPN. Another thing that I do is, as an activist, I think it’s really 

important to have control of what the neo-Nazis are doing, for example. So, I follow them 

[…]. I would never ever dare to follow them through my real name, because I know that’s 

dangerous.” They use anonymous accounts to avoid potential harassment, but also to keep 

track of groups that are dangerous to them. 

Another way of dealing with harassment and threats was also the police and government 

instances. This ranged from reporting incidents, 

“I have been tried to be hacked before. I have been in contact with police because of 

that.”, 

to receiving help from the police to hide the interviewees’ identity, 

“I had to move, I had to change name. There are two different [types of] police help 

you can get [in that situation]. Either you need to move from the country, it’s huge, but 

the other one is that I don’t exist in certain systems.”, 

or having code words to alert friends to contact the relevant authorities while travelling, 
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“When I travel [...] I have safety words for my friends. Like, “oh, we played chess” 

and that means something. ‘Oh my god, the queen did this and I made a bad move 

here and here and the king came,’ and that means […] you need to call the police; you 

need to call the Ministry of Foreign Affairs to help me get out of here.” 

As outlined earlier, queer people are more likely to date using the internet. Tactics around 

using dating apps were especially reflected in the answers of one interviewee and their 

experiences with Grindr (see section 1.3). They took measures such as sending naked pictures 

with a time limit, which was only possible using a premium subscription. The interviewee 

reflected around the fact that Grindr features that let the interviewee feel safer, such as setting 

a time limit on pictures, were inaccessible to some people who might need it due to the price 

point. 

The same interviewee also talked about the kinds of evaluations they do when communicating 

with people using the app. They had warning signs they looked out for that let them know 

when to refuse to continue communications, such as being asked to move over to a different 

medium too early. 

“And when almost all of these accounts ask me for my WhatsApp in their fifth or sixth 

message, then I think ‘huh, no, I don’t want that, we can just chat here’. [...] Why 

should I give my WhatsApp? Maybe WhatsApp is less secure? When they send me a 

file and I open it they can spy on me. Or get information, credit cards, whatever from 

my phone. That in itself is very dangerous. They want to move the conversation from 

one app to another that is less secure.” 

They also outlined a situation where they decided not to meet with someone to have sex 

because of the way that the potential sex partner (PSP) talked about the interviewee. The PSP 

used language that the interviewee read as potentially signalling behaviour they didn’t want 

from a sexual partner. They then reacted like this: 

“So, I thought, that’ll be rough, that’s going to hurt, that’ll be brutal. So, I sent a 

message and said ‘Hey, I can’t.’ Because I didn’t feel safe. Exactly because of the way 

he used social media to approach me.” 

Grindr was the conduit between the interviewee and the PSP, but the way the PSP 

communicated allowed the interviewee to decide to preserve their own safety. 
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Another way the interviewee used Grindr has already been mentioned earlier. The interviewee 

uses Grindr to come into contact with community when travelling to certain countries where 

being queer is criminalised, but they don’t meet anyone in order to stay safe. 

“I sometimes get curious about Grindr [...] then I log on. When I’ve travelled. For 

example, to [country I grew up]. But I never agree to meet. I just chat and check what 

the situation is like, the community.” 

Most of the tactics that have been outlined have been for defensive purposes, but interviewees 

also mentioned tactics that were used for other reasons. There were fairly everyday things like 

using a VPN (Virtual Private Network) primarily to gain access to geoblocked content 

(content that is only available in certain geographical locations), but there were also other 

examples. 

One such example was an interviewee that circumvented Facebook’s moderation to post 

political content. 

“I told my friend, there was this picture and you’re not allowed to have [important 

political figure] as a Facebook picture. But if you want to have him in the background 

and you are in the front and [he’s] not in focus, then you can get away with having 

that.” 

Another example was an interviewee using anonymity online to surveil and “troll” far-right 

extremists they wanted to keep track of. 

“I have an account that’s connected to different e-mails. [...] as an activist, I think it’s 

really important to have control of what the neo-Nazis are doing [...] I would never 

ever dare to follow them through my real name, because I know that’s dangerous, but 

when it comes to these kinds of things, sometimes I want to troll them.” 

There were multiple interviewees that mentioned using anonymous accounts to keep track of 

people. This shows that even though the lens of this thesis might be about queer people of 

colour as ‘marginalised’ or ‘under threat’, they still have their own priorities outside of just 

defending themselves or staying safe. Sometimes they use creative solutions to avoid 

censorship and to keep track of people they deem as dangerous. 
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Queer people of colour have a variety of tactics that they use to stay safe online, the next 

section will outline the ways that staying safe is a constant cost-benefit analysis for queer 

people of colour. 

5.3.4 Negotiating safety 

While talking about safety, how it can be threatened, and attempts at maintaining it, a thing 

that came through repeatedly was the fact that there were no easy answers. Often, the same 

platforms that were exposing interviewees to potential danger were the same places that were 

allowing them to seek safety with community. Trying to maintain safety was a constant 

negotiation, sometimes the ‘safest’ option wasn’t practical or possible. And sometimes it was 

just too inconvenient. 

There were cases where practical considerations got in the way of safe practices, such as one 

interviewee not being able to use multifactor authentication anymore after sending their 

laptop away to be repaired. 

“Used to have a fingerprint, but my laptop doesn’t let me configure the fingerprint or 

PIN code, only the password, since I sent it in [to be repaired] when it broke.” 

There was also an anecdote about a time an interviewee tried to secure their images using a 

password protected vault, but that backfired when their phone broke and was replaced.  

“I used to have this folder vault for sensitive images, but then I lost my photos from 

my other phone [...] because instead of fixing my phone they just gave me a new one 

because of the warranty.” 

The interviewee said they stopped using the password protected vault after that, since they 

didn’t want to lose their pictures again. This is indicative of the kind of obstacles that can 

stand in the way of people doing things the most ‘secure’ thing, because security can be 

outweighed by other considerations, such as the need for redundancy or convenience. 

The interviewee that talked about having to move and change their name in section 5.3.2, 

expanded on how having to hide their identity affected their life. The interviewee had to hide 

their identity due to a young queer person’s family turning up at the interviewee’s door after 

finding communication online. The process of hiding their identity made other things in their 

life more difficult, even though it was a measure to increase safety. Another layer to the story 
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is the fact that the high level of inconvenience experienced when having to hide identity in 

this way is partially due to Norway being such a highly digitalised country. The majority of 

public services are connected to a social security number in some way. The way that digital 

technology weaves into this interviewee’s story shows how contextual and nuanced safety can 

be. 

“It’s so much and because of that it’s so difficult. I can’t buy things on invoice as a 

private person because they can’t find me. [...] The safety sometimes goes too far. Just 

easy things, like when I move, I can’t just do things in Altinn [a Norwegian 

government portal]. Everything I have to do; I have to do through the police. [...] 

There are so many things I can’t do that is easy access for normal people, because of 

my situation. I need to do everything analogue. And I need to go to the fucking police 

every time. I can’t go to NAV [Norwegian public welfare agency]. NAV can’t find me 

and sometimes I need help. Direct help. I can’t even get the vaccine. I have to do it 

through a whole different system than you guys.” 

Almost all the interviewees expressed mixed feelings when asked whether they felt they could 

stop using social media. They often seemed to wish they could but also didn’t see it as 

realistic. This was exacerbated by the fact that social interactions had been completely 

changed by the COVID-19 pandemic. One interviewee recounted an attempt to delete a social 

media account: 

“I deleted Instagram for one night and I felt really isolated, especially now [during 

pandemic], because I haven’t seen people at all. That’s the only place that I really get 

updates from my friends.” 

Multiple interviewees also expressed an inability to leave social media due to their 

involvement in the LGBTQ+ community. Two different interviewees talked about their jobs 

making it necessary to be online: 

“I do feel like I deal with not wanting to be completely on social media, but finding it 

difficult to leave, in a sense. Especially when it comes to Facebook. I’ll just straight up 

say Facebook because I use it for a lot of work-related things.” 

“I’m in a job that requires that I’m on social media. Because I communicate with 

people that are unsafe, people that are in the closet.” 
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There was also a sense of inevitability for some interviewees. One interviewee expressed the 

futility of trying to go offline because their information is already out there: 

“I don’t know, because it sometimes feels like the only safety is not existing online, 

but there’s already so many traces of me on the internet.” 

Another reason for it being hard to stay offline was feeling a lack of control over what was 

happening. This was specifically in connection with logging off during harassment 

campaigns. 

“I get stressed by not being online as well. Because then I don’t have control.” 

One of the interviewees explained the double-bind they were sometimes put in due to their 

job. They worked at an organisation where they often interacted with queer people of colour 

and had reflections around the nuances of trying to gather data about a group that is small and 

easily identifiable. A dilemma that has also been faced in the research done in this thesis.  

“Especially in my organisation, we have to be even more careful in how we handle 

information and how it’s presented and used – for example in research or surveys or 

stuff like that […] it can out someone pretty easily and potentially endanger them as 

well. Especially for our community it’s very important […] a lot of measures made to 

improve people’s lives are based on science and research and it’s hard to gather the 

correct data and necessary information, when the same information endangers people, 

so you have to be really careful. And also, you’re dealing with people that don’t want 

to be identified in any way, so they often don’t necessarily partake in these kinds of 

things, so it goes both ways and makes it very difficult.” 

Other examples of negotiations around safety being done at work have already been 

mentioned, where an interviewee described their organisation’s procedure for coming into 

contact with queer people who needed help. Initial contact would often be through social 

media but would then be moved offline in a crisis for increased safety. An example of the 

potential consequences of online communication was outlined earlier, where an interviewee 

was trying to help a young queer person and family members of the youth showed up at the 

interviewee’s door after getting access to their communications. The interviewee had to 

change address and name. These examples show that there is an ongoing cost-benefit analysis 

between getting into contact with people who need it and maintaining personal safety. 
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Sometimes one person’s personal safety can depend on that contact, while putting the receiver 

of the contact in danger, so it’s never a straightforward assessment. 

Many of the interviewees talked about negotiating different levels of openness regarding their 

gender and/or sexuality online, both in the past and the present. ‘Coming out’ is often seen as 

a one-time event but is usually more nuanced in reality. People might be open in some social 

contexts and not others. Some people might not be at all interested in ‘coming out’ in the way 

it is popularly understood, an explicit announcement to the world at large. Openness around 

gender and/or sexuality is therefore more of a negotiation than a one-off decision. These 

nuances translate to the ways that queer people navigate online. 

An interviewee recounted the way they had navigated the popularity of having personal 

websites when they were younger. 

“I do remember when I was younger […] you could kind of make your own 

personalised website. […] I remember that a lot of my friends and people at my school 

were part of those things and I never was because I felt like it was too personal and 

even if I were part of something like that, I couldn’t really be myself on those 

platforms, so I just wasn’t on them. [...] It was weird because, of course, I could just 

fake it or I could just put out the content that wasn’t related to my identity, but for 

some reason I felt like it was very invasive and when I saw other’s content and what 

they’d put out it was like “oh, I’m talking to this person” and blah, blah, blah. I guess 

it was also related a lot to relations and that was also something I struggled a lot with, 

having good relations to friends that were on a deeper level or to people and 

classmates in general.” 

This anecdote is an example of the way that technology has taken on a larger role of 

facilitating people’s communication of their identity to the world. Navigating that as a young 

queer person can be difficult, as stated by the interviewee. Both because there is a fear of 

exposing too much information, but also because the inability to be fully authentic in the way 

that is often encouraged on these platforms makes participating difficult. 

As already mentioned earlier, a tactic that one of the interviewees used when on Grindr was 

timed deletion for pictures they sent to others. This interviewee also mentioned that they 

didn’t send pictures before being open about their sexuality, which gave them a better 
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understanding of people who couldn’t use pictures on their profiles. Deciding whether or not 

to use pictures is the kind of negotiation that many queer people have to make online. On the 

one hand, it is safer to have more pieces of verifiable information if planning to meet up with 

someone. On the other hand, it can be dangerous to send identifiable information if it can out 

someone who isn’t open. 

Another way of negotiating safety was varying behaviour on different platforms and 

controlling the visibility of content. As already mentioned earlier, one of the things that could 

be avoided by picking the right places to communicate different things was context collapse. 

Interviewees dealt with this in different ways. One interviewee had differing approaches to 

Instagram and Facebook, feeling more comfortable being open on the former. 

“I’m definitely more open on Instagram. [...] It’s definitely easier for me to be, not 

even just openly queer, but just posting things in general. They go hand-in-hand, I 

suppose.” 

“With Facebook, I never know how they will gender me if they comment, so I just 

don’t bother.” 

Another interviewee had decided to make their Instagram completely open, even knowing 

that makes information about them being queer publicly available. The same interviewee said 

earlier in their interview that they had made their profiles private and deleted a lot of content 

for a few years preceding this decision. 

“My Instagram profile is public now and there’s lots of Pride pictures there. So, now 

it’s very available. Everyone can see that I’m queer.” 

Several interviewees mentioned the police in different capacities. The police were often 

brought up when talking about ways to deal with incidents, but most interviewees also 

expressed ambivalence or seemed to see the police as a potential source of threat. At the same 

time, the police were often the only option mentioned once things had escalated to serious 

threats and harassment. Even so, interviewees didn’t always seem to feel that police 

intervention ended up particularly useful. As already mentioned earlier, one of the 

interviewees had specific tactics when going to protests as a precaution to prevent police 
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access to their phone, this suggests that the police were seen as a threat in that specific 

instance. 

Another interviewee talked about trying to gain assistance from the police, but only getting a 

limited amount, with the police apparently directly admitting that they could only help so 

much, “When I went to the police for help about the harassment and attempted hackings, they 

[…] said it to me directly. Like, ‘sorry, we can’t help you so much, but we can do this and 

that.’ It’s shit.” 

An anecdote about differential treatment from the police showed some frustration about the 

limited set of solutions that they provided to the ‘average’ person. This, again, highlights the 

ambivalent relationship to the police, who are seen as an instance to keep people safer, but 

didn’t necessarily seem to make the interviewee feel much safer. 

“Me, a politician, and a friend of mine got hacked. […] And the politician, a white 

Norwegian politician, got the police around her house to check on her safety, on and 

off. They had a car outside to see who’s coming to her door, because we all got death 

threats. […] The police were just like ‘get a new phone, get this and this, do that’ [to 

us]. The same attacks, the same threats. […] I know why they did that, but it’s wrong. 

We should have gotten equal treatment. We were receiving the same threats.” 

Another anecdote where an interviewee seemed to have had a less than satisfactory outcome 

when going to the police was this one: 

“The police closed the case because they couldn’t find out who was behind that 

profile. […] And when the police close these types of serious cases, then you become 

really careful. And it affects your life. And it changes how you behave in your daily 

life.” 

The police were sometimes also framed as a direct danger to queer people of colour, using 

digital technology to especially surveil undocumented people. 

“Being queer in Norway, of course it can be dangerous, but when you add geopolitics 

and asylum and all of these things, when people are undocumented. If these things are 

added, it’s not safe at all. And the police are hunting down undocumented people, 
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queers, here [in Norway]. How do you do that? It’s through the internet, because 

everyone leaves traces there, everyone is using it.” 

Interviewees made it clear that safety was a negotiation they were constantly engaged in. To 

round up the interviews, interviewees were asked about ways they thought safety could be 

increased for queer people of colour. Their responses will be outlined in the next section. 

5.3.5 Envisaging safety 

Interviewees often made asides about things they wished were different. This could be 

something as simple as complaining about Apple’s inconsistent functionality around hiding 

images in the Photos app: 

“I wish [the hidden image folder] was password protected. I don’t know why it’s not. 

Why have a hidden folder if you’re not going to make an effort to actually protect it?” 

Multiple interviewees also expressed a desire for tech companies to take more responsibility 

for the things that happen on their platforms. Or, at least, for there to be someone that takes 

responsibility. 

“Facebook is not responsible for hatred. It’s a media, but it isn’t moderated. We need 

someone who has the responsibility. Nobody knows how to contact Facebook, it’s 

super weird.” 

“[I want] more policies and rules for the big tech companies. That they take a stronger 

stand on not accepting racism and homophobia on their platforms.” 

One interviewee, who experienced the Vipps stalking episode outlined earlier, also expressed 

a wish for payment apps that weren’t so tightly connected to actual identities, comparing with 

Norwegian options with the larger set of payment app choices in the US such as ‘Cash App’ 

and ‘Venmo’, which do not require people to use their real names. They seemed to think that 

part of the reason that there are less choices for anonymity in Norway was down to lack of 

scepticism, something that could possibly be true when taking into consideration how most 

interviewees conceived Norway as safer than other countries. 

“People are more sceptical [in the US] as well. Here we are, like, trust everything.” 
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Interviewees were also asked explicitly about things they wished for to make technology safer 

for them. The last question in the interview was: Could you think of any strategies/tools that 

don’t exist that could make using technology safer for you or other QTIBIPoC? Interviewees 

had a varied set of responses. 

One expressed desire was for lower barriers to knowledge. As most of the interviewees 

expressed not knowing where to go for security knowledge at several points during their 

interviews and their security practices seemed to be put together in a fairly ad-hoc manner, 

this seems like a solution that would be helpful for multiple people. 

“An accessible overview of internet security. A lot of tech stuff isn’t really accessible 

to people who don’t know tech stuff. People who work in tech get so easily annoyed 

when non-tech people take a little bit longer to get it. Also, often [using] language that 

is inaccessible to people who don’t know it.” 

Another interviewee focused on the need for existing platforms to take more responsibility for 

harassment that happens on their platforms. Gaysir is a Norwegian news and social 

networking site targeted towards LGBTQ+ people. 

“When you go to Gaysir and go to the forum, the way they talk about [colleague] 

there... I think it’s Gaysir’s responsibility to clean up, so that the people who see what 

[colleague] is going through and think ‘damn, this is not okay’. Then they can see that 

there’s still someone addressing the issue and that it’s safe for them to participate in 

the debate. Platforms need to take more responsibility.” 

Two interviewees suggested platforms exclusively for queer people of colour to interact. One 

interviewee especially had in mind an app that wasn’t easily detectable so it could be used by 

people who need to be discreet, especially those living in countries where being queer is 

criminalised.  

“Making our own platforms. For example, a Grindr that’s for black and brown people 

only. [...] For it to be safer. For it to not be so fetishizing. For there to not be racism. 

For the conversations to be valuable and good. Then we need to have our own 

platforms.” 

“If there was a way to have a super safe programme or app or way to interact with 

people. […] if you’re in the closet or not, but you know that they’re queer and that it’s 
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very safe and you can interact and share stuff with people, like queer people of colour. 

[…] I’m thinking for people that live in countries where you can’t be yourself, where 

you could be prosecuted for being yourself. […] Like, even if the government or 

whoever saw the app or check it, there would be no way to figure it out. Maybe it 

could even be hidden in some way.” 

The next suggestion is relevant to the two previous ones, because trying to create spaces 

specifically for queer people to interact brings with it the problem of vetting who gets to join 

the spaces. A problem that becomes harder when considering the fact that many queer people 

aren’t open about their identities and therefore have a need for anonymity. As the interviewee 

mentions, trying to verify people’s identities has both pros and cons, but it is a question one 

has to consider if trying to make spaces predicated on a shared identity. Lack of anonymity 

has risks, but so does allowing people who potentially have bad intentions into spaces that are 

supposed to be safe. 

“Something to secure people’s identities. This is two sides of the same thing. If you’re 

forced to identify yourself, it can be misused. But if there was a closed group for 

racialised people and a neo-Nazi suddenly got in who’d pretended to be someone else, 

that would be dangerous. But how do you make sure that doesn’t happen? Then you 

have to make sure you know who’s in the group.” 

Another interviewee had thoughts more in the direction of political movements and activism 

around digital safety. They seemed to be missing a grassroot approach to the issue of digital 

safety. They did not see the current options, such as the police, as currently being good 

enough. 

“The internet is not safe, it’s really not safe, and I want tools. I want a movement of 

activism. In the same way we have, for example, a movement against femicide.” 

“Like an NGO [non-government organisation] for a start, at least, but […] the police 

should be better. This should be public knowledge. It should be as normal as libraries 

these days because this is what the world looks like. People need to go to a place and 

not Google and find products to buy, but real knowledge. These are things that need to 

be learned in school, early. In the same way they learn how to do other things. [...] We 

need activists around this, that is what we need, a civil movement almost.” 
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 Summary of findings 

The thematic analysis process resulted in one background theme, ‘intersectionality’, and one 

overarching theme, ‘safety’. The overarching theme included five subthemes: ‘mental models 

of safety’, ‘threats to safety’, ‘safety as doing’, ‘negotiating safety’, and ‘envisaging safety’. 

The following sections will summarise the findings from the different themes. 

5.4.1 Intersectionality 

Intersectionality showed up as a theme throughout interviewees’ responses, it was therefore 

chosen as a background theme since it was interwoven into all the subject matter. 

Interviewees saw intersectionality as increasing risk in different ways. Engaging in 

intersectional activism was more dangerous than single-issue activism, being a queer person 

in Norway was more dangerous when that person had multiple overlapping marginalised 

identities such as being undocumented, doing research was more sensitive when researching 

queer people with multiple overlapping marginalised identities since it made it more difficult 

to anonymise respondents, and multiple interviewees thought they would be less afraid, or in 

less danger, if they had less overlapping marginalised identities. 

5.4.2 Mental models of safety 

Mental models of safety as a subtheme comprises interviewee’s perceptions of safety. It is 

important to understand the way interviewees thought about safety to have a holistic view of 

the rest of their responses. Interviewees mentioned common concerns when it came to their 

safety online, such as viruses, spam e-mails, and how big tech companies use their data.  

Interviewees that had experienced harassment online tended not to see tech platforms as their 

largest problem, comparing them favourably to, for example, “radical fascist platforms”. All 

interviewees expressed concerns about online harassment and often knew someone else that 

had experienced it, even if they hadn’t themselves. Multiple interviewees had experienced 

harassment online and this had left lasting effects on their sense of safety. Interviewees 

frequently expressed that safety online was impossible to separate from other areas of life. For 

example, online dating was a situation that made one interviewee felt particularly unsafe. 

Trying to vet sexual partners was seen as more challenging due to the additional factors 

introduced by communicating online. 
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Interviewees frequently expressed resignation when talking about dangers online, seeming to 

see them as unavoidable. They would simultaneously refer to themselves as “careless” or state 

that they should learn more about certain issues, so it seemed they weren’t satisfied with their 

current situation. Interviewees often seemed curious once security related topics came up but 

gave an impression of not knowing where to go if they wanted to find more information. An 

example multiple interviewees came back to when asked about security was banking, which 

seemed to be a mental reference point when it came to safety procedures that were easy to 

follow. 

Interviewees had different categories of situations they deemed as unsafe, drawing lines 

between “direct hate speech” and “uncomfortable messages”, for example, even though both 

categories qualified as feeling unsafe. Feelings of safety when using social media were also 

affected by factors like social proximity and shared identity markers. Interviewees generally 

felt safer when they knew who was seeing their content, although this wasn’t always the case 

due to context collapse. 

Interviewees talked about creating “safe spaces” online through their work, which involved 

active moderation, and used those online “safe spaces” to move communication from being 

online to physically meeting face-to-face in crisis situations. 

5.4.3 Threats to safety 

Threats to safety as a subtheme comprises responses interviewees made that outlined which 

online incidents they perceived as unsafe. A large factor that seemed to affect whether 

interviewees had experienced hostility online was to do with whether they were politically 

active. 

Interviewees recounted average incidents such as spam e-mails and logins from unknown 

users, but it wasn’t always easy to write incidents off as random. Interviewees with previous 

experiences of harassment found it hard to differentiate between random and targeted 

attempts at hacking. Interviewees had experienced targeted hacking, harassment, death 

threats, and rape threats, usually connected to being visibly political online. At least one 

interviewee had to change their name and address due to the consequences of working with 

queer people of colour and communicating online. This exemplifies the way that digital safety 

is impossible to separate from physical safety, which multiple interviewees mentioned. 
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An interviewee had concerns about revenge porn (the spreading of sexual content without 

consent of the persons involved) due to having seen it happen to people they knew. One of the 

interviewees also recounted a stalking incident, where someone communicated with them 

through Vipps, a mobile payment app, even though they had been blocked on all other 

platforms. Multiple interviewees talked about experiences from when they were younger and 

not yet open with their families about their gender and/or sexuality. They recounted incidents 

where technology was a door to unwanted information being shared with family members. 

Far-right extremists were seen as a potential threat by all the interviewees, even those who 

hadn’t experienced any direct harassment. One of the interviewees used anonymity to keep 

track of far-right groups online. Social media platforms were perceived with scepticism. 

Interviewees didn’t trust platforms to take care of their privacy and also modified their 

behaviour on platforms to prevent unwanted incidents, such as misgendering. Censorship on 

social media platforms was also something interviewees had experienced. Tinder was brought 

up as an example of an app that had functionality that could be hostile to trans people, 

because trans women are often reported. 

Technology was seen as a surveillance mechanism that could put queer people in danger. In 

Norway, the worry was that authorities could use it to track people, especially if they are 

undocumented. Outside of Norway, interviewees talked about having to protect themselves 

when travelling to prevent unwanted information being found on their phones or laptops 

during border crossings to countries that may criminalise queer people or discriminate the 

interviewee’s ethnic group. 

5.4.4 Safety as doing 

Safety as doing as a subtheme comprises the responses that have to do with concrete tactics 

interviewees used to maintain safety. 

Interviewees expressed not feeling like they had the necessary expertise to protect themselves 

in the case of a breach, which meant some of them planned to go to people they knew who 

they felt had more knowledge. Despite this, they still shared a diverse range of tactics they 

used to try to stay safe online. This included measures like multifactor authentication, anti-

virus software, and changing their passwords before they knew they would get a lot of 

attention in the media. 
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Interviewees also recalled tactics they used in their younger years before they were open 

about their gender/sexuality to their parents. These were less formal measures, such as 

deleting browser history and giving misleading names to bookmarks and folders. A tactic 

used by one interviewee was pre-emptively blocking people in their ethnic community to 

prevent them seeing online activity and reporting it to the interviewee’s parents. 

A tactic many interviewees used was restricting content on their social media profiles, this 

included making their profiles private, choosing which audiences saw what, censoring 

themselves, and deleting content. Interviewees also changed their names on their social media 

profiles so they wouldn’t be tied to their real identities, which one interviewee said was 

common for the queer people of colour they knew. 

Interviewees had a lot of tactics surrounding their phones. The goal of the measures was to 

prevent physical access by unwanted people, keep phone numbers private, and prevent 

tracking via GPS features. Interviewees also used in-app features, such as hiding sensitive 

pictures in the Apple Photos app or timed disappearing messages in Telegram. Interviewees 

also mentioned attempts at direction such as renaming chats and using innocuous pictures to 

mislead anyone who saw notifications on-screen. 

When experiencing waves of harassment, interviewees would be advised to stay offline, but 

sometimes still had a need to keep track of what was happening. They would then use their 

friends or alternative profiles to monitor the situation. Most interviewees that had experienced 

serious harassment said they went to the police when it happened, in one case resulting in an 

interviewee having to hide their identity. 

Interviewees also mentioned using code words to communicate. One example was an 

interviewee travelling to areas in unstable geopolitical situations who wanted to let their 

friends know if something had gone wrong. Another example was an interviewee that had a 

code to let their romantic interest know it was actually them answering the phone. 

Dating apps were also a place that interviewees used tactics around. This could be using in-

app functionality such as sending pictures with time limits, evaluating sexual partners via the 

way they communicated online, or deciding not to meet up with people in countries with 

queerphobic laws even when they were using apps to get into contact with the queer 

community. 
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 Interviewees also mentioned non-defensive tactics, such as using VPNs to access geoblocked 

content, intentionally manipulating pictures to circumvent Facebook’s moderation, and using 

anonymous accounts to keep track of far-right extremists.  

5.4.5 Negotiating safety 

Negotiating safety as a subtheme comprises the responses that had to do with safety being a 

complex negotiation that required interviewees to weigh different risks when deciding what to 

prioritise in their decision making. 

 Interviewees mentioned practical barriers to making safer decisions, such as malfunctioning 

technology or a photo vault app that was so secure the interviewee wasn’t able to transfer 

their pictures to a new phone when their old one stopped working. Another interviewee 

outlined how their hidden identity had caused problems for them, from losing access to the 

Norwegian public welfare agency (NAV) to a much harder process when trying to receive 

vaccines. 

When asked whether they felt they could choose not to be online, all interviewees said no. 

Reasons included social media being their primary source of community (which was 

exacerbated by the COVID-19 pandemic), needing to stay updated on things happening 

online, and having to be online for work related reasons. Multiple interviewees had jobs 

where they were in regular contact with queer people of colour and reflected around the kinds 

of cost-benefit analyses they had to do while working. This could be trying to figure out how 

to do research that ran the risk of outing people due to QPoC being a small, easily identifiable 

group and deciding when to move communications offline for increased safety. 

Multiple interviewees also had reflections around negotiating different levels of openness 

about their gender and/or sexuality online. An example of this was an interviewee who chose 

not to participate in making personalised websites when they were younger because they 

didn’t feel they could be authentic. Another example was an interviewee who didn’t use 

pictures on dating apps before they were open about their sexuality. Other interviewees 

communicated differently depending on which platform they were on and whether they knew 

who was in their audience. 
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Another point of negotiation that came up multiple times was the police. Interviewees 

mentioned the police multiple times as a solution if harassment and threats escalated online 

but seemed to have had mixed experiences with how helpful the police actually were if they 

got involved, citing closed cases, unhelpful advice, and unequal treatment in the face of 

serious harassment. One interviewee shared a tactic specifically meant to prevent the police 

from gaining access to their phone when going to protests and another was concerned about 

the police using digital evidence to surveil undocumented people in Norway. Interviewees 

seemed to have an ambivalent relationship to the police.   

5.4.6 Envisaging safety  

Envisaging safety as a subtheme comprises interviewees’ responses related to their wishes for 

functionality, tools, or measures that didn’t exist yet and increased safety. 

Interviewees expressed concrete desires to change existing structures, such as password 

protection for sensitive images on Apple products, social media platforms taking more 

responsibility for moderation, more legislation for tech companies, and payment apps that 

don’t require connecting profiles to real identities. Interviewees had a few different answers 

when asked for new solutions that could increase digital safety for queer people of colour. 

One suggestion was accessible guidance on how to improve security, specially targeted 

towards people with a non-technical background. Interviewees also suggested new platforms 

specifically for queer people of colour to use, with one interviewee emphasising a need to vet 

people’s entry into such spaces. One interviewee focused on activism and knowledge sharing, 

wishing for spaces they could go to get help and learn more about security, for example, a 

non-government organisation. 
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6 Discussion  

This thesis aims to explore queer people of colour’s experiences with digital safety. 

To do this, five research questions were chosen: 

1) Are LGBTQ+ racialised people especially vulnerable to attacks on their privacy? 

2) Are LGBTQ+ racialised people fully covered by existing privacy regulations and 

information security measures? 

3) Which specific unsafe situations are LGBTQ+ racialised people exposed to through 

use of technology? 

4) Do LGBTQ+ racialised people have specific security concerns? 

5) Which alternative strategies do LGBTQ+ racialised people use to stay safe outside 

already existing digital security frameworks? 

This chapter will discuss the research questions in light of the results laid out in the previous 

chapter, highlight some existing solutions to problems brought up in the results chapter, and 

suggest a possible new solution. 

 Research questions 

6.1.1 Are queer people of colour especially vulnerable to 

attacks on their privacy? 

As outlined in section 2.2.3, there are documented situations where queer people have had 

their privacy violated, such as queer people in Nigeria being arrested because of information 

illegally found on their phones by police officers (The Initiative for Equal Rights, 2019) or 

young queer people being outed to their families without their consent due to surveillance 

software flagging search terms at their schools (Caraballo, 2022). The results outlined in the 

previous chapter suggest that queer people of colour are vulnerable to attacks on their privacy 

specifically because of their identities, with the most extreme result being a person having to 

change their name and address due to an incident connected to their work with young queer 

people of colour. The results also suggest that queer people of colour are especially 

vulnerable to attacks when they are politically active.  
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6.1.2 Are queer people of colour fully covered by existing 

privacy regulations and information security measures? 

There is a short discussion of Europe’s General Data Privacy Regulation in section 2.1.4. 

Under GDPR certain categories of personal information, such as race, ethnicity, or sexual 

orientation are categorised as ‘sensitive’ and gain extra protection. Gender is not one of those 

categories, which means that a significant segment of the queer community does not qualify 

for this extra protection. The violations of privacy outlined in the results chapter suggest that 

even if there are privacy regulations, they might not be fully effective in preventing incidents. 

When it comes to information security measures, the responses from the interviewees in this 

thesis do not point to especially egregious information security breaches. However, there were 

still some incidents such as the interviewee that had been stalked through Vipps (a Norwegian 

mobile payment app) due to there being no blocking function that point towards information 

security measures not always being up to scratch. Section 2.3 discusses the lack of diversity in 

the tech industry and how it might be a contributing factor to the decisions that are made 

about security when building technology. 

6.1.3 Which specific unsafe situations are queer people of 

colour exposed to through use of technology? 

The results chapter lays out the experiences of interviewees, which included hacking, 

harassment, death threats, and rape threats. One interviewee had to change their name and 

address after someone physically turned up where they lived. There were also interviewees 

whose family had seen things the interviewee didn’t want them to see on their devices before 

they were open about their sexuality. One of the things discussed in section 2.2.3 is the way 

dating apps can be used to lure queer people into dangerous situations (Carroll, 2019; Noack, 

2014), especially in countries where being queer is criminalised. Responses from interviewees 

also suggest that dating apps can be a source of danger, either because people are not who 

they say they are and/or end up being dangerous. 

6.1.4 Do queer people of colour have specific security 

concerns? 

The responses from interviewees suggest that they had concerns specific to their identities 

even when they hadn’t experienced any particularly extreme incidents (at the time of the 
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interviews). Every interview mentioned far-right extremists as a concern when navigating 

online. Most interviewees were worried about tech platforms and privacy, which was 

especially sensitive due to information about their identities potentially being used in a way 

they didn’t consent to. Section 2.1.2 discusses data gathering can have unfortunate 

consequences. For example, in the case of targeted pregnancy ads hounding someone who’s 

just had a miscarriage (Moss, 2019) or a pregnancy being revealed to a conservative family 

without permission (Kosinski et al., 2013, p. 1).  

6.1.5 Which alternative strategies do queer people of colour 

use to stay safe outside already existing digital security 

frameworks? 

Even though interviewees expressed not feeling like they had enough knowledge about 

keeping themselves safe online, they still responded with a varied set of tactics they use to try 

to maintain safety. Some of them were informal measures from a younger age where 

interviewees were not yet open to their families, such as deleting browser history and using 

misleading names for folders and bookmarks. 

In the present day, interviewees restricted content on their social media profiles, changed 

names so their real identities weren’t tied to their profiles, and censored themselves. 

Interviewees also kept their phones close by, changed their numbers ahead of harassment 

waves, and left their phones behind when going into sensitive meetings to prevent location 

tracking. Interviewees used in-app functionality such as hidden folders for images and timed 

disappearing Telegram messages or timed disappearing images on Grindr. During waves of 

harassment, interviewees would use friends or alternative profiles to stay updated on the 

situation online. Interviewees that had experienced harassment online said they went to the 

police once things got serious. Another tactic was using code words in online communication 

to alert friends to dangerous situations or confirm identity. Interviewees also used tactics that 

weren’t necessarily only to stay safe, such as intentionally circumventing Facebook’s 

moderation and using anonymous accounts to keep track of far-right extremists.  

 Possible solutions 
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The envisaging safety theme in the results chapter gathers interviewees’ wishes for new 

functionality, tools, or measures that they felt would increase safety for them and other queer 

people of colour. The two following sections will discuss possible solutions to those wishes.  

6.2.1 Existing solutions 

This section will discuss existing apps, websites, and organisations that may be possible 

solutions or blueprints for possible solutions to some of the concerns raised by interviewees. 

Multiple interviewees expressed a wish for apps that were exclusively for queer people of 

colour to use to be in community together online. Queer Nigerian software developers have 

built an Android app called Qtalk (Job, 2022). On the Google Play store the app Qtalk is 

described as: “Nigeria’s first social and counseling mobile app for the lesbian, gay, bisexual, 

transgender, intersex, and queer [LGBTIQ+] community.” (Qtalk, n.d.). This could be an 

example to follow. 

One of the interviewees also expressed a desire for information accessible to non-technical 

people. Tall Poppy is a service that aims to give “accessible, step-by-step guidance to digital 

safety” (Tall Poppy - How It Works, n.d.). Members have access to information that allows 

them to secure their online footprint and prepare for incidents. Tall Poppy seems to mainly be 

aimed at workplaces (Shieber, 2018), but it could be a blueprint for more accessible 

resources. 

Another desire expressed by an interviewee was for non-governmental organisations where 

they could gain assistance with digital safety. There are already organisations that work in 

related fields, some of which do work globally, although none of them are based in Norway.  

The Electronic Frontier Foundation is a non-profit that “champions user privacy, free 

expression, and innovation through impact litigation, policy analysis, grassroots activism, and 

technology development” (About EFF, 2007). They have made open-source tools such as 

Privacy Badger (a browser extension that blocks trackers) and HTTPS Everywhere (a browser 

extension that encrypts communications with websites), which are free for anyone to use. 

Citizen Clinic is hosted at the Center for Long-Term Cybersecurity at University of 

California, Berkeley. It is a public-interest digital security clinic that aims to help civil society 

organisations (organisations defending human rights and doing political activism) defend 
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themselves online (‘Citizen Clinic’, n.d.). This is a blueprint that could be applied in more 

places, which will be discussed further in section 6.2.2. 

The initiatives mentioned are not meant to be an exhaustive list. There are many more 

working on technological equity, such as Tactical Tech1, Citizen Lab2, and the Algorithmic 

Justice League3. 

6.2.2 Clinical computer security 

This section will discuss a possible new solution to some of the wishes made by interviewees. 

When interviewees were asked whether they could think of any strategies or tools that could 

make using technology safer for QTIBIPoC, one of the answers was: "I would like to have 

activists that one can go to for help. When you have special needs.". An interesting concept 

that could potentially contribute to helping with this problem is outlined in a paper written by 

Havron et al. (2019): clinical computer security, where “[t]he goal is to develop, in a rigorous, 

evidence-based way, a set of best practices for how a technology consultant can assist a 

victim — called the client in such a service context — with digital insecurity. Best practices 

will need to encompass a range of issues, including how to setup and run clinics, recruit and 

train volunteers or paid professionals to staff them, deal with the many legal issues that will 

inevitably arise, and how consultations with clients should proceed.” (p. 107). 

Havron et al. (2019) set up a clinical computer security service for victims of intimate partner 

violence (IPV) where they could go and receive technical support for issues like “account 

compromise, installation of spyware, and harassment on social media” (p. 105) with the 

assistance of a ‘technology consultant’. There seems to be a need for a place people can go 

that isn’t the police or a for-profit tech support service. As is mentioned in the paper, “case 

workers, lawyers, police, and other professionals that work with victims report having 

insufficient tech expertise to help victims with digital threats” (Havron et al., 2019, p. 107). 

This dovetails with some of the experiences outlined in the results chapter, interviewees had 

mixed experiences with the police being able to help them during digital incidents. Multiple 

communities also have fraught relationships with law enforcement and therefore wouldn’t go 

 
1 https://tacticaltech.org  
2 https://citizenlab.ca/  
3 https://www.dair-institute.org  

https://tacticaltech.org/
https://citizenlab.ca/
https://www.dair-institute.org/
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to them for help. And paid tech consulting services can be inaccessible due to cost (Havron et 

al., 2019, p. 107). 

There is already a precedent for ‘clinic’ solutions. Law institutions incorporate pro-bono work 

into their models in multiple places. It is more common in the US, but Norway also has 

services such as Jussbuss4, which is run by law students who give free legal consultations, and 

JURK5, which gives free legal consultations to women. Why is this not more prevalent in the 

tech industry? Citizen Clinic6 at UC Berkeley, which facilitates students giving free security 

consultations to civil society organisations, might be one example of a blueprint for starting 

such an initiative. There could be potential challenges of ensuring sustainability and quality 

with this particular direction, but the dangers people can be exposed to through technology 

can be just as serious as legal problems – or they can lead to legal problems. 

Any sort of clinic solution would have to be carefully thought out and incorporate 

stakeholders from all the affected communities. Havron et al. (2019) emphasise that they 

made the choice to work closely with already existing IPV services. This is important because 

the root problems are not of a technical nature and people who are tech specialists will not 

necessarily have the specialised domain knowledge needed to understand all the context, 

which in the worst-case can actually make the situation more dangerous. A bad intervention 

can be worse than none at all. 

A clinic solution would only be one aspect of trying to mitigate the dangers queer people of 

colour experience, since it does not actually solve the problem of privacy violations and 

security incidents. As Havron et al. (2019) say, “[o]ne avenue for improving on the status quo 

is pursuit of new technology designs that better resist such targeted attacks”, but it is also 

unknown whether it is feasible for such attacks to ever be completely eradicated, and even if 

they were, it would likely take a long time and not be a short-term solution for the people 

being targeted now (p. 107). No computer security clinic can end racism, homophobia, or 

transphobia, which are the underlying reasons for specific targeting of queer people of colour, 

but a clinic could give them somewhere to go when they need help. 

 
4 https://foreninger.uio.no/jussbuss/om/  
5 https://foreninger.uio.no/jurk/om/  
6 https://cltc.berkeley.edu/about-us/citizen-clinic/  

https://foreninger.uio.no/jussbuss/om/
https://foreninger.uio.no/jurk/om/
https://cltc.berkeley.edu/about-us/citizen-clinic/
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A clinic solution would also likely be well received by technologists who want the 

opportunity to do good with their skillset. As van der Velden et al. (2021) show, students at 

the University of Oslo’s Institute of Informatics (IFI) “want to engage with social, ethical, and 

environmental challenges in their future work life” (p. 4). This is likely to apply to more than 

just the students at IFI. 

Extending the research Havron et al. (2019) have started on clinical computer security and 

making it specific to queer racialised people is a potential continuation of the exploratory 

work done in this thesis. But any research would have to “respect client well-being, [be] 

cognizant of safety risks, weigh the relative benefits of research to those risks, and, overall, 

minimize the potential for harm.” (Havron et al., 2019, p. 107). 
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7 Conclusion  

This thesis has explored queer people of colour’s experiences with digital safety. 

In chapter 1, the research questions, motivation, and terminology for the thesis were 

introduced. 

In chapter 2, information privacy, information security, and the way diversity affects 

outcomes in the tech industry were explored using literature in the field to build a background 

for the rest of the thesis. 

In chapter 3, the four components of the conceptual framework for this thesis were outlined – 

experiential knowledge, intersectionality, social cybersecurity, and strong objectivity. 

In chapter 4, the research approach was explained. Design justice and exploratory qualitative 

research formed the methodology. Semi-structured interviews and thematic analysis were 

chosen as the methods. Ethical considerations were also laid out. 

In chapter 5, the results were shared with the help of the thematic analysis process. 

In chapter 6, the results were discussed in light of the research questions and possible 

solutions to concerns brought up in the results were suggested. 

 Key findings 

1) Are queer people of colour especially vulnerable to attacks on their privacy? 

The results of this thesis suggest that queer people of colour are vulnerable to attacks 

on their privacy due to their identity, especially so if they are politically active. 

2) Are queer people of colour fully covered by existing privacy regulations and 

information security measures? 

The results of this thesis suggest that queer people of colour are not fully covered by 

existing privacy regulations, especially trans people, who do not receive extra 

coverage under GDPR due to gender not being classed as ‘sensitive’. Information 
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security measures also seem to lack, such as when a respondent was stalked through a 

mobile payment app due to there being no blocking function on the app. 

3) Which specific unsafe situations are queer people of colour exposed to through 

use of technology? 

Interviewees had experienced hacking, harassment, death threats, and rape threats. 

One interviewee had been forced to change name and address due to someone finding 

their address online and turning up at home. Multiple interviewees had experienced 

their families seeing information they didn’t want them to see when they were young 

and not yet open about their gender/sexuality. 

4) Do queer people of colour have specific security concerns? 

The results suggest that queer people of colour had specific security concerns. Every 

interviewee mentioned far-right extremists as a concern when navigating online, even 

if they had not had personal experience with far-right harassment. Interviewees were 

worried about the potential consequences of tech platforms gathering sensitive data 

about them.  

5) Which alternative strategies do queer people of colour use to stay safe outside 

already existing digital security frameworks? 

Interviewees used a varied set of tactics to try to maintain digital safety. Informal 

measures when they were not yet open to their families, such as deleting browser 

history and using misleading names for folders and bookmarks. As adults, the 

interviewees restricted content on their social media profiles, didn’t use their real 

names online, and self-censored. They kept their phones close by, changed phone 

numbers to pre-empt harassment, and left phones behind to prevent location tracking. 

Interviewees used hidden folders for images and timed disappearing content. During 

waves of harassment, interviewees would use friends or alternative profiles to stay 

updated on the situation online and report serious incidents to the police. Interviewees 

also used coded communication online to alert friends to dangerous situations or 

confirm their identity. Non-defensive tactics such as intentionally circumventing 

Facebook’s moderation and using anonymous accounts to keep track of far-right 

extremists were also used.  
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Interviewees also outlined ways they thought they could be made safer, which 

included more legislation for social media companies, social media platforms 

exclusively made for queer people of colour, and non-governmental organisations that 

work to help with digital safety. 

 Future research 

There are possible pathways to continuing the research done in this thesis. This is meant to be 

a non-exhaustive list of suggestions.  

Interviewees mentioned multiple times that they would have had to do things differently if 

they were young today, while research points towards both young LGBT people and young 

people of colour spending more time online (GLSEN et al., 2013; Rideout et al., 2011). A 

potential research direction could specifically focus on young queer people of colour and their 

experiences with modern technology and digital safety. 

Another theme that came up multiple times was the differing situations for queer people of 

colour worldwide, such as the way dating apps can be used to lure queer people into 

dangerous situations (Carroll, 2019; Noack, 2014). There is potential for future research 

focusing on queer people of colour and digital safety in countries where being queer is 

criminalised. 

In much of the research done on queer people and technology, such as Vogels (2020), there 

was only a focus on lesbian, gay, and bisexual people. Future research could look at trans 

people (other parts of the queer community) specifically. 

Another potential continuation from the research done in this thesis could be setting up a 

digital security clinic in the style of Havron et al. (2019) or Citizen Clinic. 
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Appendices 

Appendix A - Interview guide 

Experiences 

1. Do you generally feel safe using digital technology? 

2. Are there ways being a QTIBIPoC affects how you use digital technology or how you 

feel using it? 

3. Have you experienced any unsafe situations because of using technology? What 

happened? (Laptop, mobile phones, social media, hate/threats, being “outed”, hacked 

account, doxed, recognised by someone they didn’t want to be recognised by e.g. on 

dating apps, refused entry to country etc.) 

4. Are there differences in how you use technology according to how open you are with 

gender/sexuality? Does it depend on context (e.g. different levels of openness on 

different platforms/according to anonymity, pre-/post-coming out)? 

5. Do you feel like you can say what you want on social media? 

6. Do you feel like you can choose not to be online? (Sometimes necessary to be online 

because of organisational affiliation or not having local community.) [If for some 

reason you had to delete all your social media and stuff like that, do you think it would 

affect your ability to participate in community?] 

Concerns 

7. Do you have any concerns about using technology/the internet/social media? What are 

they? [too general, either remove because somewhat covered in other questions, or 

make more specific] 

8. Do you believe that there are ways you or other QTIBIPoC you know can be made 

unsafe through use of technology? If so, how? 

9. Have you ever worried about being doxed (when someone spreads your private 

information online)? 

10. Do you have any concerns about how social media platforms use your information? 

Are some of them specific to being QTIBIPoC? 

11. Have you ever been in a situation where someone else (parent/sibling/other family 

member/partner/friend) had access to your phone/PC/etc.? 

12. If yes, did you have strategies to make sure they wouldn’t see things you didn’t want 

to? (deleting messages/apps, changing notification settings so that content isn’t visible 

on home screen etc.) 
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13. Do you have any worries about travelling and technology? 

Strategies 

14. Which strategies do you use to stay safe when using technology? 

15. Do you have a plan for what you would do if you experience a security/privacy 

breach? 

16. Do you use anonymous accounts? Why? 

17. Are there certain things you don’t tie your real name to online (e.g. using pseudonym 

or nickname in interviews or work posted online)? Why? 

18. Do you choose (or have you ever chosen) not to use a smart phone? Why? 

19. Do you choose not to use specific internet platforms? Or have you chosen to stop 

using some for periods of time? Why? 

Ideas 

20. Could you think of any strategies/tools you don’t have access to that could make using 

technology safer for you or other QTIBIPoC? 

21. Could you think of any strategies/tools that don’t exist that could make using 

technology safer for you or other QTIBIPoC? 
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Appendix B – Consent form 

 

Are you interested in taking part in the research project 

 ”QTIBIPoC and Digital Security”? 

 

QTIBIPoC = Queer, Trans, Intersex, Black, Indigenous, Person of Colour 

 

This is an inquiry about participation in a research project where the main purpose is to 

investigate QTIBIPoC’s habits and concerns around digital security. In this letter we will give 

you information about the purpose of the project and what your participation will involve. 

Purpose of the project 

The master’s thesis project aims to investigate and collect knowledge around QTIBIPoC’s 

habits and concerns around digital security. Data collected will be used to map challenges and 

possible strategies around digital safety. This project aims to conduct 5-7 interviews. Results 

of this thesis might be used to publish scientific articles or other derivative works. 

 

Who is responsible for the research project?  

The University of Oslo is the institution responsible for the project.  

 

Why are you being asked to participate?  

You have indicated that you fit into the category QTIBIPoC or someone has passed on 

information about this project to you. Approximately 5 other people will be asked to 

participate in this project. 

What does participation involve for you? 

If you choose to take part in the project, participation will involve an interview. Your answers 

will be saved as a sound recording and physical notes. 
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The interview includes questions about: 

• Your identity. 

• Your use of digital technology. 

• Strategies you use to stay safe using digital technology. 

• Thoughts or concerns you have about digital safety. 

 

Participation is voluntary  

Participation in the project is voluntary. If you choose to participate, you can withdraw your 

consent at any time without giving a reason. All information about you will then be deleted. 

There will be no negative consequences for you if you choose not to participate or later decide 

to withdraw.  

 

Your personal privacy – how we will store and use your personal data  

We will only use your personal data for the purposes specified in this information letter. We 

will process your personal data confidentially and in accordance with data privacy legislation. 

 

• Only the student writing the thesis will have access to any data collected. 

• Your name and contact details will be replaced with a code in transcribed documents. 

Names and contact details and respective codes will be password protected and stored 

separately from recordings and transcripts.  

• Recordings will be stored on an encrypted hard drive separate from all other data. 

• Recordings will be deleted as soon as a transcript has been made. 

• Transcripts will be stored securely on University of Oslo servers. 

• All participants will be anonymised. General identification categories can be included 

in the final thesis, such as age range of informants, general overview of distribution of 

informants’ ethnic/racial backgrounds, general overview of the distribution of 

sexuality/gender identity of participants, but nothing will be individually identifying. 

Any quotes included in the published thesis will be anonymised and participants will 

not be recognisable.  

 

What will happen to your personal data at the end of the research project?  

The project is currently scheduled to end in December 2021. Personal data will be deleted at 

the end of the project. 

 

Your rights  

So long as you can be identified in the collected data, you have the right to: 

- Access the personal data that is being processed about you  

- Request that your personal data is deleted 

- Request that incorrect personal data about you is corrected/rectified 

- Receive a copy of your personal data, and 
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- Send a complaint to the Data Protection Officer or The Norwegian Data Protection 

Authority regarding the processing of your personal data 

 

What gives us the right to process your personal data?  

We will process your personal data based on your consent.  

 

Based on an agreement with the University of Oslo, NSD – The Norwegian Centre for 

Research Data AS has assessed that the processing of personal data in this project is in 

accordance with data privacy legislation.  

 

Where can I find out more? 

If you have questions about the project, or want to exercise your rights, contact:  

• The University of Oslo via Lara Okafor (lcokafor@uio.no) or Maja Van der Velden 

(majava@ifi.uio.no).  

• Our Data Protection Officer: Roger Markgraf-Bye (personvernombud@uio.no). 

• NSD – The Norwegian Centre for Research Data AS, by email: 

(personverntjenester@nsd.no) or by telephone: +47 55 58 21 17. Reference number 

for the project: 540368. 

 

 

Best regards, 

 

Maja van der Velden     Lara Okafor 

Supervisor                               Student 

 

----------------------------------------------------------------------------------------------------------------- 

 

I have received and understood information about the project “QTIBIPoC and Digital 

Security” and have been given the opportunity to ask questions. I give consent:  

 

 to participate in an interview 

 that sound is recorded during the interview 

 that information about gender/sexuality/ethnicity/race is saved until the project ends 

 
I give consent for my personal data to be processed until the end date of the project, approx. 

Dec 2021. 

 
 

 

----------------------------------------------------------------------------------------------------------------- 

(NAME in upper case letters)                              (Signature)                             (Date) 

 

 


