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Abstract 
The significance of sea ice on acoustic wave propagation in the Arctic Ocean is extensively investigated, 

yet not completely understood. The Arctic sea ice is characterized by ice roughness and ice ridges and 

to properly model this complex geometry is often a challenge for numerical wave propagation tools. 

The open-source spectral element package SPECFEM2D is a powerful tool for wave propagation 

problems in laterally varying domains and can handle coupled fluid-solid domains. In this thesis, 

SPECFEM2D is used to model low-frequency deep-water wave propagation in an ice-covered Arctic 

Ocean. Using the axisymmetric version of the software and a point source at the symmetry axis enables 

simulations with a realistic 3D geometrical spreading at a moderate computational cost. Simulations are 

performed for a 50 Hz source located at 30 m depth in models with an absorbing bottom at 500 m depth 

and a propagation range of 4 km. Different models of laterally varying ice-water interfaces are 

implemented. Ice roughness is modeled with a Gaussian power spectrum with correlation length of 19.1 

m and RMS roughness of 0.6 m. Ice ridges of 4.9 and 7.1 m depth are also introduced. Results are 

compared for a uniform, a linearly increasing and a realistic upwards refracting sound velocity profile 

in the water. The results suggest that a relatively thin ice layer, whether rough or not, with or without 

ridges, only impacts Arctic transmission loss at 50 Hz and 30 m depth to a minor extent over shorter 

ranges. Instead, the sound velocity profile in the water is shown to be the most important parameter 

controlling acoustic transmission loss at 30 m depth. The wave field in the ice layer itself is much weaker 

than in the water but is shown to be more impacted by the presence of lateral ice thickness variations. 
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Chapter 1 

Introduction 

1.1. A brief introduction to underwater acoustics 

In the ocean, acoustic waves have the most efficient propagation of all kinds of radiation (Urick, 1983, 

p. 1) and sound, therefore, has a wide spectrum of applications in underwater environments. Underwater 

acoustics has a long history of use. As early as 1827 sound velocity was measured in Lake Geneva, 

Switzerland, by Colladon and Strum (1827), as the possibly earliest quantitative measurement (Urick, 

1983, pp. 1-6). The interest in underwater acoustics increased during the world wars, and a great number 

of important discoveries and concepts of underwater acoustics originate from that time (Urick, 1983, 

pp. 1-6). Today acoustic wave propagation is used for various purposes. Monitoring whales (Patris et 

al., 2019), studying acoustic waves generated by seismic events (Bottero, 2018), locating underwater 

mines and objects by their scattering properties (Tesei et al., 2002), and measuring temperature changes 

in the Arctic Ocean (Mikhalevsky & Gavrilov, 2001) are some examples. It can also be used to monitor 

long-term changes in the Arctic sea ice cover through the relation between long-range low-frequency 

propagation loss and seasonal changes in ice thickness Gavrilov and Mikhalevsky (2006). 

In Arctic, wave propagation has been of interest since the Cold War, when American and Russian 

nuclear submarines were deployed in the area (Hutt, 2012). The earliest acoustic research in the Arctic 

Ocean was mostly carried out, or sponsored, by military research institutions, and the first research 

papers (e.g., Buck & Greene, 1964; Mellen, 1966; Mellen & Marsh, 1963) were published in the 1960s 

(Hutt, 2012). How even small water temperature changes can greatly impact sound refraction was 

discovered in the years between the two world wars (Urick, 1983, pp. 1-6). This is very relevant in the 

Arctic Ocean, where acoustic wave propagation is characterized by an upwards refracting sound speed 

profile and continuous wave interaction with the rough sea ice cover (Hutt, 2012; Jensen et al., 2011, p. 

27; Mikhalevsky, 2001; Urick, 1983, pp. 169-171). 

Today a wide spectrum of research in underwater acoustics has been conducted in the Arctic Ocean. 

While it is widely known that the upwards refracting velocity profile and the overlaying ice cover both 

influence acoustic wave propagation in the area, the full effect of the ice layer is not fully understood 

(e.g., Jensen et al., 2011). It is therefore a topic for multiple research papers. Collis et al. (2016) and Li 

et al. (2021) studied the influence of an ice layer on shallow-water low-frequency wave propagation, 

and the effect of ice thickness and elasticity on long-range reverberation was studied by Frank and Ivakin 

(2018). LePage and Schmidt (1994) modeled the additional transmission loss induced by ice roughness 

for low-frequency propagation, while ice roughness and its effect on high-frequency long-range 

propagation was studied by Hope et al. (2017). The impact of ice ridges on acoustic propagation has 

been investigated (e.g., Diachok, 1976; Fricke, 1993), as well as their geometry and properties (e.g., 

Davis & Wadhams, 1995; Metzger et al., 2021; Strub-Klein & Sudom, 2012). Ballard (2019) studied 
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the effect of an ice layer on acoustic wave propagation in 3D and considered effects caused by ice ridge 

keels, such as diffraction of sound in shadow zones, horizontal focusing, and defocusing.  

1.2. Sea ice in the Arctic Ocean 

As already mentioned, wave propagation in the Arctic Ocean is strongly influenced by its upwards 

refracting sound velocity profile and repetitive wave interactions with the sea ice (Jensen et al., 2011, p. 

27). The Arctic region is subject to a rapid climate change, and as reported in the third chapter of the 

IPCC Special Report on the ocean and cryosphere in a changing climate, Chapter 3: Polar regions 

(Meredith et al., 2019), the surface air temperature in the Arctic region has, with a probability of 66-

100%, increased more than double of the global average during the last 20 years. This impacts the ice 

cover, both in extent and thickness, and the sea ice extent decreases during all months of the year. As 

the sea ice layer is also thinned out, there is a current change in the age of the Arctic ice, where thick ice 

of at least 5 years of age has decreased up to 90 % since 1979. Most ice situated in the Arctic is now 

younger and thinner ice. Thus, the extent of multi-year ice has decreased in the Arctic basin (Stroeve & 

Notz, 2018), and Lindsay and Schweiger (2015) showed that the annual average mean thickness of the 

ice in the Arctic basin has decreased from 2.12 to 1.41 m between 2000-2012 (Figure 1). 

 

Figure 1. Figure from Lindsay and Schweiger (2015). Figure 1a shows the annual mean thickness in the Arctic 
region during 2000-2012, and Figure 1b shows the mean ice thickness in May, September, and on an annual basis. 
 

The age and thickness of the sea ice are related, as older multi-year ice is thicker than younger ice 

(Maslanik et al., 2007). This also affects the ice ridges in the region (Wadhams & Toberg, 2012). Ice 

ridges result from ice deformation due to winds and ocean currents. Although an ice ridge often is 

formed by both shear and pressure forces, two different ice ridges can be distinguished by their 

respective creational forces (Davis & Wadhams, 1995). A pressure ridge is created by two colliding ice 

sheets, where the younger ice sheet is crushed and forced above and below the older one. The largest 

amount of crushed ice is forced below the older ice sheet, creating a triangular underwater shape with a 

small hill on the upper side. A shear ridge is created by ice sheets moving parallel to each other causing 

an ice debris to develop. However, it is common to refer to all ice ridges as pressure ridges (Davis & 

Wadhams, 1995).  
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The ice characteristics are different for old and young sea ice. Wadhams and Toberg (2012) used data 

collected in 2007 from the Beaufort Sea and Ellesmere Island to distinguish the differences between ice 

ridges in multi-year ice and first-year ice. They observed that ice ridges in multi-year ice were deeper 

and had less steep sides (mean slope angle 25.2°), while ice ridges in first-year ice were found to be 

shallower and steeper (mean slope angle of 27.5°). The features of the ice ridges were also observed to 

be different, and first-year ice ridges were found to consist of many smaller blocks of ice, a triangular 

cross-section, and a constant profile alongside the ridge. Multi-year ridges were instead found to often 

have a more irregular shape alongside the ridge, as it had been broken up into larger detached blocks of 

smooth, solid ice. Wadhams and Toberg (2012) could also observe more ice ridges in multi-year ice 

than in first-year ice. A reduction of multi-year ice in the Arctic Ocean will therefore affect both the 

number and characteristics of the ice ridges in the area. By analyzing over 64000 pressure ridge profiles, 

Metzger et al. (2021) could present a new concave cross-section profile for an average pressure ridge. 

This new profile will be used to implement ice ridges in the thesis.  

1.3. Acoustic wave propagation in the Arctic Ocean 

The Arctic water masses consist of a cold upper layer with low salinity, a cold intermediate layer with 

increasing salinity, and a warmer, saline layer of Atlantic water, above the Arctic deep water (Metzner 

et al., 2020; Nummelin et al., 2016). The sound velocity profile is a function of temperature, salinity, 

and pressure. This creates a vertical profile with a steep velocity gradient in the upper water layer where 

the sound velocity increases as both the salinity and temperature increases with depth. At greater depths, 

the sound velocity instead increases by increasing pressure, and the velocity gradient become less steep 

(Jensen et al., 2011, pp. 3, 27). This characteristic upwards refracting sound speed profile creates a very 

efficient acoustic propagation channel, enabling efficient long-range acoustic propagation in the Arctic, 

as seen in Figure 2. One important feature of this channel of effective sound propagation is that it works 

as a bandpass filter, where higher frequencies are rapidly attenuated at the rough sea ice interface, and 

mainly lower frequencies are caught in the sound channel (Hutt, 2012; Urick, 1983, pp. 169-171). 

Attenuation rapidly increases for frequencies above 30 Hz, and approximately 15-30 Hz is the range of 

most efficient wave propagation in the Arctic Ocean (Urick, 1983, pp. 169-171). However, those values 

originate from older findings, and as the climate in the Arctic Ocean has changed significantly during 

the last decades (Meredith et al., 2019), wave propagation has also changed. Long-range wave 

propagation is still only possible for low frequencies, but the decreased extent of multi-year ice and its 

deeper ice ridges allows higher frequencies to propagate greater distances than before (Worcester & 

Ballard, 2020). 

As the acoustic waves continuously interact with the sea ice, the characteristics of the ice layer influence 

acoustic wave propagation (e.g., Fricke, 1993; LePage & Schmidt, 1994), and the scattering loss by the 

rough sea interface strongly affects the long-range transmission loss in the Arctic Ocean (Gavrilov & 

Mikhalevsky, 2006; Yang, 1989). Long-range low-frequency propagation is impacted by seasonal 

variations in the Arctic sea ice cover, such as changes in ice roughness and ice thickness (Gavrilov & 

Mikhalevsky, 2006). Hope et al. (2017) found that the primary cause for acoustic propagation loss at 

high frequencies was the roughness of the ice cover, and increased loss for all incidence angles was 
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observed when a rough and smooth ice layer was compared. Also, ice parameters such as porosity, brine 

content, and the ability of the ice layer to withstand stress and strain influence acoustic wave propagation 

(Worcester & Ballard, 2020). 

 

Figure 2. Modified figure from Mikhalevsky (2001), showing a ray trace for a source at 100 m depth.  The 
temperature and salinity profiles used to calculate the sound speed profile in the figure were measured in the 
eastern Arctic Ocean in 1994. Waves of lower grazing angles are efficiently trapped in a channel below the sea 
ice.  

1.4. Numerical methods for acoustic wave propagation  

In this thesis, acoustic wave propagation in the Arctic Ocean is numerically modeled in a coupled fluid-

solid domain with the open-source package SPECFEM2D (Tromp et al., 2008), available at the 

Computational Infrastructure for Geodynamics website (https://geodynamics.org). SPECFEM2D is a 

spectral element method implemented in Fortran2003 software for wave propagation simulations, full 

waveform imaging, and adjoint tomography. The package is comprehensive and efficient in elastic, 

acoustic, viscoelastic, and poroelastic domains, with the linearized Euler approximation for acoustic 

domains (Centre national de la recherche scientifique & Princeton University, 2021). Dimitri 

Komatitsch and Jean-Pierre Vilotte at Institute de Physique du Globe (IPGP) in Paris, France, first 

developed SPECFEM2D during 1995-1997, after attending a lecture highlighting the benefits of the 

Legendre spectral element methods, given by Professor Yvon Maday from Centre national de la 

recherche scientifique (CNRS) and the University of Paris. Dimitri Komatitsch then continued to 

develop the package during 1998-2005, at Harvard University, USA, Caltech, USA, and CNRS and the 

University of Pau, France. It has thereafter been developed further by a whole team of contributors 

(Centre national de la recherche scientifique & Princeton University, 2021).  
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Different numerical methods have been used to model acoustic wave propagation in the Arctic Ocean 

over the years. Fricke (1993) used a 2D finite difference method to model long-range low-frequency 

(10-100 Hz) wave propagation to investigate ice scattering loss from ice ridges. Collis et al. (2016) 

presented a range-dependent parabolic solution for modeling acoustic wave propagation in an ice-

covered ocean. Parabolic equation approximations are often used in underwater acoustic wave 

propagation applications. Compared to other numerical methods, they are simple and fast for range-

dependent problems (Xu et al., 2016), and can efficiently handle changing material properties along the 

propagation directions. However, two criteria must be fulfilled before implementing the parabolic 

equation. First, waves propagating at small horizontal angles must be the most important feature for 

long-range acoustic propagation, and second, the backscattered energy must be considered small enough 

compared to the forward scattered energy to be neglected (Thomson & Brooke, 2008). In addition, many 

parabolic equation methods are not able to handle elastic materials such as ice (e.g., Collins, 1993).  

The finite difference method has the challenge that the free surface is not implicitly solved (Igel, 2016b). 

Simon et al. (2018) instead used the finite element method to model acoustic wave propagation and 

reverberation in ice-covered water. The free surface condition is implicitly solved in the finite element 

method and the method is very well adapted to complex geometries. The equations are solved within 

the domain elements, which facilitates the calculations to be performed in matrix systems. However, a 

large set of linear equations must be solved (Igel, 2016a). Another method widely used for a variety of 

wave propagation problems is the spectral element method. Nowadays, it is one of the most common 

numerical methods for wave propagation in seismic settings (Igel, 2016b) and it is very efficient in both 

fluid and solid regions  (Bottero, 2018; e.g. Komatitsch et al., 2000; Komatitsch et al., 2002).  

The spectral element method was initially introduced in fluid dynamics in the mid-late 1980s (Maday 

& Patera, 1989; Patera, 1984) and was first implemented for elastic wave propagation problems in the 

mid-1990s (Faccioli et al., 1996; Priolo et al., 1994; Seriani & Priolo, 1994). The great benefit of the 

spectral element method, namely a diagonal mass matrix, was first introduced by Komatitsch and Vilotte 

(1998). They implemented the specific choice of Lagrange polynomials as the local basis functions and 

Gauss-Lobatto-Legendre points as both interpolation and integration points. The great benefit of the 

diagonal mass matrix is that it enables explicit extrapolation of the scheme, without having to solve a 

large set of linear equations. This leads to a decreased computational cost, and it becomes very suitable 

for parallel implementation (Igel, 2016b; Komatitsch & Vilotte, 1998). 

The spectral element method has several strengths and utilizes benefits from several of the other 

numerical methods. A finite difference scheme is used when advancing in time, and alike the finite 

element method, the free-surface condition is implicitly solved. As the finite element method, it allows 

unstructured tetrahedral and hexahedral grids, and thus, is very efficient for modeling of complex 

geometries. Another great benefit of the spectral elements method, inherited by the pseudo-spectral 

method, are the spectral convergence properties where the convergence rate of the approximation 

towards the exact solution has an exponential form. This asset is used on a local level, approximating 

the wave equation by interpolation of the Lagrangian basis functions within each element (Igel, 2016b).  

The complex geometry of Arctic sea ice is highly variable along the propagation direction, and is 

distinguished by complicated dynamics, such as ice roughness and ice ridges (e.g. Jensen et al., 2011, 

p. 307). Implementing a realistic, rough sea ice layer can be challenging for many numerical tools, where 
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e.g. the wavenumber integration package OASES (Schmidt & Jensen, 1985) uses a statistical method 

requiring the RMS variations to be small compared to the wavelength and therefore cannot fully 

approximate the ice roughness (Hope et al., 2017). The open-source package SPECFEM2D (Tromp et 

al., 2008) uses the spectral element method, and is very well adapted to solve the weak formulation of 

the wave equation in a fluid-solid domain (Chaljub et al., 2003; Chaljub et al., 2007). The 2.5D 

axisymmetric version of SPECFEM2D, developed by Bottero (2018) for his PhD-thesis, was shown to 

be very efficient in fluid-solid domains. Regular 2D Cartesian simulations model waves generated by 

line sources perpendicular to the 2D plane. These non-physical out-of-plane sources artificially changes 

both physical properties and amplitudes in the simulation, which might cause errors in the interpretation. 

Those effects can be avoided by using a 2.5D model instead, which allows for geometrical spreading 

and a point source in a cylindrical system by locating the source on the symmetry axis and rotating a 2D 

domain around it. Thus, an axisymmetric 2.5D simulation with 3D geometrical spreading can be 

obtained at a moderate computational cost (Bottero, 2018).  

1.5. Objectives 

The main objective of this thesis is to implement an ice layer above a water layer in the axisymmetric 

2.5D version of SPECFEM2D to model acoustic wave propagation in a coupled solid-fluid domain, 

imitating the deep ice-covered Arctic Ocean. Although the 2.5D version of SPECFEM2D has been 

proven to be very efficient for wave propagation modeling in fluid-solid domains, an ice layer has never 

been modeled on top of a water layer with this numerical tool. The benefit of a point source and 3D 

geometrical spreading at a moderate cost make SPECFEM2D very attractive for underwater acoustic 

wave propagation. The aim is to investigate if SPECFEM2D could be a suitable numerical tool for such 

simulations in the hope of finding out if it can be an asset for further studies on acoustic wave 

propagation in the Arctic Ocean.  

To do this, two subsidiary objectives are specified. Collis et al. (2016) present predicted transmission 

loss curves for their elastic parabolic solution, using three different models with a 50 Hz source and a 

receiver at 30 m depth. The first subsidiary objective is to set up three models comparable to those used 

in Collis et al. (2016) and to compare the influence of  sea ice on acoustic wave propagations between 

the models obtained in this thesis and the models presented in Collis et al. (2016). 

The next subsidiary objective is to introduce more complex sea ice interfaces by implementing ice 

roughness and ice ridges in the models. The purpose is both to find out how wave propagation domains 

with more complex ice layers are modeled in SPECFEM2D and to study the effect of ice ridges and ice 

roughness on acoustic wave propagation.   

1.6. Structure of the thesis 

This first introductory chapter has provided an insight into the characteristics of acoustic wave 

propagation in the Arctic Ocean and introduced some numerical methods commonly used for 

underwater wave propagation problems, with emphasis on the spectral element method. The motivation 
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and objective of this thesis have also been described. Chapter 2 presents the theoretical mathematical 

background for the spectral element method in a coupled solid-fluid domain, and Chapter 3 describes 

the model setup and introduces model parameters. Both sound velocity profiles and ice models are 

presented. Chapter 4 gives a description of how the model is implemented into SPECFEM2D and 

describes the validation of the model against the seismo-acoustic propagation model OASES and an 

exact solution. The results achieved by the simulations in the study are presented in Chapter 5 and 

discussed and compared in Chapter 6. Uncertainties and valuable experiences are also addressed in 

Chapter 6, together with suggestions for further work. A conclusion of the work is given in Chapter 7. 
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Chapter 2 

Theoretical background 

2.1. The wave equation 

This section is based on the work of  Chaljub et al. (2007), for the seismic wave equation in a regional 

setting. In a regional setting the considered scale is so small that the Earth’s rotation and gravity can be 

neglected. This section will present one formulation of the wave equation for solid regions and one 

potential formulation for fluid regions in the domain.  

2.1.1. Solid region 

To start with, the elastic wave equation for a solid medium in a regional setting may be expressed as: 

𝜌�̈� = 𝛻 ⋅ 𝑻(𝒖) + 𝒇 (1) 

where 𝑻(𝒖) is the Lagrangian incremental stress tensor, 𝒖 the Lagrangian perturbation of displacement, 

𝜌 the density, 𝒇 the source and the two dots denote time differentiation twice. Stress and strain can be 

related by Hooke’s Law, which relates the stress tensor 𝑻 (𝒖) to infinitesimal strain 𝜺(𝒖) by: 

𝑻 (𝒖) = 𝑐 𝜺 (𝒖) (2) 

𝜺(𝒖) =
1

2
( 𝛻𝒖 + 𝛻 𝒖) 

(3) 

where the elastic tensor is denoted 𝑐 . Inserting Equation (2) and (3) into Equation (1), leads to the 

full expression of the elastic wave equation in a regional setting: 

𝜌�̈� = 𝛻 ⋅ 𝑐  
1

2
(𝛻𝒖 + 𝛻 𝒖)   + 𝒇 

(4) 

2.1.2. Fluid region 

If Equation (4) is used for wave propagation in both solid and fluid regions, problems will arise as the 

wave equation gets too many degrees of freedom in the fluid region, where shear wave velocity is zero. 

This will cause artificial oscillations to emerge and grow without control in the simulation. Therefore, a 

potential formulation is defined within the fluid regions instead.  

In the fluid region the stress tensor takes the form: 
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𝑻(𝒖) = −𝛿𝑝𝑰 = 𝜌𝑐 (𝛻 ⋅ 𝒖𝑰) (5) 

where 𝑐 denotes the compressional wave speed, 𝛿𝑝 the Lagrangian pressure perturbation, and 𝑰 the 

identity matrix. The source term is initially ignored. Putting Equation (5) into Equation (1) leads to an 

expression for the acoustic wave equation in a regional setting (Chaljub et al., 2007): 

𝜌�̈� = 𝛻(𝜌𝑐 𝛻 ⋅ 𝒖 ) (6) 

The displacement field of the acoustic wave equation in Equation (6) can be expressed in terms of a 

scalar potential 𝜒 as: 

𝒖 =
1

𝜌
𝛻(𝜒) 

(7) 

For a density not varying with time, a double differentiation in time leads to: 

�̈� =
1

𝜌
𝛻(�̈�) 

(8) 

By replacing �̈� on the left side of the acoustic wave equation in Equation (6) with the expression obtained 

in Equation (8), and expressing 𝒖 on the right side of Equation (6) with the scalar potential in Equation 

(7) an expression of the acoustic wave equation in terms of scalar potential is obtained: 

�̈� = 𝜌𝑐 𝛻 ⋅
𝛻(𝜒)

𝜌
 

(9) 

The choice of potential in Equation (7) and the equation for the stress tensor in Equation (5), results in 

an expression for the pressure as 𝑑𝑃 = −�̈�. Lastly, a point source located at 𝒙  is added to Equation (9), 

and the final expression for the wave equation, for a fluid with density either constant or slowly varying 

in space,  in the acoustic domain becomes (e.g. Bottero, 2018): 

�̈� = 𝜌𝑐 𝛻 ⋅
𝛻(𝜒)

𝜌
+ 𝑓(𝑡)𝛿𝒙  

(10) 

2.1.3. Initial and boundary conditions 

To solve Equations (4) and (10), initial and boundary conditions must also be specified. The initial 

condition states that the medium is at rest at time zero, by 𝒖 =  �̇� = 0 and 𝜒 = �̇� = 0 for the solid and 

fluid region, respectively. The external boundaries of the domain are the free surface and the absorbing 

boundaries. As the traction is zero at the free surface, the stress vanishes at this point and thus, the free 

surface is enforced. Hooke’s law must be adapted at the absorbing boundaries as all energy is absorbed 

at this point (Chaljub et al., 2007). The absorbing boundary conditions on the external boundaries of the 
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model are modeled by perfectly matched layers, further described in Chapter 2.5. Perfectly matched 

layers.  

In addition to the regular external boundary conditions, the internal boundary conditions must also be 

considered at the interface between the solid and fluid region 𝛺 , to provide a relation between the 

waves traveling in the elastic and the acoustic parts of the domain. The internal boundary conditions 

states that tangential slip must be allowed at the fluid-solid interface, and that only the normal 

component of the displacement and stress will be continuous across the boundary. Accordingly, the 

kinematic condition for continuity of normal displacement should be used at the fluid-solid interface 

(Assi & Cobbold, 2016; Chaljub et al., 2007), expressed with Equation (8) for the displacement in the 

fluid domain (Chaljub et al., 2007): 

𝒖 ⋅ 𝒏| =  
1

𝜌
𝛻(𝜒) ⋅ 𝒏 |  

(11) 

The normal vector 𝒏 is here defined to be positive in the same direction as the axis. Another internal 

boundary condition that must be taken into account is the traction at the fluid-solid interface, where the 

normal stress must be continuous across the interface (Chaljub et al., 2007): 

𝑻(𝒖) ⋅ 𝒏 | =  �̈�𝒏 =  −𝑑𝑃 (12) 

2.2. The weak form of the wave equation 

This chapter addresses the weak form of the wave equation in the solid and fluid region, and is also 

based on the work by Chaljub et al. (2007). The weak form of the wave equation is presented for the 

fluid and solid region. 

2.2.1. Solid region 

The weak form of the elastic wave equation in Equation (1) is obtained by multiplying with an arbitrary 

spatial-dependent test function 𝒗 and integrating over the domain. The weak form of the wave equation 

in a solid region, 𝑉 , becomes (Chaljub et al., 2007; Igel, 2016b): 

𝜌�̈� ⋅ 𝒗  𝑑𝑉 = 𝛻 ⋅ 𝑻(𝒖) ⋅ 𝒗 𝑑𝑉 + 𝒇 ⋅ 𝒗 𝑑𝑉 
(13) 

Following the procedure in Chaljub et al. (2007), the divergence of the stress tensor integrated by parts 

leads to the following expression: 

𝛻 ⋅ 𝑻(𝒖) ⋅ 𝒗  𝑑𝑉 =  − 𝑻(𝒖) ⋅ 𝛻𝒗  𝑑𝑉 +  𝑻(𝒖) ⋅ 𝒏 ⋅ 𝒗  𝑑𝑆 
(14) 



11 

 

Here 𝛺  includes all interfaces; the free surface 𝛺 , the fluid-solid interface 𝛺  and the absorbing 

boundaries 𝛺 : 

𝑻(𝒖) ⋅ 𝒏 ⋅ 𝒗  𝑑𝑆 = 𝑻(𝒖) ⋅ 𝒏 ⋅ 𝒗  𝑑𝑆 𝑻(𝒖) ⋅ 𝒏 ⋅ 𝒗  𝑑𝑆                            

+ 𝑻(𝒖) ⋅ 𝒏 ⋅ 𝒗   𝑑𝑆                         

(15) 

The integral on the absorbing boundaries and the free surface equal zero, and Equation (15) will be 

reduced to: 

𝑻(𝒖) ⋅ 𝒏 ⋅ 𝒗  𝑑𝑆 =  𝑻(𝒖) ⋅ 𝒏 ⋅ 𝒗 𝑑𝑆 = �̈�𝒏 ⋅ 𝒗 𝑑𝑆  
(16) 

The right-hand side of Equation (16) is obtained by using the boundary condition for traction in Equation 

(12), which states that the normal stress must be continuous over the fluid-solid interface. 

Thus, when solving the wave equation in the solid region the potential of the displacement in the fluid 

region is used to express the boundary conditions at the solid-fluid interface, and the wave equation to 

be solved in the solid region becomes: 

𝜌�̈� ⋅ 𝒗  𝑑𝑉 = − 𝑻(𝒖) ⋅ 𝛻𝒗  𝑑𝑉 +  �̈�𝒏 ⋅ 𝒗 𝑑𝑆 + 𝒇 ⋅ 𝒗 𝑑𝑉 
(17) 

2.2.2. Fluid region 

To obtain an expression for the weak form of the wave equation expressed by potentials in the fluid 

regions, the procedure in Chaljub et al. (2007) will be followed as well. Thus, the weak form of the 

acoustic wave equation (Equation (9)) is obtained by taking the integral over the fluid region, 𝑉 , and 

multiplying it with an arbitrary potential 𝑤 on both sides:  

1

𝜌𝑐
�̈�𝑤 d𝑉 = 𝛻 ⋅

𝛻(𝜒)

𝜌
𝑤 d𝑉 

(18) 

The stress tensor is integrated by parts and becomes: 

𝛻 ⋅
𝛻(𝜒)

𝜌
𝑤 d𝑉 =  − 

𝛻(𝜒)

𝜌
⋅ 𝛻𝑤 d𝑉 +

𝛻(𝜒)

𝜌
⋅ 𝒏 𝑤 d𝑉 

(19) 

As in the solid region, the interfaces 𝛺  includes all interfaces; the free-surface 𝛺 , the fluid-solid 

interface 𝛺  and the absorbing boundaries 𝛺 : 
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𝛻(𝜒)

𝜌
⋅ 𝒏 𝑤  𝑑𝑆 =

𝛻(𝜒)

𝜌
⋅ 𝒏 𝑤  𝑑𝑆 

𝛻(𝜒)

𝜌
⋅ 𝒏 𝑤  𝑑𝑆        

          + 
𝛻(𝜒)

𝜌
⋅ 𝒏 𝑤   𝑑𝑆               

(20) 

As the stress vanishes at the free-surface and the integral of the absorbing boundaries equals zero, 

Equation (9) becomes: 

         
1

𝜌𝑐
�̈�𝑤 d𝑉  =

𝛻(𝜒)

𝜌
⋅ 𝒏 𝑤 d𝑆 −

𝛻(𝜒)

𝜌
⋅ 𝛻𝑤 d𝑉 

(21) 

The internal kinematic boundary condition for continuity of normal displacement across the fluid-solid 

interface, Equation (11), is applied to take the solid-fluid interfaces into consideration in the fluid region. 

Equation (18) becomes:  

         
1

𝜌𝑐
�̈�𝑤 d𝑉  = (𝒖) ⋅ 𝒏 𝑤 d𝑆 −

𝛻(𝜒)

𝜌
⋅ 𝛻𝑤 d𝑉 

(22) 

Adding the source, the weak form of the acoustic wave equation becomes (e.g. Bottero, 2018): 

         
1

𝜌𝑐
�̈�𝑤 d𝑉  = (𝒖) ⋅ 𝒏𝑤 d𝑆 −

𝛻(𝜒)

𝜌
⋅ 𝛻𝑤 d𝑉 +

1

𝜌𝑐
𝑓(𝑡)𝑤(𝒙 ) 

(23) 

In this way, the fluid and solid regions are coupled by using one of the two internal boundary conditions 

in each domain. The wave equation in the solid region is solved by using the boundary condition for 

traction, Equation (12), enforcing a continuous normal stress across the fluid-solid interface. In the fluid 

region, the kinematic boundary condition for a continuity of normal displacement across the fluid-solid 

interface, Equation (11), is used. 

2.3. Spectral elements approximation 

The spectral element method is a powerful and commonly used tool to model wave propagation 

formulated in its weak form, as presented in the previous sections. The model domain is divided into 

elements, where a set of Lagrange polynomials as basis functions are defined with the purpose of 

function interpolation to approximate the unknown functions 𝒖 and 𝜒. The collocation points are set to 

be Gauss-Lobatto-Legrende points for both the interpolation and integration scheme, leading to the 

benefit of a diagonal mass matrix invertible without having to solve a large set of linear equations. In 
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this section, the procedure for the spectral elements approximation is explained by mainly following the 

method in Chaljub et al. (2007), where a more extensive explanation can be found. 

2.3.1. Defining the mesh 

First, the whole domain 𝑉 is divided into a mesh of a chosen number of elements 𝑉 . The elements are 

not necessarily simple cubes or tetrahedra but can have different shapes so that they can be adapted to 

the geometry of the studied structure and its interfaces. Figure 3 shows an example of a mesh created in 

SPECFEM2D.  

 

Figure 3. Figure from the SPECFEM2D User Manual Version 7.0 (Centre national de la recherche scientifique 
& Princeton University, 2021), showing an example of a mesh created by the internal mesher in SPECFEM2D. 

 

Dividing the domain into a chosen number of elements ease the calculations of the integrals as the global 

coordinates are mapped into a reference interval [−1,1] where the calculations are performed for each 

element. The meshing is done so that the elements 𝑉  in the mesh can be invertible mapped from the 

global domain into a squared reference interval, 𝛬 = [−1,1]: 

𝑉 = 𝑭 (𝛬) (24) 

Here the mapping 𝑭  is controlled by a collection of control nodes 𝑛 , which are defining a shape 

function 𝑁  for the mapping. The shape functions are normally linear or quadratic, making the maximum 

number of control nodes to be 9 in a 2D simulation. The mapping can be expressed as (Chaljub et al., 

2007): 

𝒙 =  𝑭 (𝜻) 1 ≈ 𝑁 (𝜻)𝒙  
(25) 

Here 𝒙  is the global vector on each element 𝑉 ,and 𝜻 is the local vector on the reference interval 𝛬, so 

that the global vector 𝒙  for each control node 𝜻  can be mapped into the reference interval as 𝒙 =

𝑭 (𝜻 ). The control nodes 𝜻  are defined as 𝑁 (𝜻 ) = 𝛿 . A visualization of the mapping is shown in 

Figure 4. 
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Figure 4. Figure from Chaljub et al. (2007), showing an example of the mapping in a 2D domain with 9 control 
nodes. The control nodes 𝜻 are the local vector in the element and 𝒙 the global vector in the domain.  
 

As explained in Chaljub et al. (2007), it is important to take the shape and topography of the domain 

into consideration when constructing the mesh of the domain. Interfaces or other sharp variations must 

be placed at the element boundaries, as smooth functions are used for approximation within the 

elements, and consequently sharp variations can only exist at element boundaries. Another aspect that 

is important to take into consideration is the element size. The element size must be adapted to the shape 

of the domain so that interfaces in the domain can be approximated in a decent manner. The mesh should 

also be designed so that the wavelengths are modeled approximately evenly within the domain. It is 

wise to avoid oversampling of the wavelengths as this will require an unnecessary amount of both 

calculation time and memory. Also, the time-step in the simulation is based on the Courant-Friedrichs-

Lewy stability criterion (Section ‘2.3.5. Courant-Friedrichs-Lewy stability criterion’). The choice of 

element size will affect the distance used to determine an appropriate time step for the simulation, which 

must be kept in mind when creating the mesh. 

2.3.2. Lagrange polynomials and Gauss-Lobatto-Legendre points 

The displacement and potential in Equation (23) and Equation(17) are approximated in each element of 

the domain by a basis of Lagrange polynomials. The Lagrange polynomial of degree 𝑁 is written as 

(Igel, 2016b; Langtangen & Mardal, 2019) . 

𝑙 =
𝜉 −  𝜉

𝜉 − 𝜉
,  

 
(26) 

A great benefit of the Lagrange polynomials is that 𝑙  is equal to 1 at 𝜉 , and zero at the other  𝜉  

collocation points on the reference interval 𝛬 = [−1,1] for a polynomial of degree 𝑁 (Chaljub et al., 

2007; Igel, 2016b): 

                            𝑙 𝜉 = 𝛿 ,                      ∀(𝑖, 𝑗) =  {0, … , 𝑁}  (27) 
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Here 𝛿 ,  is the Kronecker delta. For the spectral element method, the collocation points are chosen as a 

set of 𝑁 + 1 Gauss-Lobatto-Legendre (GLL) points. The GLL points have the benefit of including the 

outer boundaries of the reference interval, which is beneficial for the calculations of continuity 

conditions between elements (Chaljub et al., 2007). The distance between the GLL points is non-

uniform, but the distribution of points is denser towards the boundaries for higher orders of polynomials. 

The higher the order is, the smaller the distance between the points becomes (Igel, 2016b). The non-

uniform distribution is designed such that the polynomial does not exceed 1 on the whole reference 

interval 𝛬 = [−1,1]. Sets of GLL points for different order of 𝑁 are shown in Figure 5, where the 𝑁 + 1 

GLL points for 𝑁 = 4 are colored red. 

 

Thus, 𝑁 + 1 Lagrange polynomials of order 𝑁 will be exactly interpolated on the 𝑁 + 1 GLL 

collocation points in the reference interval. Figure 6 shows the 5 Lagrange polynomials for order 𝑁 = 4 

on the reference interval.  

 

In 2D, a set of GLL collocation points is defined to combine the Lagrange interpolants in both directions 

(Figure 7). A set of GLL points is defined as 𝜻  =  𝜉 , 𝜉 , where the corresponding Lagrange 

interpolants are 𝑙 , (𝜻) = 𝑙 (𝜉)𝑙 (𝜂). Here, the local vector on the reference square is 𝜻 = (𝜉, 𝜂). 

Each element 𝑒 has a set of collocation points defined as 𝒙 ,
, = 𝑭 (𝜻 , ). For a discrete displacement 

vector 𝑢 and 𝒙 = 𝑭 (𝜻) the interpolation formula can be presented as (Chaljub et al., 2007): 

Figure 5.  GLL points for different 
polynomial orders shown on a 
reference interval 𝛬 = [−1,1]. 
The 𝑁 + 1 GLL points for 
polynomial order 𝑁 = 4  are 
colored red. Modified figure from 
Igel (2016b). 

 

Figure 6. 𝑁 + 1 Lagrange 
polynomials for degree 𝑁 = 4 
shown on the reference interval 
𝛬 = [−1,1]. Note that the 
polynomial never exceeds 1 and 
that it equals zero on all 
collocation points but one of the 5 
GLL points. Figure from Chaljub 
et al. (2007).  
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𝑢 (𝒙) = 𝑢 (𝜻) =  𝑢 𝜻 𝑙 , (𝜻) =  𝑢 𝒙 , 𝑙 , (𝜻)  
(28) 

where (𝑖, 𝑗) are the local indices of the collocation points within each element. The Lagrange basis 

functions are only defined on the reference interval within each element and the approximation of the 

weak form of the wave equation within each element can be obtained by summing up all the basis 

functions and suitable coefficients within each element (Igel, 2016b). 

 

The total number of local points within the domain is 𝑁 = 𝐸 × (𝑁 + 1) for 𝐸 number of elements. The 

local points on the edges or corners of the elements will belong to more than one element and must only 

be counted once when counting the total number of global points 𝑁  in the domain. For a grid point 

within element 𝑒 with local indices (𝑖, 𝑗), the global index of the grid point will be denoted 𝑛(𝑒, 𝑖, 𝑗), for 

𝑛 ∈ [1, 𝑁 ]. For grid points located within the element, the shape functions will be defined as 𝜙 (𝒙) =

𝑙 , (𝜻) on 𝑉 . For grid points which belongs to more than one element, so that the grid point also belongs 

to element 𝑒′ and has a global index 𝑛(𝑒 , 𝑖 , 𝑗 ) = 𝑛(𝑒, 𝑖, 𝑗), the shape functions must be extrapolated 

into the other element as 𝜙 (𝒙) = 𝑙 , (𝜻) on 𝑉  (Chaljub et al., 2007).  

This makes it possible to define both a local and a global vector, 𝑼  and 𝑼  with dimensions 𝑑 × 𝑁  

and 𝑑 × 𝑁  respectively, which both holds the values of the displacement at the collocation points. The 

local and global vector are related through the Boolean connectivity matrix 𝑸 as 𝑼 = 𝑸𝑼 . By taking 

the transpose of 𝑸, the values of the displacement in the local vector can be assembled into the global 

vector (Chaljub et al., 2007). When assembling the contributions, the values of the shared grid points 

must be summed up, so that only one value belongs to each grid point (Igel, 2016b). 

Figure 7. The GLL points in a local reference 
interval in a 2D domain for order 𝑁 = 4. 
Modified figure from Chaljub et al. (2007).  
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2.3.3. Numerical integration 

The weak form of the wave equation, Equation (17) and (23) which features integrals, are numerically 

calculated and weighted at the GLL collocation points. The weighting is done with the integrals of the 

Lagrange interpolants at the GLL collocation points (Chaljub et al., 2007; Igel, 2016b). 

The integral of any function 𝑓, defined on the squared 2D reference interval, can be approximated by 

the quadrature formula (Chaljub et al., 2007): 

𝑓(𝜻) 𝒅𝜻
∧

= 𝜔 𝜔 𝑓(𝜉 ) 
(29) 

where the weights are 𝜔 = ∫ 𝑙 𝑑𝜉. As previously mentioned, the choice of GLL points as collocation 

points for both interpolation of the Lagrange polynomials (2.3.2. Lagrange polynomials and Gauss-

Lobatto-Legendre points) and integration is an important feature of the spectral element method. This 

specific choice results in a diagonal mass matrix (Equation (32), and it is not necessary to deal with 

many linear equations to extrapolate the scheme explicitly (Chaljub et al., 2007; Igel, 2016b). Using the 

left-hand side of Equation (17) as an example of the required integration, the displacement �̈� can be 

expressed on the polynomial basis functions 𝜙  as (Igel, 2016b): 

�̈�(𝒙, 𝑡) =  �̈� (𝑡)𝜙 (𝒙) 
(30) 

The spectral elements method uses the Galerkin principle, and the arbitrary test functions 𝒗 are 

expressed by the same polynomials that are used to approximate the field, i.e. Lagrange polynomials 

(Igel, 2016b): 

𝒗(𝒙) = 𝜙 (𝒙) (31) 

Using Equation (30) and (31) to express the integral in the left-hand side of Equation (17) leads to: 

𝜌(𝒙) 𝒖(𝒙, 𝑡)̈ ⋅ 𝒗  𝑑𝑉 = 𝜌(𝒙) 𝜙 (𝒙)𝜙 (𝒙)𝑑𝑉 �̈� (𝑡) 

(32) 

Here, the integral term on the right-hand side is the mass matrix 𝑀 , which is the scalar matrix of the 

polynomial basis and test functions. Those polynomial shape functions are defined as 𝜙 (𝒙) = 𝑙 , (𝜻) 

and 𝜙 (𝒙) = 𝑙 , (𝜻), for the grid points of global indices 𝑛 = 𝑛(𝑒, 𝑖, 𝑗) and 𝑛 = 𝑛(𝑒 , 𝑖 , 𝑗 ) in 

element 𝑒 and 𝑒 , respectively. Using the shape functions, the mass matrix can be expressed on the local 

reference interval (Chaljub et al., 2007): 

𝑀 = 𝜌(𝜻)𝑙 , (𝜻)𝑙 , (𝜻) 𝐽 (𝜻) 𝒅𝜻 
(33) 
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where 𝐽  is the Jacobi determinant from the invertible mapping. By using the quadrature formula in 

Equation (25), Equation (33) can be rewritten to: 

𝑀 = 𝜌(𝜉 )𝛿 𝛿 𝜔 𝜔 𝐽 (𝜉 )  
(34) 

Because the Lagrange interpolants, as described above, satisfies 𝑙 𝜉 = 𝛿 , , the mass matrix will 

only have a value where 𝑛 = 𝑛  and be zero elsewhere, and thus, the mass matrix becomes diagonal. 

The same procedure must be followed for the rest of the terms in Equation (17) and in Equation (23). 

Thereafter, the spectral element problem can be set up as a matrix system of differential equations 

(Chaljub et al., 2003; Chaljub et al., 2007). In the solid region this can be expressed as: 

𝑴 �̈�(𝑡) = −𝑲 𝒖(𝑡) +  𝑪 �̈�(𝑡) + 𝑭 (𝑡) (35) 

where 𝑴  is the mass matrix, 𝑲  the stiffness matrix, 𝑭  the external source and 𝑪  the coupling 

matrix of the solid-fluid boundary on the solid side. 𝒖 and 𝝌 are global vectors for displacement in the 

solid region and potential in the fluid region, respectively. The dots denote time differentiation.  

In the fluid region, the matrix system can be expressed as: 

𝑴 �̈�(𝑡) = −𝑲 𝝌(𝑡) + 𝑪 𝒖(𝑡) +  𝑭 (𝑡)  (36) 

Here are 𝑴 , 𝑲  and 𝑭  the same as above but for the fluid region, and 𝑪  is the coupling for the 

fluid-solid boundary on the fluid side (Chaljub et al., 2007). 

Equation (35) and (36) uses the scalar potential for displacement 𝜒, defined in Equation (7). The scalar 

potential for velocity can be defined as 𝜙 = �̇�, so that we have �̇� = �̈�. Time differentiation of Equation 

(36) and using the scalar potential for velocity gives: 

𝑴 �̈�(𝑡) = 𝑪 �̇�(𝑡) − 𝑲 𝝓(𝑡) +  𝑭 (𝑡)  (37) 

Adapting Equation (35) to the new variable leads to: 

𝑴 �̈�(𝑡) = 𝑪 �̇�(𝑡) −  𝑲 𝒖(𝑡) + 𝑭 (𝑡)  (38) 

2.3.4. The Newmark method 

The meshing and use of Lagrange polynomials only affect the space representation of the functions, not 

their time-dependence. The Newmark time-stepping method will be used for the numerical integration 

of Equation (37) and Equation (38) in time. As the matrix system in both the fluid and solid parts have 

a similar structure in terms of time derivation, a global vector 𝒒 = (𝒖, 𝝓) can be defined. The Newmark 

time-stepping scheme progresses in time by a mapping system, where a vector 𝒒 is mapped for time 

𝑡 = 𝑛𝛥𝑡 as (𝒒 , �̇� ) → (𝒒 , �̇� ) (Chaljub et al., 2007). The Newmark time-stepping scheme can 

then be expressed as (Chaljub et al., 2007; Komatitsch et al., 2000):  
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𝑴�̈� − 𝑪�̇� + 𝑲𝒒 = 𝑭𝑬𝑿𝑻 (39) 

where 𝑴 is the mass matrix, 𝑪 the coupling matrix between the interfaces, 𝑲 the stiffness matrix, 𝑭𝑬𝑿𝑻 

the vector of external forces, and the dot denotes time differentiation as earlier. The Taylor expansion-

based time-stepping scheme for 𝒒 , �̇�  and �̈�  is given by (Chaljub et al., 2003; Chaljub et al., 

2007):  

�̈� = 𝑴 𝟏(𝑪�̇� − 𝑲𝒒 + 𝑭𝑬𝑿𝑻) (40) 

𝒒 = 𝒒 + 𝛥𝑡�̇� + 𝛥𝑡
1

2
− 𝛽 �̈� + 𝛽�̈�   

(41) 

�̇� = �̇� + 𝛥𝑡[(1 − 𝛾)�̈� + 𝛾�̈� ] (42) 

Here 𝛽 ∈ [0,0.5] and 𝛾 ∈ [0,1] are the only parameters that need to be chosen. To obtain second order 

accuracy, a centered scheme is required to update the velocity. This can only be done by choosing 𝛽 =

0 and 𝛾 = 0.5, leading to the explicit central method (Chaljub et al., 2007).  

2.3.5. Courant-Friedrichs-Lewy stability criterion 

The Newmark time-stepping scheme is conditionally stable for a maximum time step determined by the 

Courant-Friedrichs-Lewy (CFL) criterion. The CFL criterion assures that the speed at which the 

information travels through the domain is not so fast that the information skips a collocation point in the 

duration of one time step. The appropriate time step can be expressed by (Chaljub et al., 2007):  

𝛥𝑡 ≤ 𝐶
𝛥ℎ

𝑐
 

(43) 

where 𝑐 is the P-wave velocity, 𝐶 a constant which should be chosen between 0.3 and 0.5, and 𝛥ℎ the 

distance between two neighboring GLL points (Chaljub et al., 2007). Thus, the CFL criterion determines 

the maximum time step from the maximum velocity and the minimum distance between two GLL points 

to ensure that no information is lost.  

2.4. Axisymmetric 2.5D simulations 

The weak form of the wave equation in the axisymmetric 2.5D simulations is expressed in cylindrical 

coordinates (𝑟, 𝜃, 𝑧). The domain, and any important feature of the domain, is considered symmetric 

around the axis where 𝑟 = 0, which makes all information of interest independent of 𝜃. However, 

numerical problems may arise on the symmetry axis because 𝑟 = 0 in this point and all elements in 

contact with the symmetry axis will be affected by a singularity . There are several ways to solve this 

problem. One alternative is to use a higher numerical integration accuracy for elements close to the 
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symmetry axis and to move all affected elements slightly away from the axis. However, this will cause 

problems for the source location, which needs to be at the symmetry axis to avoid a line source type. 

Another alternative, which is the one that is applied, is to use a different quadrature for the integration 

(Bottero, 2018). 

2.4.1. The axisymmetric domain and coordinate system  

The cylindrical coordinates used in the axisymmetric 2.5D simulation are shown in Figure 8. The 

position vector 𝒙 will take the shape 𝒙 =  𝑟𝒓 + 𝑧𝒌, and an arbitrary vector 𝒒 will be expressed in 

cylindrical coordinates as (Bottero, 2018): 

𝒒 =  𝑞 (𝑟, 𝜃, 𝑧, 𝑡)𝒓 + 𝑞 (𝑟, 𝜃, 𝑧, 𝑡)𝜽 + 𝑞 (𝑟, 𝜃, 𝑧, 𝑡)𝒌 (44) 

  

 

Figure 8. Modified figure from Bottero (2018) showing the cylindrical coordinate system and a box with the 
different directions of stress 𝑻 and strain 𝜺. 
 

The 2.5D domain is created by considering a 2D domain rotated around the axis where 𝑟 = 0, creating 

a 3D domain, fully symmetric around the symmetry axis, as shown in Figure 9. As mentioned, this 

assumed symmetry around the symmetry axis removes the dependence of 𝜃 for all quantities within the 

domain and, thus, make the 𝜃 component of the displacement zero. This also applies for the source term. 

However, the component for out-of-plane stress, 𝑻 , will be kept.  

When applying the spectral element method to a 2.5D axisymmetric domain, all elements which are not 

in contact with the symmetry axis can be calculated on the GLL points as in a regular 2D simulation. 

However, all elements with grid points in contact with the symmetry axis (black dots in Figure 10) must 

be treated differently.  
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Figure 9. Modified figure from (Bottero, 2018). The 2.5D simulations builds upon a 2D domain rotated around 
the symmetry axis, creating an axisymmetric 3D domain.  
 

All elements in contact with the symmetry axis will have grid points with the factor 𝑟 = 0. This will 

cause problems solving the integrals in the local coordinate system due to 𝑟𝑑𝜉𝑑𝜂 becoming zero with 

cylindrical coordinates, leading to 0 = 0 equations when mapping between global and local coordinates 

for 𝜉 = −1 on the symmetry axis. Therefore, the elements touching the symmetry axis acquire a new 

quadrature for the integration, namely the Gauss-Lobatto-Jacobi (GLJ) quadrature on 𝛬 = (0,1). The 

vertical direction is left untouched, only applying the GLJ points in the horizontal 𝜉-direction (Bottero, 

2018). 

  

 

Figure 10. Modified figure from Bottero (2018) 
showing the collocation points for polynomial order of  
𝑁 = 4 for 4 elements, where element 𝑒  and 𝑒  are in 
a fluid region and element 𝑒  and 𝑒  are in a solid 
region. The elements located on the symmetry axis are 
colored black. The figure is also showing that some 
local points within each element will be shared 
between more than one element, hence the 
contribution for this global point must be a summation 
of all contributions from the local points as explained 
in Chapter 2.3.2. Lagrange polynomials and Gauss-
Lobatto-Legendre points. 
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2.5. Perfectly matched layers 

When solving problems in unbounded domains by numerical methods, it is necessary to crop the 

unbounded domain by an artificial boundary. On the artificial boundary, some form of absorbing 

boundary conditions is prescribed, such that waves reaching the boundary of the computational domain 

does not cause artificial reflections that disturbs the simulation. The concept of creating an absorbing 

layer that surrounds the computational domain and absorbs all waves at the boundaries without any 

reflection was introduced by (Berenger, 1994) as a perfectly matched layer, PML. 

For wave simulations performed in a finite, regional setting PMLs are very important to avoid artificial 

reflections at the boundaries in order to simulate an unbounded domain. PMLs can be implemented as 

an extension of the domain. In this extended layer the solution of the wave equation will be a plane 

wave, whose amplitude decays exponentially with a frequency-independent factor with increasing 

distance away from the domain (Chaljub et al., 2007; Komatitsch & Tromp, 2003). The reflections will 

not be completely eliminated, but they will become small enough to be neglected for most frequencies 

and incident angles (Assi & Cobbold, 2016). 

2.6. Transmission loss 

As an acoustic wave is propagating through a medium, the acoustic intensity decreases due to 

geometrical spreading. In addition, some energy will also be lost due to attenuation. Transmission loss 

is a way to evaluate the loss due to both phenomena (Jensen et al., 2011, p. 14). As explained in Bottero 

(2018), transmission loss curves or maps are often convenient when quantifying the energy within 

acoustic models, where the signal can contain sharp variations due to heterogeneity or challenging 

geometry of the model domain. Transmission loss curves or maps are frequency-dependent measures of 

the energy within a model, normally calculated in the frequency domain.  Transmission loss can be 

calculated as (e.g. Bottero, 2018): 

𝑇𝐿(𝒙) = −10 𝑙𝑜𝑔
𝐸(𝒙)

𝐸
 

(45) 

where the energy of the source is 𝐸 , and 𝐸(𝒙) is the instantaneous energy field in the fluid and solid 

domain integrated over the considered duration time.  
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Chapter 3 

Defining the model 

3.1.  Brief description of the general model parameters 

The aim is to simulate acoustic wave propagation in a coupled solid-fluid domain representing a deep 

ice-covered Arctic Ocean. In order to focus on the wave interactions with the ice-cover, without the 

complication of sea floor interactions, the water layer is modeled as a half-space. To handle the resulting 

unbounded domain, an artificial boundary is introduced, where absorbing boundary conditions are 

implemented to avoid reflections from the edges of the domain. The domain will be elongated, stretching 

over 4 km horizontally with a depth of 100-500 m.  

The ice models are set up as following. First, one model with a simple ice layer of constant thickness 

and one model with an ice layer of linearly decreasing thickness is set up. Thereafter, concave ice ridges 

are implemented using an average cross-section profile presented in Metzger et al. (2021). Finally, an 

ice roughness profile built from the characteristic correlation length in Hope et al. (2017), calculated 

from an ice segment in the Nansen Basin, is implemented in the ice models with ice ridges. Additionally, 

one simple model with water only is also be set up. The elastic ice parameters used in this section (Table 

1) are the same as in Collis et al. (2016). The ice parameters will be kept constant through all simulations. 

Attenuation in the ice layer will be implemented in most, but not all, simulations. The water will be 

assumed to be non-attenuating for all simulations. 

 SOLID REGION 
COMPRESSIONAL VELOCITY 𝒗𝑷 3500 m/s 
SHEAR VELOCITY 𝒗𝑺 1800 m/s 
DENSITY 𝝆 900 kg/m3 

Table 1. The elastic ice parameters used in all simulations. 
 

Different sound velocity profiles are used in the water. Initially, a homogeneous sound velocity profile 

is used. Then, a simple upwards refracting sound velocity profile is introduced, and lastly, a more 

realistic Arctic sound speed profile created from CTD-data collected in the Arctic Ocean (Chierici et al., 

2021) is implemented. In the first two cases, the density profile will be constant, while it will be depth-

dependent for the simulations using the realistic Arctic sound speed profile.  

3.2.  Attenuation and Quality factors 

In SPECFEM2D, attenuation is given as bulk and shear quality factors. As part of the results will be 

compared to the results in Collis et al. (2016), the same attenuation as in their paper is used in this thesis. 

In Collis et al. (2016), the attenuation parameters for the ice layer are 𝛼 = 0.3 𝑑𝐵/𝜆 and 𝛼 = 1 𝑑𝐵/𝜆. 

The water layer is assumed to be non-attenuating in all simulations. This section describes how to 



24 

convert attenuations in 𝑑𝐵/𝜆 to bulk and shear quality factors. As the simulation is performed in a 2.5D 

domain, constructed by a 2D domain rotated around the symmetry axis, the plain strain formulation of 

the bulk modulus is used. The plain strain case differs from the 3D convention due to the lack of strain 

in the third direction. More details are given in Appendix A.I. and A.II.  

The attenuations are given in 𝑑𝐵/𝜆, and the relation between the attenuation in 𝑑𝐵/𝜆 and the quality 

factor is given by (Jensen et al., 2011, p. 244): 

𝛼 = 40𝜋
1

2𝑄
log(𝑒) ≈

27.29

𝑄
 

(46) 

Here 𝑄 is the quality factor, which quantifies the amount of lost energy in a medium during one cycle. 

The relation between the s-wave quality factor 𝑄  and the shear quality factor 𝑄  is (Seth & Wysession, 

2003, pp. 119-212): 

1

𝑄
=

1

𝑄
 

(47) 

The expression for the p-wave quality factor 𝑄  is more complicated and depends on both the bulk 

quality factor 𝑄 , the s-wave velocity 𝑣 , the p-wave velocity 𝑣  and the shear quality factor: 

1

𝑄
=

𝑣  

𝑣

1

𝑄
+ 1 −  

𝑣  

𝑣
 

1

𝑄
 

(48) 

Equation (48) combined with Equation (46) gives an expression for the attenuation: 

𝛼 =
𝑣

𝑣
𝛼 + 1 −  

𝑣

𝑣
 𝛼  

(49) 

Here, 𝑣 = = = , and 𝑀 = 𝜌𝑣 = 𝜆 + 2𝜇 is the P-wave modulus. 𝜅 = 𝜆 + 𝜇 is the 

bulk modulus for a 2D plain strain domain (Mavko et al., 2020, p. 38). Using Equation (46) to find the 

shear quality factor for the ice layer to use in the simulations: 

 𝑄 , =
27.29

𝛼
=  

27.29

1
=  27.29  

(50) 

The bulk attenuation is found through Equation (49), which inserted in Equation (46) gives the bulk 

quality factor for the simulations: 

𝑄 , =
27.29

𝛼
=

27.29

0.0483
= 565.01 

(51) 

The water layer is as said assumed to be non-attenuating, which is implemented by using a large quality 

factor; 𝑄 , = 𝑄 , = 9999. 
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3.3.  Transmission loss 

The transmission loss presented in this thesis is calculated with the script ‘computeTL.py’ (Bottero, 

2015) with some minor changes made to adapt it to multiple receiver sets and to avoid command line 

input arguments. The script uses Equation (45) in Section ‘2.6. Transmission loss’ to calculate the loss, 

where 𝐸(𝒙) is the discrete Fourier transform of the amplitude, and 𝐸  is the reference amplitude 

measured at the reference frequency by interpolation. All transmission loss curves are calculated for the 

reference frequency 50 𝐻𝑧, also used as the dominant source frequency. The reference amplitude used 

to normalize the curve is measure from the first receiver in each receiver set. As the transmission loss is 

calculated from the total seismogram, the contribution of all waves recorded at each receiver is included.  

3.4.  Depth-dependent sound velocity profiles 

The distribution of sound velocity in the ocean affects the propagation pattern of acoustic waves. The 

sound speed profile is a function of temperature, salinity, and pressure. In the Arctic Ocean, the lowest 

sound velocities are found in the top of the water column, and the vertical sound velocity profile 

increases with depth as salinity, temperature and pressure increases with increasing water depths (Jensen 

et al., 2011, pp. 3, 27). This increase in velocity with depth results in an upwards refracting sound speed 

profile in the whole water column, characteristic of the Arctic Ocean (Hutt, 2012; Mikhalevsky, 2001; 

Urick, 1983, pp. 169-171). 

In the built-in velocity profile in SPECFEM2D, a velocity and density are assigned to separate regions 

with different material properties. Therefore, the velocity and density profile within each region 

becomes homogeneous. However, external profiles can be used instead by setting the choice of model 

parameter to ‘external’. Then, implementing a depth-dependent velocity and density profile where the 

values vary with depth within the same region, requires reading in an external profile. In this thesis, this 

was achieved by creating a text file containing the different depths and the corresponding velocities and 

densities, and then writing a subroutine ‘define_external_model.f90’ which reads in the velocity text 

file. The subroutine thereafter assigns those values to the corresponding elements in the domain. 

The subroutine is written with the scripts ‘define_external_model.f90’ (Komatitsch & Tromp, 2017) and 

‘routine_define_external_model.f90’ by Quentin Brissaud (personal communication, October 7, 2021) 

as a basis, where the latter was received in an e-mail from the author. The scripts are combined and 

modified to fit the models in this thesis. The subroutine first reads in and stores all external values for 

depth, velocity, and density, and thereafter loops through all elements and GLL points in the domain. 

All points which are located within the water layer are assigned the velocity and density that corresponds 

to the point where the depth in the domain is closest to the depth read in from the external velocity 

profile. All points in the ice are assigned to constant values, 𝑣 , = 3500 𝑚/𝑠 , 𝑣 , = 1800 𝑚/𝑠 and 

ρ = 900 𝑘𝑔/𝑚 . 
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3.4.1.  A linearly increasing sound velocity profile 

The first upwards refracting sound velocity profile introduced in the simulations, is a simplified profile 

with velocities linearly increasing with depth. The same velocity range as in Collis et al. (2016) is used, 

and the sound velocity profile increases from  𝑣 , = 1482 𝑚/𝑠 at the surface to 𝑣 , = 1525 𝑚/𝑠 at 

the bottom of the domain. The density profile is constant, ρ = 1000 𝑘𝑔/𝑚 .  

3.4.2.  An Arctic sound speed profile from CTD-data 

An Arctic sound speed profile is built with data from Chierici et al. (2021), collected by the cruise 

HK2018707 aboard the Research Vessel Kronprins Haakon, as part of the Nansen LEGACY project. 

Data collected at latitude 83.1303 and longitude 31.7093 was chosen to create the Arctic sound speed 

profile. The data consists of 12 measurements measured at the station SICE1 on August 17th, 2018 (Table 

2). The total bottom depth in the area is 3827 m, but the data was collected between 10.4 and 499.7 m 

depth. There is no direct measurement of the sound speed, but as salinity, temperature and pressure are 

major parameters controlling the sound velocity, those will be used to calculate the profile. 

 

Table 2. The raw data collected by HK2018707 August 17th, 2018 (Chierici et al., 2021) used to create the Arctic 
sound speed profile for the simulations. 
 

First, the water column profiles were extrapolated to fully cover the area from 0 to 515 m depth. Then, 

the 4 measurements collected between 10.3 m and 40.8 m depth were used to extrapolate the dataset 

from 10.3 m depth to the surface. To extrapolate the profile from 493.7 m depth to 515 m depth, the two 

last measurements in the data set, collected at 395.8 and 493.7 m, are used.  

The profile was extrapolated by using a least squares polynomial fit to find the polynomial coefficients 

with the NumPy module ‘numpy.polyfit’ after which ‘numpy.poly1d’ was used to construct the 

polynomial. The extrapolated depth, pressure, salinity and temperature profiles stretching from 0 m to 

515 m depth were thereafter interpolated with the SciPy module ‘scipy.interpolate.interp1d’ to create 

continuous arrays to be used further on. 

The density profile is calculated from the CTD-measurements following EOS80 as described in 

(Fofonoff & Millard Jr, 1983), which with a complex formula calculates the density in kg/m3 as a 

function of practical salinity, temperature, and pressure. The ESO80 is valid for practical salinities in 

the range [0,42], temperatures in range [−2°C, 40°C] and pressure in range [0 dBar, 10000 dBar]. 
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Figure 11. Water column profiles for temperature [°C], salinity [pss-78], density [kg/m3] and pressure [dBar] 
used to calculate the Arctic sound speed profile used in the simulations.   

 

The Arctic sound speed profile was calculated from the water column data shown in Figure 11, by 

(Brekhovskikh & Lysanov, 2003, p. 1): 

𝑐 = 1449.2 + 4.6𝑇 − 0.055𝑇 + 0.00029𝑇 + (1.34 − 0.01𝑇)(𝑆 − 35) + 0.016𝑧 (52) 

Here is 𝑇 temperature in °C, 𝑆 salinity in parts per thousands and 𝑧 depth in meters. The resulting Arctic 

sound speed profile is shown in Figure 12. 

 

Figure 12. The Arctic sound speed profile resulting from the data in Table 2.   
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Figure 13 shows the homogeneous (blue line), the linearly increasing (pink line) and the Arctic sound 

speed profile (light blue) used in the simulations. 

  

3.5.  Ice ridges 

The sea ice in the Arctic Ocean affects acoustic propagation in the area. The amount of thicker multi-

year ice has decreased during later years and most of the sea ice in Arctic is now thinner, younger ice 

(Meredith et al., 2019) and the annual mean thickness has decreased from 2.12 to 1.41 m during 2000-

2012 The characteristics of ice ridges in multi-year and first-year ice differ, and the ridges in younger 

ice are found to be shallower and steeper (Wadhams & Toberg, 2012).  

The ice ridge model in the thesis will be based on the work by Metzger et al. (2021), using their profile 

for an average pressure ridge cross-section. They analyzed more than 64 000 ice ridge profiles identified 

from upward-looking sonars set up in the Chukchi and Beaufort Sea in the years from 2009 to 2013 and 

found that the average shape of an ice ridge is more concave or cusped, in contrast to the previously 

generally modeled triangular shape. The concavely shaped idealized profile of an average pressure ridge 

of Metzger et al. (2021) shown in Figure 14 will be used in this thesis. 

 

In Figure 14, 𝐻  is the depth of the level ice surrounding the ice ridge, 𝐻  the maximum depth below 

the level ice, 𝐴  is the area of the cross-section of the ice ridge below the level ice and 𝑊 is the width. 

Figure 13.  The three velocity 
models used in the simulations.  

 

Figure 14. The cross-section of a 
pressure ridge. Figure from 
Metzger et al. (2021). 

 



29 

 

Metzger et al. (2021) fitted a curve to this average shape of a concave ice ridge cross-section profile 

𝐷(𝑥) with: 

𝐷(𝑥) = 𝐻 + 𝐻 𝑒
( ) 

(53) 

Here 𝜆 is a characteristic scale and 𝑥, which is taken to be positive in the equation, is the distance away 

from the tip of the ridge. Metzger et al. (2021) have also created a table summarizing the ridge keel and 

profile fitting parameters for their statistical fit to observations. The models will partly be based on those 

numbers. 

3.6.  Ice roughness 

The sea ice cover in the Arctic Ocean impacts wave propagation as the upwards refracting sound speed 

profile causes the acoustic wave to interact continuously with the underside of the ice, and ice roughness 

will therefore be implemented in the models. The upper ice surface, where ice is in contact with air, is 

chosen to be kept smooth in all models, and instead, the focus will be on implementing a rough water-

ice interface. When the ice interface is mentioned further on, it refers to the ice-water interface in case 

nothing else is explicitly said. When mentioning depth, it always refers to the depth of the whole domain, 

where zero depth is at the free surface. 

The main ice roughness model is built based on the work by Hope et al. (2017). They investigated how 

sea-ice roughness impact acoustic propagation in a long-range setting and the suitability of the seismo-

acoustic wavenumber integration package OASES (Schmidt & Jensen, 1985) to model this. For this 

purpose, they gathered statistical data to model the sea ice roughness, and therefore calculated the 

characteristic correlation length for a segment of ice in the Nansen basin, at 84.1°N and 25.2°E. The 

data they used was collected in 2005 by upwards-looking sonars, distributed by the National Snow and 

Ice Data Center (National Snow and Ice Data Center, 1998). They found the characteristic correlation 

length to be 19.1 m, with a corresponding RMS value of 1.52 m and a mean thickness of 2.4 m.  

Hope et al. (2017) performed simulations in OASES, which requires the RMS value to be small 

compared to the wavelengths. Therefore, the real RMS value of 1.52 m was too high, and instead they 

used an RMS value of 0.6 m. Hope et al. (2017) point out that this RMS is an underestimate, even if 

melting seasons, a thinning of the sea ice, and a decrease in multi-year ice in the region since the 

measurements they used were made in 2005 makes a somewhat lower RMS value likely.  

The main ice roughness model in this thesis is built with the characteristic correlation length found by 

Hope et al. (2017). Also, the same RMS value of 0.6 m is used. As this RMS value was numerically 

suitable for OASES, it will be assumed to work well in SPECFEM2D too. Hope et al. (2017) performed 

their simulations in OASES, which model ice thickness as a Gaussian function around the mean. 

Therefore, the roughness amplitude spectrum for the rough ice model in this thesis is generated with a 

Gaussian power spectrum: 
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𝑓(𝑘) = 𝐴 𝑒
( )

   
(54) 

Here 𝐴  is amplitude, 𝐿 the characteristic correlation length and 𝑘 wavenumber. Then, the inverse 

Fourier transform of the power spectrum is also a Gaussian: 

𝐹(𝑥) =
1

2𝜋𝐿
𝐴 𝑒

 
( )  

(55) 

The spectrum was then created in python as a complex wave spectrum with an amplitude equal to the 

amplitude spectrum in Equation (54) and a random phase. An inverse Fourier transform is applied with 

the NumPy module ‘numpy.fft.ifft’. Finally, the autocorrelation of the profile has been calculated to 

verify it satisfies Equation (55). 

The rough ice interface is created simply by adding the ice roughness to the smooth ice interface. To 

avoid very thin ice, all points where the ice thickness of the rough ice layer became less than 1 m were 

redefined to be 1 m.  

3.7.  Ice models in the simulations 

Introducing an ice layer to the models practically means to introduce a layer at which the acoustic waves 

can be reflected, transmitted, and refracted. The impedance in a medium depends on its material 

properties in terms of density and velocity and determines the amount of reflection and transmission at 

the interface (Rossing, 2007, pp., p. 211-212). The amount of reflection and transmission at an ice-water 

interface depends on the frequency of the wave and the material properties of the ice interface (Diachok, 

1976). Along with a simple model consisting of only one water layer, various ice models will be 

introduced in the simulations to investigate the effect different water-ice interfaces have on acoustic 

propagation, both in the ocean and in the ice layer itself.  

3.7.1.  Plain models 

For the first part of this thesis, three simple models are introduced. The first model (Model 1) consists 

of an infinite water layer only, i.e., a fluid half space. The second model (Model 2) consists of one range-

independent 3 m thick ice layer above a fluid half space. Finally, the third model (Model 3) has a range-

dependent ice layer with a thickness linearly decreasing with 0.25 m per km, from 3 m thickness on the 

left-hand side of the domain to 2 m thickness on the right-hand side of the domain, above a fluid half 

space. This is the same ice configuration as used in Collis et al. (2016). However, the sea floor in Collis 

et al. (2016) is removed in this thesis, in order to focus on sound interactions with the sea ice, without 

the disturbances from bottom reflected sound. The absence of a sea floor is not unrealistic, since the 

upwards refracting sound speed profile in the Arctic Ocean means that there is usually little bottom 

interaction (e.g., Jensen et al., 2011, p. 140).  
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3.7.2.  Ice models with ice ridges and ice roughness 

Two ice models containing two ice ridges with different maximum ridge keel depths are created, and 

the location of the deeper and shallower ice ridge will be varied. One half cross-section of each ridge is 

created at a time with Equation (53), and the full ridge cross-section is created by mirror-imaging the 

first part. Consequently, the ice models are symmetric around the ridge keel. The values chosen in 

Equation (53) are based on the statistical values in Metzger et al. (2021). 

The two ice ridges are located 996 m and 2992 m from the source. Each ice ridge is created with Equation 

(53), and the whole ice model in the domain is created by concatenating the multiple sections of ice. 

This results in an ice model containing two ice ridges and a smooth ice-water interface. The rough ice 

models are created as explained in Section ‘3.6. Ice roughness’, with a correlation length of 19.1 m and 

an RMS value of 0.6 m. Because the roughness is created with a random phase and the full ice model is 

built by concatenating the ice sections surrounding each ice ridge, there is one roughness profile for the 

first and one roughness profile for the second part of the domain. The autocorrelation functions 

associated with the ice roughness profile for the first and second part of the domain are shown in Figure 

15.  

 

Figure 15 The autocorrelation function for the spectrum used to create the ice roughness in the models. Figure 
6a. shows the autocorrelation function for the first part and Figure 6b. for the second part of the domain. 
 

The deeper ice ridge has a maximum depth below the level ice of 𝐻 = 5.1 m and a characteristic scale 

𝜆 = 39.8. The shallower ridge has a maximum depth below level ice of 𝐻 = 2.9 m and a characteristic 

scale 𝜆 = 19.6. Thus, the deepest ridge is 7.1 m deep, while the shallower ridge has a total depth of 4.9 

m. The thickness of the level ice around the ridge is chosen to be the same for both ridges, 𝐻 = 2 m. 

This is a much lower value than what is given in the statistical values in Metzger et al. (2021), but 

because the region of interest for the imitated domain is the nearby surroundings of the Nansen Basin in 

the Arctic Ocean a thinner level ice is chosen. The mean thickness for the ice segment that Hope et al. 

(2017) used to find the characteristic correlation length (Section ‘3.6. Ice roughness’) was 2.4 m. The 

amount of old multi-year ice in the Arctic Ocean is decreasing, and more first-year ice covers the ocean 

nowadays. Along with the decreasing age of the Arctic sea ice, the ice thickness decreases (Maslanik et 

al., 2007; Stroeve & Notz, 2018; Wadhams & Toberg, 2012). 
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Figure 16. The ice model with a shallower (4.9 m) ice ridge 996 m into the domain and a deeper (7.1 m) ice ridge 
at 2992 m for a model with a smooth (dashed pink line) and a rough (blue solid line) ice-water interface. The 
symmetry around the ridge keel tips is clearly visible.  
 

 

Figure 17. Ice models as in Figure 16, but with opposite location of the deeper respectively shallower ice ridge. 
 

A total of 4 ice models with ice ridges are created. Two models, one with a smooth and one with a rough 

ice interface, have the shallow ice ridge in the first part and the deeper ridge in the second part of the 

domain (Figure 16). For the other two models, the only difference is that the ridge locations are reversed 

(Figure 17). As the rough ice models were created by adding ice roughness to the smooth ice interfaces 

after the ice ridges were already created, the total depth of the ice ridges could differ between the smooth 

and rough ice models. To avoid this, the ice roughness was removed 50 m before and after each ice 

ridge. This also ensured that the ice thickness did not become too thin in close connection to the ridges. 

This can be seen in Figure 16 and Figure 17, as the blue and pink lines coincides around the ridge keels. 
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Chapter 4 

Implementation and validation 
The aim is to model the acoustic wave propagation in the coupled solid-fluid domain imitating the Arctic 

Ocean with the open-source spectral elements package SPECFEM2D. The 2.5D version developed by 

Bottero (2018) is mainly used for the simulations.  

4.1.  Spectral element parameters 

All simulations are forward simulations with a second order Newmark time-stepping scheme. 9 control 

nodes per element are used to characterize the model geometry, and the SPECFEM2D default value of 

polynomial degree 4, and thus, 5 GLL points in each direction are used in the simulations (Centre 

national de la recherche scientifique & Princeton University, 2021). The PML thickness, given in a 

number of elements, was set to 5. Most of the simulations are done in 2.5D, which is easily switched on 

by changing the axisymmetric parameter to true in the input parameter file. However, a few simulations 

were initially performed in 2D. 

4.2.  Source function 

The source in all simulations is located within the water and is specified by its displacement potential. 

A Gaussian is chosen for the source time function. As we have 𝑑𝑃 = −�̈� (see Section ‘2.1.2. Fluid 

region’), the choice of a Gaussian time function for the source leads to a Ricker wavelet for the pressure 

seismograms. The standard definition of a Ricker is used in SPECFEM2D, given as (Centre national de 

la recherche scientifique & Princeton University, 2021): 

𝑅(𝑡) = (1 − 2(𝜋𝑓 𝑡) )𝑒 ( )    (56) 

where the dominant frequency of the source is denoted 𝑓 . The corresponding Gaussian function is then 

defined as: 

𝐺(𝑡) = −
𝑒 ( )

2(𝜋𝑓 )
 

(57) 

A dominant source frequency of 𝑓 = 50 𝐻𝑧 and an amplification factor of 10  is used for all 

simulations.  

The source in the axisymmetric 2.5D simulations must be placed on the symmetry axis to be a point 

source. If the source is placed elsewhere in the domain, it will instead take a circular shape, as the 2D 
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domain is rotated around the symmetry axis (Centre national de la recherche scientifique & Princeton 

University, 2021). The source in the 2D simulation is a line source. 

4.3.  Meshing with the internal mesher  

The mesh is created with the internal mesher in SPECFEM2D. The range of the domain and number of 

elements in the horizontal direction is defined within the input parameter file. The depth of the domain 

and the number of elements in the vertical direction is defined within the interface input file, as well as 

the number of vertical layers. The interfaces defining the boundaries of each layer are defined by a 

chosen number of sets of (𝑥, 𝑧) points. Each interface must be defined with increasing values in the 

horizontal direction.  

Therefore, the total number of horizontal elements is the same everywhere in the domain, as well as the 

total number of vertical elements. The number of vertical elements can vary within each layer. It is 

recommended to use a rather regular grid in the simulations to ensure that the sampling of the wavelength 

is relatively consistent in the domain (Chaljub et al., 2007). This is both to avoid unnecessarily large 

memory use and CPU time from oversampling, and because the grid size directly affects the choice of 

time step determined by the Courant-Friedrichs-Lewy stability criterion.   

The different regions in the domain are defined within the input parameter file as areas of a certain type 

of material property, where the material type is defined by assigning a material type to a set of element 

grid cells. The velocity, density, and attenuation parameters in the simulations will be defined in two 

ways in this thesis. Some simulations will use homogeneous velocity and density profiles defined by the 

built-in velocity model in SPECFEM2D. Then, the parameters of a material type are defined within the 

input parameter file and uniformly read into the whole set of elements assigned to this material type. 

Some simulations will use an external velocity profile, and the parameters are instead read in from an 

external file and the GLL points are assigned a value one by one, creating a depth-depending profile. In 

this case an external depth-dependent velocity and density profile will be assigned to the water layer, 

whilst the velocity and density profile in the ice layer will be kept constant. The attenuation profiles will 

be constant in the whole domain, as defined in Section ‘3.2. . Attenuation and Quality factors’. 

As the number of horizontal elements is the same in the whole domain and the number of vertical 

elements in each layer is defined within two interfaces, this can somewhat narrow the ability to fully 

adjust the grid size to large velocity variations in the domain. It will also affect layers that have sharp 

variations in thickness horizontally, as the number of elements will be the same within the whole layer 

and the grid cells affected by large thickness variations will be stretched or compressed at those 

locations. 

In SPECFEM2D, the perfectly matched layers are turned on or off within the input parameter file. The 

thickness of the absorbing layers is given in a number of elements, which means the total thickness of 

the layer will be given by multiplying the number of PML elements by the length of the element grid 

cell in the direction of question. The perfectly matched layers are located within the defined domain. 

The length, depth, and number of elements corresponding to the chosen absorbing layers must be added 

to the domain dimensions if one wishes to keep the desired domain dimensions after perfectly matched 
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layers are activated. In 2D simulations, the perfectly matched layers must be placed on the bottom, left 

and right side of the domain to simulate a boundless domain, while in the 2.5D simulations they must 

be placed on the bottom and right side only. 

4.4.  Stability and points per wavelength 

The Newmark time-stepping method is conditionally stable with the Courant-Friedrichs-Lewy (CFL) 

criterion as explained in Section ‘2.3.5. Courant-Friedrichs-Lewy stability criterion’. The global 

maximum CFL stability condition is calculated from the maximum P-wave velocity in the model and 

the minimum distance between two GLL-points. The minimum distance between two collocation points 

in a simulation where 𝑁 = 4 is 17.27 % of the shortest edge of the smallest grid cell in the simulation. 

In SPECFEM2D, The CFL criterion is recommended to be around or below 0.5.  

The number of points per wavelength can be used to control how well the chosen mesh samples the 

wave field. The recommended threshold value is 4.5 points per S-wavelength in solid media and 5.5 

points per P-wavelength in fluid media. If the number of points per wavelength exceeds those values, 

the program will use unnecessary memory and CPU time, while less points than the recommended 

threshold value will result in poor calculations (Centre national de la recherche scientifique & Princeton 

University, 2021). 

Simulations in 2.5D will require approximately 25 % more points per wavelength in comparison to a 

2D simulation due to the different quadrature that is used (Centre national de la recherche scientifique 

& Princeton University, 2021), which then would be approximately 5.6 points per S-wavelength in an 

elastic region and 6.9 points per P-wavelength in an acoustic region. 

4.5.  Validation against OASES and an exact solution 

The intention of the first part of the project was to build a domain and three models using the same 

dimensions and parameters as in Collis et al. (2016), who used a domain with a 100 m thick water layer 

over a 10 km range to obtain results for predicted transmission loss curves. The source in their 

experiment was a 50 Hz source placed at 30 m depth, and the transmission loss curves were calculated 

for a receiver at 30 m depth. They used three models; one model with a water layer only, one model 

with a 3 m thick ice layer, and one model with an ice layer with a thickness linearly decreasing from 3 

m thickness to 0.5 m thickness over 10 km.  

Therefore, three models similar to the ones used in Collis et al. (2016) were set up; one model with only 

water (Model 1), one model with a range-independent ice layer of 3 m thickness (Model 2) and one 

model with a range-dependent ice layer (Model 3). The models are described in Section ‘3.7.1. Plain 

models’. However, the sea floor is removed in this thesis and is instead replayed by an absorbing layer. 

Also, the horizontal range was shortened down to 4 km. This was done to decrease the simulation 

domain, and as the results in Collis et al. (2016) show a stable trend from a little before 4 km and 

throughout the rest of their domain a range of 4 km appeared to be a good choice. 
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Model 1 and Model 2 are used to validate SPECFEM2D against the wavenumber integration package 

OASES and an exact solution. Trond Jenserud at the Norwegian Defence Research Establishment (FFI) 

contributed with the reference curves obtained by simulations in OASES and calculations of the exact 

solutions. Those were compared to the results obtained in SPECFEM2D (Figure 18, Figure 19, Figure 

24, and Figure 27). 

The exact solution used to validate the models is an image (ray) solution for a fluid half-space with a 

pressure free upper boundary, in which the wave field is represented by the discrete arrivals of reflections 

from the boundaries. More details are given in Tolstoy and Clay (1966) and in Appendix A.III. ‘The 

image solution used for model validation’. 

4.5.1.  Validation of the domain dimensions  

As explained in Section ‘4.3. Meshing with the internal mesher’, the choice of grid size in the horizontal 

direction will affect the choice of grid size in the vertical direction, as the aim is a regular mesh with 

somewhat rectangular or squared cells as standard for a uniform domain without any sharp changes in 

the vertical layers. The grid size was chosen to be somewhat 3x3 m due to an ice thickness of between 

2 m and 3 m in Model 2 and Model 3. However, some elements are slightly stretched or compressed 

when the ice thickness decreases with distance in Model 3. In Model 1 and Model 2 the grid will be 3x3 

m.  

The initial choice of the domain was 4000x100 m, including the PMLs, making the domain consist of 

1333 elements in the horizontal direction and 33 elements in the vertical direction. As the PMLs are 

included in this domain and the simulation were run with a PML thickness of 5, the outer 5 elements on 

the bottom and right side of the domain constituted the absorbing layer. The models were run with the 

parameters presented in Table 3 and a source with a dominant frequency of 50 Hz at 30 m depth. The 

attenuation was set to zero for the initial runs.  

 FLUID REGION SOLID REGION 

COMPRESSIONAL VELOCITY 𝒗𝑷 1482 m/s 3500 m/s 
SHEAR VELOCITY 𝒗𝑺 -  1800 m/s 
DENSITY 𝝆 1000 kg/m3 900 kg/m3 

Table 3. Parameters for the simulations. 

 

Comparing the results obtained in SPECFEM2D to the reference curves from OASES and the image 

(ray) solution, the results were observed to be very accurate up to approximately 500 m range, after 

which an extra pulse behind the main pulse became visible. Additionally, this extra pulse was observed 

to grow with increasing distance.  

The first attempt to find out what caused this distortion was to change the grid size to a finer and coarser 

grid, to check whether numerical dispersion could be the reason. The domain dimensions were kept the 

same, but the absorbing layer was moved outside of the domain. This is because the thickness of the 

absorbing layer depends on the grid sizes, and to keep the domain the same when trying different grid 

sizes, this was necessary. First, Model 1 was run with a finer grid size of 1x1 m, which only caused the 
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noise pulse to become worse. Running it with a coarser grid size, 5x5 m and 10x10 m, did not improve 

the result either.  

The next attempt was to keep the grid size 3x3 m as before but instead extend the depth of the domain. 

This was done as it was suspected that the extra pulse could be caused by a reflection from the absorbing 

layer at the bottom of the domain. Extending the domain depth to 200 m depth, with 67 elements in the 

vertical direction excluding the 5 absorbing elements, did improve the result but was not enough. 

However, for 500 m depth, with 167 elements in the vertical direction excluding the 5 absorbing 

elements, the result was very good at x = 1910.5 m when comparing them to the exact solution. Figure 

18 shows the wave pulse recorded at a seismogram at 30 m depth 1910.5 m into the domain for different 

depths.  

                        
Figure 18. The wave pulse for a seismogram at 30 m depth 1910.5 m into the domain for a domain with 3x3 m grid 
cells for 100 (blue), 200 (orange) and 500 (yellow) m depth, compared the image solution (dashed). The wave 
pulse significantly improves with increasing depth of the domain. Figure from Trond Jenserud, Norwegian 
Defence Research Establishment, based on simulations from SPECFEM2D and the image solution (personal 
communication, March 17, 2022).  
 

By increasing the receiver range to 2955 m (Figure 19) an extra pulse arriving after the main pulse was 

observed, while the main pulse had the correct shape. This extra pulse is interpreted as the reflection 

from the PML. For shallower models, this noise pulse interferes with the main pulse to create the 

observed pulse distortion in Figure 18.    
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Figure 19. The pulse at x = 2955.3 m for Model 1 (orange line) with only water in a 500 m deep domain compared 
to the exact solution (blue line). The extra pulse arriving after the main pulse is still small but is increasing in 
amplitude with propagation distance. Figure from Trond Jenserud (personal communication, March 17, 2022). 
 

The imperfect behavior of the PML is visualized in Figure 20 and Figure 21, which show the wave field 

figures created in SPECFEM2D for 𝑡 = 1.40 and 𝑡 = 2.09 s, respectively.  

 

Figure 20. Figure created by SPECFEM2D as part of the output, showing the wave field in pressure for Model 1 
at time 𝑡 = 1.40 s. A small reflection is visible at the bottom. The black square shows the receiver at 𝑥 = 1910.5 
m, and the red square the receiver at 𝑥 = 2955.3 m. Note that there is no scale for the pressure. 
 



39 

 

 

Figure 21. The wave field as in Figure 20 , but for 𝑡 = 2.09 s. The reflection from the bottom has grown larger, 
relative to the main wave propagating directly through the water. 
 

A small reflection growing from the bottom of the wave can be observed already halfway into the 

domain, and the reflection is observed to continue to grow with increasing distance. The model domain 

is very elongated, and the wave is propagating almost parallel with the bottom boundary. Despite the 

efficiency of the perfectly matched layers in most situations, they do not seem to fully remove the 

reflections in this case, and this appears to be the most likely explanation for the noise pulse growing 

with distance in the simulations. Adding a sea floor might have helped solve the problem with bottom 

reflections from the absorbing layer, since the reflections from the sea floor might mask the weaker 

reflection from the absorbing layer. However, absorbing layers were used to remove the wave 

interactions at the sea floor to focus on the wave interactions with the sea ice layer. Also, the aim is to 

model wave propagation in the deep Arctic Ocean, and a depth of approximately 4 km would be 

required. This would significantly increase the domain and the calculation time. 

Figure 22 shows the transmission loss for Model 1 at 30 m depth for a domain with 100 m and 500 m 

depth. The transmission loss curves are observed to correspond to each other until about 500 m into the 

domain, where they start to deviate. The loss curve for the domain with 500 m depth is decaying 

smoothly until about 2.3-2.4 km from the source, where it becomes uneven. This corresponds to what is 

observed in Figure 19 and Figure 21, where the extra pulse is growing in amplitude at the same time as 

we see a stronger reflection from the bottom of the domain. Figure 23 shows the wave field at time 𝑡 =

2.70, showing how the reflection has reached the surface and is reflected downwards again. This might 

be what causes the irregularity in the last part of the transmission loss curve in Figure 22. 
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Figure 22. The transmission loss for the domain with 100 m depth (pink) and 500 m depth (blue), for Model 1. For 
the 100 m deep model (pink line), a sharp change in the curve is observed right after 500 m. For the 500 m deep 
model (blue line), the curve decreases smoothly until approximately 2.5 km, after which it becomes more irregular. 
 

 

Figure 23. The wave field for Model 1, here at time 𝑡 = 2.70 s. The reflection has grown to reach the surface and 
is reflected downwards again. 
 

Model 2 also shows good correspondence between SPECFEM2D and OASES. Figure 24 shows that the 

wave form is correct, but there are some smaller deviations in both time and amplitude. The amplitude 

in OASES simulation is slightly larger for the pulse of the wave refracted from the wave propagating 

within the ice layer (first arrival) and seems to be slightly low for the wave pulse of the wave propagating 

directly through the water (second arrival), compared to the results obtained with SPECFEM2D. There 

also is a small pulse arriving later, just before 1.5 s in the SPECFEM2D model, which could be the extra 

pulse shown in Figure 19. Figure 25 shows the wave field in Model 2 at time t = 1.34 s. The wave 

propagating within the ice layer is approaching the last receiver, while the wave propagating directly 

through the water just passed the 10th receiver at this point.  
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Figure 25. The wave field for Model 2 at time 𝑡 = 1.34. The wave propagating directly through the water has just 
past the 10th receiver located at 𝑥 = 1910.5 m. The wave propagating within the ice layer has almost reached the 
end of the domain. 
 

The final domain (Figure 26) that will be used in the simulations has a water layer of 500 m above the 

absorbing boundary. It is chosen to be 4015x515 m and consists of 1338 elements in the horizontal 

direction and 172 elements in the vertical direction, including the absorbing boundaries. The element 

thickness of the absorbing layer is set to 5 elements, so the outer 5 elements of the bottom and right side 

of the 2.5D domain will be perfectly matched layers. Therefore, the actual domain size is 4000x500 m 

with 1333 horizontal and 167 vertical elements, when the PMLs are excluded. This size of a domain has 

shown to give good results when compared to the exact solution for Model 1, and to the OASES results 

for Model 2 until approximately 2000 m into the domain, after which the arising extra pulse must be 

kept in mind. 

Figure 24. Seismogram for Model 2 (blue line) 
compared to results obtained with OASES 
(orange line) for a domain of 500 m depth with 
a grid size of 3x3 m grid cells. Figure from 
Trond Jenserud based on the simulations in 
SPECFEM2D compared to results obtained with 
OASES (personal communication, March 17, 
2022). 
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Figure 26. The final domain for the simulations, here shown with only one water layer. The red star on the 
symmetry axis is the source and the green dots the receivers. The grey areas mark the perfectly matched layers, 
which are 5 elements or approximately 15 m thick. 

4.5.2.  Validation of attenuation in the ice layer 

Attenuation is implemented in the ice layer with a compressional attenuation of 𝛼 = 0.3 dB/ λ and a 

shear attenuation of 𝛼 = 1 dB/ λ. The water layer is assumed to be non-attenuating. Figure 27 

compares the output in SPECFEM2D and OASES for a receiver located at 30 m depth 1910.5 m into 

the domain. There is a fair agreement between the wave pulses in SPECFEM2D and OASES for the 

pulse of the acoustic wave propagating directly through the water layer (second arrival), even though 

there is a slightly smaller amplitude in the OASES simulation. The amplitude of the wave refracted from 

the wave propagating in the ice layer (first arrival) appears to be of the approximately same amplitude, 

but it arrives slightly later in SPECFEM2D. The difference is, however, small. 

 

Figure 27. Seismogram for Model 2 (blue line) 
compared to the OASES (orange line) 
simulation the 500 m deep domain. The first 
arrival at approximately 0.65 s is the refraction 
from the wave propagating through the ice 
layer, and the second arrival is the wave 
propagating directly through the water layer. 
Figure from Trond Jenserud (personal 
communication, March 17, 2022). 
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4.5.3.  Time step and stability 

In SPECFEM2D, the global CFL-criterion (Section ‘2.3.5. Courant-Friedrichs-Lewy stability criterion’) 

is calculated from the maximum P-wave velocity, and a CFL-threshold-criterion is defined as 0.95 times 

the global CFL-criterion. The local CFL-value inside the elements is compared to the threshold value, 

where instability is marked for all areas with a local CFL-value above the threshold value. Thus, for a 

model with only water all local CFL-values will be above the threshold and an instability is indicated in 

the whole domain, even though this is not the case.  

The maximum time step suggested in SPECFEM2D was chosen in the simulations. Attempts to change 

the time step were made. However, this often caused the simulations to terminate in error, although the 

CFL value was seemingly within the recommended value of around or below 0.5. The minimum number 

of points per wavelength is well above the recommended minimum values for all simulations, which 

should ensure that the wave field is properly sampled. As the number of time steps per wavelength is 

above the recommendations, the simulations might be slightly more costly in memory and CPU time. 

However, because the ice layer is quite thin the choice of grid size within the ice layer was somewhat 

limited, and those mesh dimensions was chosen to keep the grid fairly rectangular. 
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Chapter 5 

Results 
All results in this Chapter are presented in terms of pressure. The source level in SPECFEM2D is 

somewhat arbitrary, therefore only the relative differences between the different cases are considered. 

The figures visualizing the wave field show normalized pressure. The domain is 4000 m in the horizontal 

direction and 500 m in the vertical direction, consisting of 1333 horizontal and 167 vertical elements 

with the perfectly matched layer excluded, as described in Section ‘4.5.1. Validation of the domain 

dimensions’ (Figure 26). The source is an acoustic pressure with a Gaussian source time function. The 

dominant source frequency is 50 Hz.  

The simulations are run on a virtual computer, which reports that it utilizes a 64 bits Intel(R) Xeon(R) 

Gold 6248 CPU @ 2.50 GHz, on the operative system Red Hat Enterprise Linux 7.9. In SPECFEM2D, 

it is possible to select postscripts figures as part of the output. A higher computational time was observed 

when this was selected. The reported CPU times in this thesis are given for simulations without 

postscripts as part of the output if nothing else is explicitly written. 

The results are presented as follows. In the first section, the results for one model with a water layer 

only, one model with a range-independent ice layer of 3 m thickness, and one model with a range-

dependent ice layer with linearly decreasing thickness are presented. A homogeneous sound velocity 

profile is used in these simulations. The second section presents the results for the same ice models, but 

with a simplified upwards refracting sound velocity profile with a linearly increasing velocity. The third 

section presents the results obtained when a more realistic Arctic sound speed profile, obtained from 

CTD-data, is implemented. Finally, in the fourth section, the results for models with different 

configurations of ice roughness and ice ridges are presented.  

Some simulations were performed with both the 2D and axisymmetric 2.5D version of SPECFEM2D to 

compare the results. As those simulations were performed early in the progress, and the extra pulse from 

the absorbing boundary was still unknown, there are uncertainties to those results, and they will not be 

included in this section nor be discussed at a later stage. A relative comparison between those results is 

given in Appendix ‘B.I. 2D vs 2.5D simulations’. All results presented in this Chapter are 2.5D 

simulations. 

The waves considered are visualized in Figure 28. The wave propagating directly through the water 

layer is referred to as the ‘acoustic wave’. If an ice layer is present, some energy is transmitted from the 

acoustic wave into the ice layer, and the wave recorded by the receiver within the ice layer will be 

referred to as the ‘transmitted acoustic wave’. The wave propagating through the ice layer will be 

referred to as the ‘elastic P-wave’, while the refraction of the elastic P-wave into the water layer will be 

referred to as the ‘head wave’. 
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Figure 28. Figure of the main waves considered. The acoustic wave is propagating directly in the water layer and 
the transmitted acoustic wave is transmitted into the ice layer above. The elastic P-wave is the fastest wave in the 
domain, generating a head wave in the water layer. The source is denoted by a yellow star and the squares 
receivers.   

5.1.  Simulations with a homogeneous velocity profile 

This section presents the results obtained with a simple homogeneous velocity profile in the water layer. 

The elastic parameters in the ice layer are the same as previously introduced (Section 3.1. Brief 

description of the general model parameters’). The parameters of the simulations in this section are 

summarized in Table 4. Two receiver sets are utilized, one placed at 1.5 m depth within the ice layer 

and one placed in the water layer at 30 m depth. There are 20 receivers in each set, evenly placed between 

30 and 4000 m. The source is located at 30 m depth, at the symmetry axis. 

 ACOUSTIC REGION ELASTIC REGION 
COMPRESSIONAL VELOCITY  𝒗𝑷 1482 m/s 3500 m/s 
SHEAR VELOCITY  𝒗𝒔 -  1800 m/s 
DENSITY  𝝆 1000 kg/m3 900 kg/m3 
COMPRESSIONAL ATTENUATION  𝜶𝒑 -  0.3 dB/ λ 
SHEAR ATTENUATION  𝜶𝒔 -  1.0 dB/λ 

Table 4. Parameters for the simulations with a homogeneous velocity profile. 

5.1.1.  Model 1 – water only 

Model 1 consists of one water layer only. The simulation uses a time step of 𝑑𝑡 = 1.744 ⋅ 10  s and a 

total of 𝑁 = 18000 time steps. Postscripts were written out during the simulation, and the total 

simulation time was 2 h 30 min. Figure 29 shows the wave field in pressure at 𝑡 = 0.087 s, and the wave 

field at 𝑡 = 1.308 s, approximately 1900 m into the domain, is shown in Figure 30. The figures show a 

simple wave front where the free-surface condition of zero pressure can be observed at the surface as 

the wave amplitude is reduced to zero at this point. A reflection from the surface is observed in Figure 
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29, which merges with the other wave as the wave propagates.  There is some slight noise at the 

symmetry axis, and some reflections from the bottom are visible at the lower part of the wave.  

 
Figure 29. Figure created in SPECFEM2D as part of the output, showing the wave field in pressure without scale, 
at 𝑡 = 0.087 s. The receivers are shown by the green dots and the source by the yellow dot, barely seen at 30 m 
depth on the symmetry axis. 
 

 
Figure 30. The wave field of Model 1 as in Figure 29, but at 𝑡 = 1.308 s.  
 

Seismograms recorded at the 10th receiver, at 𝑥 = 1910.5 m, are shown in Figure 31 for a receiver 

located at 1.5 m depth (Figure 31a) and 30 m depth (Figure 31b). The acoustic wave arrives at 

approximately 1.3 s. It can be noted that the amplitude is smaller at 1.5 m depth in accordance with the 

free-surface condition of zero surface pressure. Smaller oscillations follow the wave pulse of the 

acoustic wave, probably caused by numerical noise. The small pulse arriving just before 1.5 s is likely 

the noise pulse generated by the reflection at absorbing layer in the bottom of the domain, discussed in 

Section ‘4.5.1. Validation of the domain dimensions’.  
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Figure 31. Seismogram from the 10th receiver, located at 𝑥 = 1910.5 m, at 1.5 m depth (blue) and 30 m depth 
(pink). The vertical scales differ as the amplitude significantly decreases towards the surface, according to the 
free-surface condition of zero surface pressure. 

5.1.2.  Model 2 - a range-independent ice layer 

Model 2 has a 3 m thick homogeneous ice layer above 497 m of water. The time step in the simulation 

was 𝑑𝑡 = 7.374 ⋅ 10  s over a total of 𝑁 = 39000 time steps. The CPU time was 2 h 53 min. The 

wave field at 𝑡 = 0.088 s is visualized in Figure 32. In addition to the acoustic wave, an elastic P-wave 

is observed in the ice layer along with a head wave, refracted from the elastic P-wave down into the 

water layer. The head wave can be observed in the visualization of the wave field at 𝑡 = 0.221, in Figure 

33. The wave field at 𝑡 = 0.678 is shown in Figure 34. The elastic P-wave has reached the 10th receiver 

at 𝑥 = 1910.5 m. The head wave in the water is so small at this point that it is not visible in this figure.  

 

 
Figure 32. The wave field in pressure for Model 2 at 𝑡 = 0.088 s. The elastic P-wave can be observed within the 
ice layer. 
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Figure 33. The wave field for Model 2 as in Figure 32, but at 𝑡 = 0.221 s.  
 

 
Figure 34. The wave field of Model 2 as in Figure 32 and Figure 33, but at 𝑡 = 0.678 s. 
 

Simulations were also performed without attenuation in the ice layer to observe its effect on wave 

propagation in the model. Without attenuation in the ice layer, the CPU time was slightly less, 2 h 45 

min. Figure 35a shows the wave pulse at 𝑥 = 1910.5 m at 30 m depth for one case with attenuation 

(blue lines) and one without attenuation (pink lines). A large difference in amplitude of the head wave 

(approx. 0.65 s) is observed, the amplitude is significantly smaller when attenuation is implemented. 

This is expected as more energy is attenuated in the ice in this case. The acoustic wave appears 

unaffected by the attenuation in the ice layer. The amplitude difference between the acoustic wave and 

the head wave is large, whether there is attenuation implemented in the ice layer or not. A time delay in 

the arrival time of the head wave is observed for the attenuating model (Figure 35b). 
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Figure 35. Seismograms from the 10th receiver, at 𝑥 = 1910.5 m and 30 m depth. The wave pulse of the head wave 
is observed at approximately 0.65 s and the acoustic wave at approximately 1.3 s, for one model with attenuation 
in the ice layer (blue lines) and one without (pink lines). Figure 35b shows the head wave between 0.62 and 0.72 
s. 
 

The seismogram from the receiver located at 1.5 m depth within the ice layer at 𝑥 = 1910.5 m is shown 

in Figure 36. It is worth noting the significant difference in amplitude between the elastic P-wave 

(approx. 0.6s) and the transmitted acoustic wave (approx. 1.3 s), which increases in the absence of 

attenuation. The delay in arrival time for the elastic P-wave is clearly shown. The transmitted acoustic 

wave appears unaffected by the attenuation within the ice layer in terms of amplitude. There is an 

opposite polarity of the elastic P-wave (Figure 36) and the head wave (Figure 35b). 

An advantage of applying attenuation in the ice layer is that it appears also to attenuate some of the 

numerical noise. This is observed in Figure 37, which show the transmitted acoustic wave for attenuating 

ice (blue lines) and non-attenuating (pink lines) ice. Note that the amplitudes are very small, and the 

simulation appears to be close to noise level, but an improvement is still clearly visible. 



50 

 
Figure 36. Seismogram from the 10th receiver, located at 1.5 m depth within the ice layer  
at 𝑥 = 1910.5 m. 

 
Figure 37. Zoom in on Figure 36 between 1.25 and 1.35 s showing the wave pulse of the  
transmitted acoustic wave. 

5.1.3.  Model 3 - a range-dependent ice layer 

Model 3 has a range-dependent ice layer, linearly decreasing from 3 m thickness by 0.25 m/km 

throughout the domain. The simulation was run 𝑑𝑡 = 4.994 ⋅ 10  over 𝑁 = 57500 time steps, and the 

CPU time was 4 h 12 min. The model was also run without attenuation in the ice layer. As the results 

with a non-attenuating ice layer were very similar to what has already been presented in the previous 

section, those results will not be included here. However, the CPU time was slightly less without 

attenuation; 3 h 56 min. Model 3 has shown only minor differences compared with Model 2 (3 m thick 

ice), both on the wave field visualizations and the seismograms. Therefore, the results for Model 3 will 

not be presented separately, but instead in comparison with the other two models in the following 

section.  

5.1.4.  Comparison between the three models 

Figure 38 shows the seismograms for all three models at 30 m depth at 𝑥 = 1910.5 m, with the head 

wave shown separately in the upper left corner. The head wave is observed to have a slightly larger 
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amplitude for Model 2 (range-independent ice), which has approximately 0.5 m thicker ice than Model 

3 (range-dependent ice) at this location. The amplitude of the acoustic wave is observed to have a slightly 

larger amplitude in the absence of an ice layer, but the difference (approx. 0.0016) is very small. 

 
Figure 38. Seismograms recorded at 30 m depth at 𝑥 = 1910.5 m, for all three models. The figure in the upper 
left corner shows a zoom in on the head wave, where Model 1 is shown in blue, Model 2 in pink, and Model 3 in 
light blue. 
 

In Figure 39, the seismograms recorded at 1.5 m depth are shown for all models, at 𝑥 = 1910.5. A larger 

amplitude of the elastic P-wave is observed for Model 3 than for Model 2. This is the opposite of what 

is observed for the head wave (Figure 38). The transmitted acoustic wave (approx. 1.3 s in Figure 39) is 

observed to have larger amplitudes for Model 2 than for Model 3. Note that for Model 1, Figure 39 

shows the wave pulse of the acoustic wave only, as this model only contains water. 

 
Figure 39. Seismograms recorded at 1.5 m depth at 𝑥 = 1910.5 m, for all three models. The figure in the upper 
left corner shows a zoom in on the wave pulse of the elastic P-wave, where Model 1 is shown in blue, Model 2 in 
pink, and Model 3 in light blue. 
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Figure 40 shows the wave pulse of the elastic P-wave for Model 2 and Model 3 in the case of a non-

attenuating ice layer. The wave form is different, the arrival time slightly earlier, and the amplitude is 

significantly larger compared to the attenuating case (Figure 39).  

The wave pulse of the head wave also shows a difference in pulse shape, when comparing the attenuating 

(Figure 41) and non-attenuating (Figure 38) cases, but as for the attenuating case, the amplitude is 

slightly larger for Model 2 than for Model 3. 

 

 

 

5.1.5.  Transmission loss 

The transmission loss curves for all three models, both with and without attenuation in the ice layer, are 

shown in Figure 42. The transmission loss at 30 m depth is shown in Figure 42a, where no significant 

differences can be observed between the models. However, there are small differences. Without 

attenuation in the ice layer, the transmission loss at 4 km is 60.67 dB for Model 1, 60.33 dB for Model 

2, and 60.26 dB for Model 3. The curve is a bit irregular at greater distances, and there are uncertainties 

related to the reflection from the absorbing bottom boundary. However, as the curves show the loss in 

dB, variations around 60 dB correspond to small changes in pressure amplitude only. At approximately 

2 km distance, the noise pulse of the reflection is still small enough to the considered insignificant. At 

Figure 40. The wave pulse of the elastic P-
wave for Model 2 (blue line) and Model 3 
(pink line) without attenuation in the ice 
layer. 

 

Figure 41. The wave pulse of the head wave, 
recorded at 30 m depth for Model 2 (blue 
line) and Model 3 (pink line) for non-
attenuating ice. 
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this location, the transmission loss is 50.89 dB for Model 1, 50.58 dB for Model 2, and 50.56 dB for 

Model 3. The curve starts to be irregular at increasing distances, which might be related to the reflections 

from the absorbing layer at the bottom, as explained in Section ‘4.5.1. Validation of the domain 

dimensions’.  

 
Figure 42. Transmission loss in dB curves for Model 1 (blue lines), Model 2 (pink lines), and Model 3 (light blue 
lines) with attenuation (solid lines) and without attenuation (dashed lines) in the ice layer. Figure 42a shows the 
transmission loss at 30 m depth and Figure 42b shows the transmission loss at 1.5 m depth. The dotted vertical 
line marks where the extra pulse discussed in Section ‘4.5.1. Validation of the domain dimensions’ appears, 
although it is still insignificant at this point. 

 

Figure 42b shows the transmission loss within the ice layer. Less transmission loss can be observed for 

Model 3 (range-dependent ice), than for Model 2 (range-independent ice). Note that Figure 42b shows 

transmission loss in the water for Model 1, and in the ice layer for Model 2 and Model 3. 

5.2.  Simulations with a linearly increasing sound velocity profile 

In this section, an upwards refracted sound velocity profile is introduced in the simulations. The sound 

velocity profile is a simplified upwards refracting profile, which linearly increases in velocity with 

increasing depth from 𝑣 = 1482 𝑚/𝑠 at the surface to 𝑣 = 1525 𝑚/𝑠 at 500 m depth (Section ‘3.4.1. 

A linearly increasing sound velocity profile’). The rest of the parameters and the location of the source 

and receivers are the same as in the previous section. There cannot be seen any noteworthy difference 

in the figures visualizing the wave field, and therefore they will not be shown in this section.  

Increased amplitudes of the acoustic wave are observed when the upwards refracting velocity profile is 

implemented, as shown in Figure 43. The head wave (Figure 44) does not appear to be affected by the 

different velocity profiles in the water.  
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Figure 43. The wave pulse of the acoustic wave recorded at 𝑥 = 1910.5 m for Model 1 (fig. a.), Model 2 (fig. b.) 
and Model 3 (fig. c.), for a linearly increasing velocity profile (blue lines) and a homogeneous velocity profile 
(pink lines). The amplitude is significantly increased in all models when a linearly increasing velocity profile is 
implemented.  

 
Figure 44. The wave pulse of the head wave for Model 2 (fig. a.) and Model 3 (fig. b.) for a linearly increasing 
(blue lines) and a homogeneous velocity profile (pink lines), recorded at the same position as Figure 43.  
 

The same trends of increased amplitudes are observed within the ice layer. The amplitude of the 

transmitted acoustic wave becomes larger with an upwards refracting velocity profile for all models 

(Figure 45). Note the different scales on the figures and the amplitude differences between the models. 

The largest amplitudes are observed in the absence of ice, and the second largest amplitudes are observed 

for Model 2 (range-independent ice) for both velocity profiles. Some oscillations can be observed for 

Model 3 after 1.3 s. The amplitude is so small at this point that it is close to the noise level. The elastic 

P-wave is not observed to be affected by the different velocity profiles in the water layer, as shown in 

Figure 46. 

 
Figure 45. The wave pulse of the acoustic wave for Model 1 (fig. a.) and the transmitted acoustic wave for Model 
2 (fig. b.) and Model 3 (fig. c.), recorded at the same horizontal position as Figure 43 and Figure 44, for a linearly 
increasing (blue lines) and a homogeneous velocity profile (pink lines). Note the different scales on the axes.  
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Figure 46. The wave pulse of the elastic P-wave for Model 2 (fig. a.) and Model 3 (fig. b.), recorded at the same 
horizontal position as the previous figures in this section (Figure 43, Figure 44, Figure 45), for a linearly 
increasing (blue lines) and a homogeneous velocity profile (pink lines Note the slightly different scales on the axes. 
 

Transmission loss curves for all models are shown at 30 m depth in Figure 47a and at 1.5 m depth in 

Figure 47b. The loss curves at 30 m depth deviate after approximately 500 m, where the loss decreases 

for the upwards refracting velocity profile (dashed lines), compared to the homogeneous velocity profile 

(solid lines), for all models. At 4 km, there is a difference of approximately 20 dB in transmission loss 

for a receiver and source at 30 m depth between the different velocity profiles. The curves are somewhat 

irregular for increased distances, probably due to reflections from the absorbing layer. No large 

differences can be observed in transmission loss between the three models for neither velocity profile. 

However, there are small differences. At 4 km, a 40.60 dB loss is observed for Model 1, 40.20 dB for 

Model 2, and 40.20 dB for Model 3. At approximately 2 km, there is a 43.39 dB loss observed for Model 

1, 43.02 dB for Model 2, and 43.01 dB for Model 3, which means that there is approximately 7.5 dB 

less transmission loss for the linearly increasing velocity profile compared to the homogeneous profile 

at this point. The loss curves for the upwards refracting profile show fewer irregularities with distance, 

which might be explained by fewer waves interacting with the absorbing bottom boundary. 

 
Figure 47. Transmission curves in dB for Model 1 (blue), Model 2 (pink) and Model 3 (light blue), with a 
homogeneous sound velocity profile (solid lines) and a linearly increasing sound velocity profile (dotted lines). 
Figure 47a shows the transmission loss at 30 m depth and Figure 47b the loss at 1.5 m depth. The dotted line 
marks where the extra pulse can be observed as a small noise pulse.  

 

The transmission loss in the ice layer is not significantly affected by the difference in sound velocity 

profile in the water before 2 km range. The loss curves of the models with an upwards refracting profile 
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does however become more irregular with increasing distance compared to the models with a 

homogeneous velocity profile. This especially applies to Model 2 (range-independent ice), where the 

transmission loss also decreases with increasing distances for an upwards refracting sound velocity 

profile. The same trend can be observed for Model 3 (range-independent ice), but with smaller 

differences. The increasing irregularity might be linked to the reflections from the absorbing layer (see 

Section ‘4.5.1. Validation of the domain dimensions’). 

5.3.  Simulations with an Arctic sound speed profile 

To implement a more realistic velocity profile, an Arctic sound speed profile is built from CTD-data 

measured at latitude 83.1303 and longitude 31.7093 (Chierici et al., 2021) as described in Section ‘3.4.2. 

An Arctic sound speed profile from CTD-data’. The velocity profile is ranging from 𝑣 = 1440.4 𝑚/𝑠 

to 𝑣 = 1463.9 𝑚/𝑠 and the density profile between 𝜌 = 1026.61 𝑘𝑔/𝑚  and 𝜌 = 1027.95 𝑘𝑔/𝑚 . 

The rest of the parameters are the same as in the previous section. There are no notable differences in 

the figures visualizing wave field compared to the previous two cases, and those figures will therefore 

not be presented.  

Seismograms from 30 m depth 1910.5 m into the domain are shown in Figure 48 for all three models. 

As in the previous two sections is the amplitude of the head wave (Figure 48a) larger for Model 2 (range-

independent ice) than for Model 3 (range-dependent ice). As for the previous velocity profiles, the 

amplitude of the acoustic wave is slightly larger in the absence of ice (Figure 48b), but a small phase 

shift is observed.  

 
Figure 48. Seismogram recorded at 30 m depth at 𝑥 = 1910.5 m at 30 m for Model 1 (blue lines), Model 2 (pink 
lines), and Model 3 (light blue lines).  A closer view of the head wave is shown in Figure 48a and of the acoustic 
wave in Figure 48b. 
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Figure 49. Seismogram for Model 2 at 𝑥 = 1910.5 m at 30 m depth in Figure c, for a homogeneous (blue lines), 
linearly increasing (pink lines), and an Arctic sound speed profile (light blue lines), with a zoom in on the head 
wave (Figure 49a) and a zoom in on the acoustic wave (Figure 49b). The acoustic wave shows a phase change for 
the Arctic sound speed profile, which has a strong velocity gradient. 
 

Seismograms for Model 2 (range-independent ice) recorded at 30 m depth, at 𝑥 = 1910.5 m, are shown 

for all implemented sound velocity profiles in Figure 49. When the Arctic sound speed profile is 

implemented, a small delay in arrival time is observed for the head wave (Figure 49a). This delay is 

expected due to the significantly slower velocities in this profile (see Section ‘3.4.2. An Arctic sound 

speed profile from CTD-data’, Figure 13). The acoustic wave (Figure 49b) propagates directly through 

the water and thus, shows a larger delay in arrival time. The amplitude of the acoustic wave is 

significantly larger when the Arctic sound speed profile is implemented, and a phase shift is observed.  

Seismograms for all the models recorded at 1.5 m depth, 1910.5 m into the domain, are shown in Figure 

50. The elastic P-wave (Figure 50a) and the transmitted acoustic wave (Figure 50b) both show the same 

features as presented for the other two velocity profiles. Note that Figure 50b shows the acoustic wave 

for Model 1 (water only).  

Seismograms for Model 3 (range-dependent ice) at 30 m depth, for Model 2 and Model 3 at 1.5 meters 

depth, and for Model 1 at both 1.5 and 30 m depth, are not shown as they are very similar to what already 

is presented, in terms of both the shapes and features of the wave pulses. The results for both Model 2 

and Model 3 at 1.5 m depth show that the wave propagating within the ice layer appears quite unaffected 

by the velocity profile in the water. Also, only a very small increase in the amplitude of the elastic P-

wave and the transmitted acoustic wave is observed when the Arctic sound speed profile is implemented. 

The relative differences between the models for the amplitude of the transmitted acoustic wave are 

comparable to what is shown for the acoustic wave in Figure 49b for the different sound velocity 

profiles. The seismograms for Model 3 (range-dependent ice) at 30 m depth are very similar to Model 2 

(Figure 49).  The amplitudes of the head wave are observed to be slightly larger for Model 2 than for 

Model 3, while no noteworthy differences are observed for the acoustic wave. The acoustic wave in 
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Model 1 shows the same shape and features as is presented for Model 2 and Model 3 above, for both 

receiver depths.  

 
Figure 50. Seismograms for Model 1 (blue lines), Model 2 (pink lines), and Model 3 (light blue lines) at 1.5 m 
depth 1910.5 m into the domain, with a zoom in on the wave pulse of the elastic P-wave (fig. a.) and for the 
transmitted acoustic wave (fig. b.). 

                    
Figure 51. Transmission loss curves at 30 m depth for Model 1 (blue lines), Model 2 (pink lines) and Model 3 (light 
blue lines) with the homogeneous velocity profile (solid lines), the linearly increasing velocity profile (dashed 
lines) and the Arctic sound speed profile (dotted lines). The horizontal dotted line marks the where the extra pulse 
can be observed as a small noise pulse.  
 

Transmission loss curves at 30 m depth for all models and all velocity profiles are shown in Figure 51. 

Corresponding to what is shown in the previous sections, the least transmission loss is observed for the 
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models with an Arctic sound speed profile (dotted lines), and the second least loss for the linearly 

increasing profile (dashed lines). The most loss is still observed for the homogeneous profile (solid 

lines). As in the previous sections, there are no large differences in transmission loss between the ice 

models. At 4 km, 34.35 dB loss is observed for Model 1, 33.97 dB for Model 2, and 33.95 dB for Model 

3. At 2 km are the losses 31.96 dB, 31.95 dB, and 31.94 dB, respectively. When the Arctic sound speed 

profile is implemented, a rapid loss can be observed until approximately 500 m range, after which the 

loss increases at a much slower rate. 

The transmission loss at 1.5 m depth is shown in Figure 51 for all models and all velocity profiles. Note 

that Model 1 (blue lines) shows the loss in the water layer, while Model 2 (pink lines) and Model 3 (light 

blue lines) show the loss within the ice layer. The transmission loss curves for Model 2 and Model 3 are 

observed to increase fastest during the first approximately 2 km. After that, the loss curve for the models 

with an upwards refracting sound velocity profile becomes more horizontal compared to the loss curve 

of the models with a homogeneous sound velocity profile. The least loss is observed for the models with 

an Arctic sound speed profile. The transmission loss curves for the ice layer are quite irregular at ranges 

above 2 km, but two trends can be distinguished; less loss is observed for range-independent ice (Model 

2) than for ice with a linearly decreasing thickness (Model 3), and the loss appears to decrease the more 

upwards refracting the velocity profile in the water is. However, there are some uncertainties with the 

loss curves at increased distances, and the impact on transmission loss is most visible for Model 2, while 

it is closer to the noise level for Model 3. 

 
Figure 52. Transmission loss in dB shown as for Figure 51, but at 1.5 m depth. 

5.4.  Simulations with ice roughness and ice ridges 

In this section, ice roughness and ice ridges are implemented in different combinations, as described in 

Section ‘3.7.2. Ice models with ice ridges’. Two ice ridges are located at 𝑥 = 996 m and 𝑥 = 2992 m, 

one ridge with a 4.9 m deep keel and one with a 7.1 m deep keel. Their horizontal location is varied. 
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Both a smooth ice-water interface with surrounding 2 m thick ice layer and a rough ice-water interface 

with a surrounding ice of 2 m mean thickness are used in the following simulations.   

All simulations in this section are done with the Arctic sound speed profile built from CTD-data (Section 

‘3.4.2. An Arctic sound speed profile from CTD-data’) and its corresponding density profile, introduced 

in the previous section. Also, the same elastic ice parameters as in previous simulations are used. All 

parameters are summarized in Table 5. Additionally, the domain, the source location, and the horizontal 

locations of the receivers are the same as in earlier simulations. Two extra receiver sets were placed at 

100 m and 150 m depth, but the results from 1.5 m and 30 m depth are mainly shown in this section as 

well.  

 FLUID REGION SOLID REGION 
COMPRESSIONAL VELOCITY  𝒗𝑷 1440.4-1463.9 m/s 3500 m/s 
SHEAR VELOCITY  𝒗𝒔 -  1800 m/s 
DENSITY  𝝆 1026.61-1027.95 kg/m3 900 kg/m3 
COMPRESSIONAL ATTENUATION  𝜶𝒑 -  0.3 dB/ λ 
SHEAR ATTENUATION  𝜶𝒔 -  1.0 dB/λ 

Table 5. Parameters in the simulations. 

5.4.1.  A smooth ice model with two ice ridges 

First, the results for a model with a smooth ice-water interface and two ice ridges are presented. The 

model has the shallower of the two ice ridges (4.9 m) as the first ridge in the domain, and the deeper 

(7.1 m) as the second. The simulations are done with time step 𝑑𝑡 = 4.9335 ⋅ 10  over 59000 steps. 

The CPU time was 4 h 31 min. Model 2 (3 m thick ice) from the previous section will be used as a 

reference model to easier distinguish the contribution of the ice ridges. The wave field at time 𝑡 = 0.75 

is shown in Figure 53. 

 
Figure 53. The wave field at 𝑡 = 0.75 in a domain with smooth ice and two ice ridges, one shallow (4.9 m) at 996 
m and one deeper (7.1 m) at 2992 m. Arrow a show the backscattered elastic P-wave, arrow b the backscattered 
transmitted acoustic wave and arrow c the forward scattered transmitted acoustic wave. 
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Figure 53 shows the wave field when the acoustic wave just passed the first ice ridge. This causes energy 

to be transmitted into the ice layer and to be scattered, both backward (arrow b in Figure 53) and forward 

(arrow c Figure 53). In Figure 53, the elastic P-wave has already passed the first ice ridge (at approx. 

0.37 s), which also generated scattering. The backward scattered elastic P-wave shown by arrow a has 

at this point been reflected at the symmetry axis and will continue through the domain as noise.  

Therefore, more waves are generated when an ice ridge is introduced to the simulations. When the 

acoustic wave passes the ice ridge, a forward and backward scattering of the transmitted wave occurs, 

generating a small head wave as the scattered waves are refracted into the water. Those waves will be 

referred to as the head wave of the forward scattered and backscattered transmitted acoustic waves. In 

addition, the elastic P-wave generates a backward scattered elastic P-wave when it passes the ice ridge, 

which propagates within the ice layer. This wave will be referred to as the backscattered elastic P-wave, 

which also refracts into the water layer and generates a backscattered head wave. There cannot be 

distinguished any forward scattered elastic P-wave, as this wave would propagate at the same velocity 

as the elastic P-wave, and by so, practically be in the same wave. A wave, which appears to propagate 

both within the ice and the upper water layer, is also observed after the elastic P-wave and the acoustic 

wave pass the ice ridge. This wave propagates at a velocity of approximately 1400 m/s. Figure 54 

visualizes the waves generated as the acoustic wave, and the elastic P-wave passes the ice ridges. This 

figure is created in a shallower domain (200 m depth) for a level ice of 3 m thickness with an ice ridge 

at 𝑥 = 520 m to visualize the wave more clearly. Note that the waves are observed to be more distinct 

for thicker ice. A figure obtained for the same model with a 2 m thick surrounding ice is shown in 

Appendix B.II. , Figure 99. 

 
Figure 54. The wave field of a wave propagating in a 200 m deep domain. Figure 54a shows the wave field over 
approximately 1100 m range and Figure 54b over approximately 1200 m range. The ice ridge is marked by a 
yellow triangle for clarity. 
 

Figure 55 shows the wave field at time 𝑡 = 2.13, right after the acoustic wave has passed the second, 

deeper ice ridge. Both a backscattered (arrow a) and a forward scattered (arrow b) transmitted acoustic 

wave are observed. Note that a reflection from the absorbing layer can be observed in the figure.  
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Figure 55. The wave field as described in Figure 53, but at time 𝑡 = 2.13. The acoustic wave has just passed the 
second ice ridge at this point.  
 

To compare the effect of the shallower and deeper ice ridge their locations are exchanged, and the 

simulations are run with the deeper ridge in the first part of the domain (𝑥 = 996 m) and the shallower 

as the second (𝑥 = 2992 m). The figures of the wave field are very similar to what is already shown 

and will not be presented. The seismograms presented in this, and the following sections, are recorded 

at the receivers just before and after each ice ridge. The receivers are denoted 1,2,3, and 4, with a prefix 

denoting their vertical location, where ‘i’ denotes the receivers in the ice layer and ‘w’ denotes the 

receivers in the water layer, as shown in Figure 56. 

 
Figure 56. The eight receivers that will be considered in this section. Receiver i1, i2, i3 and i4 are located at 1.5 
m depth in the ice layer, and receiver w1, w2, w3 and w4 are located in the water, at 30 m depth. The green dots 
mark all receivers in the domain and the star marks the source. 
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Seismograms for receiver w1, w2, w3, and w4 are shown in Figure 57, together with Model 2 from the 

previous section as a reference, where the time window is chosen to show the wave pulse of the acoustic 

wave. The acoustic wave does not show any notable differences when the two ice ridges are 

implemented. Neither does it show any difference whether the deeper ridge is located early (pink lines) 

or late (blue lines) in the domain.  

The seismograms for receiver w1, w2, w3, and w4, are shown in Figure 58, with time windows chosen 

to show the head wave. The head wave (at approx. 0.31 s, 0.37s, 1.0 s, 1.09 s, for the receivers in Figure 

58) does not show any large differences for the different ridge locations but is reduced in amplitude 

compared to Model 2. The elastic P-wave passes the first ice ridge at approximately 0.36 s, and the 

backscattering is likely shown around 0.4 s in Figure 58A. There is also a wave pulse at approximately 

0.44 s in Figure 58A, which could be the wave propagating in the ice-water interface. The receiver is 

located 131 m from the ridge, and with a velocity of 1400 m/s it should reach the receiver at 

approximately 0.45 s. Two wave pulses are observed at approximately 1.4 s and 1.45 s in Figure 58C 

and Figure 58D, respectively. This pulse is not present in the simulation without ice ridges (Model 2, 

green lines) and is clearly caused by the ridges. In Figure 58C, a slight difference in amplitude of the 

head wave is observed when the two models with ice ridges are compared to each other, and there is 

also observed an extra pulse at around 1.35 s, which is not present in the model without ice ridges. 

Receiver w3 is located before the second ice ridge, which could be a backscattered head wave. 

 

Figure 57. The seismograms from receiver w1 (fig. A), w2 (fig. B), w3 (fig. C) and w4 (fig. D) showing the wave 
pulse of the acoustic wave for the model with the deepest ice ridge located first (pink) of the two ridges and last 
(blue) of the two ridges. Note the different scales on the axes. 
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Figure 58. Same as Figure 57, but the wave pulse of the head wave is shown instead. 
 

Seismograms from receiver i1, i2, i3, and i4, are shown in Figure 59 and Figure 60. The elastic P-wave 

can be observed in Figure 59 (at approx. 0.3 s, 0.37 s, 1.0, and 1.05 s for figure A-D, respectively), and 

shows no remarkable differences due to the difference in ridge depth. It is observed to decrease with 

increasing distance compared to Model 2, which does not have any ice ridges but 1 m thicker ice. The 

elastic P-wave reaches the first ice ridge at around 0.36, and the backscattered head wave is likely 

observed in Figure 59A at approximately 0.4 s. The transmitted acoustic wave is observed at 

approximately 0.6 s (Figure 59A, Figure 60A) and 0.75 s  (Figure 59B, Figure 60B), 2.05 second (Figure 

60C), and 2.2 s (Figure 60D). The transmitted acoustic wave shows differences in amplitude depending 

on the depth of the ice ridge it passes.  

The acoustic wave passes the first ice ridge at around 0.72 s (Figure 53) and generates a forward- and 

backscattered transmitted acoustic wave. This backscattered transmitted acoustic wave could explain 

the wave pulse at 0.73 s in Figure 60A. The forward scattered acoustic wave could likely be observed 

at 0.74 in Figure 60B, and approximately 2.09 in Figure 60C. Overall, there are small differences in the 

amplitude between the two cases of different ridge locations. In both amplitude and pulse shape, the 

most notable differences appear to be for the scattered transmitted acoustic wave.  
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Figure 59. The seismograms from receiver i1 (fig. A), i2 (fig. B), i3 (fig. C) and i4 (fig. D) showing wave pulse of 
the elastic P-wave, amongst other waves, in a chosen time window for the model with the deepest ice ridge located 
first (pink) of the two ridges and last (blue) of the two ridges. Note the different scales on the axes. 

 
Figure 60. Same as Figure 59, but with chosen time windows to show the wave pulses of the transmitted acoustic 
wave. Note the different scale on the axes. 
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On the presented seismograms, the amplitude of the transmitted acoustic wave can be observed larger 

for the deeper ice ridge after the acoustic wave has passed the ridge (e.g., 0.75 s in Figure 60B and 2.2 

s in Figure 60D. A crop out of the wave field figures showing the acoustic wave after it passed the first 

ice ridge in the domain is shown in Figure 61 and Figure 62, between approximately 1070 m and 1700 

m at time 𝑡 = 0.89 s. The ice model with the deepest ice ridge at this location is shown in Figure 61, 

while Figure 62 is showing the ice model with the shallower ice ridge at the same location. A wave 

propagating in the ice layer and the ice-water interface can be observed, which appears stronger after 

the deeper ice ridge. 

 

 

Only small differences between the models with two ice ridges and the model without ice ridges are 

observed in terms of loss. At 4 km is the loss 34.16 dB for both models. Figure 63 shows the transmission 

loss difference in dB at 30 m depth, using Model 1 (water only) and Model 2 (3 m thick ice) from the 

previous section as reference models. Negative signs denote decreased loss, while positive signs denote 

increased loss, compared to the reference model in question. Both models with ridges have 

approximately 0.19 dB less transmission loss than Model 1 (Figure 63, left side) and approximately 0.19 

dB more loss than Model 2 (Figure 63, right side), at 4 km. In connection to the first ridge, there can be 

observed an increase in the difference between the ice model with the deepest ridge at this location, and 

Model 2 as reference model, meaning that there is an increased transmission loss at those points. Note 

that the differences in transmission loss are overall very small. 

Figure 61. The wave field at 
0.89 s for the ice model with the 
deepest ridge at x = 996 m. The 
acoustic wave has passed the 
ice ridge. A wave propagating 
in the ice and at the ice-water 
interface can be observed.  

 

Figure 62. The wave field at 
0.89 s for the ice model with the 
shallower ice ridge at x=996 m. 
The wave in the ice layer 
appears weaker than for the 
corresponding model with a 
deeper ice ridge at the same 
location in Figure 61.Also, the 
wave seems to propagate more 
in the ice and not in the ice-
water interface. 
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Figure 63. Transmission loss difference in dB at 30 m depth, with Model 1 (water only) on the left side, and Model 
2 (3 m thick ice) on the right side, as reference models. Positive signs denote more loss, and negative signs denote 
less loss, compared to the reference model in each figure. 
 

Figure 64 shows transmission loss curves at 1.5 m depth, in the ice layer. The curves are irregular but 

show an overall decrease in loss for the models with ice ridges (blue and pink lines), compared to the 3 

m thick ice layer without any ice ridge (light blue line). A decrease in transmission loss is shown where 

the deeper ice ridge is located, consistent with the increased transmission loss in Figure 63. 

 

           
Figure 64. Transmission loss in dB curves as in Figure 63, but at 1.5 m depth and without Model 1. Note that the 
labels have different colors than in the previous figures. The model with 3 m thick ice is shown in light blue, the 
model with a deeper (7.1 m) ice ridge at 996 m is shown in blue, while the ice ridge with a shallow (4.9 m) ice 
ridge at 996 m is shown in pink. 
 

To study the impact of source depth on transmission loss, the ice model with the shallowest ice ridge in 

the first part of the domain was modeled with four different source depths. Figure 65 shows transmission 

loss curves at 1.5 m and 30 m depth for a source located at 10 m (blue line), 30 m (pink line), 50 m (light 
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blue line), and 100 m (purple line) depth. The transmission loss recorded at 30 m depth (Figure 65a) is 

observed to decrease with an increasing source depth. The transmission loss curves within the ice layer 

(Figure 65b) is a bit irregular but also shows greatest loss for the shallowest source. 

 

Figure 65. Transmission loss curves in dB for a receiver at 30 m depth (fig. a.) and within the ice layer (fig. b.), 
for a source at 10 m (blue lines), 30 m (pink lines), 50 m (light blue lines), and 100 m (purple lines) depth.  

5.4.2.  A rough ice model with two ice ridges 

In this section, ice roughness is implemented in the simulations, as the only difference from the previous 

section. The simulation used time step 𝑑𝑡 = 2.1916 ⋅ 10  s over 130000 steps. The CPU time was 9 h 

52 min. Model 2 (3 m thick ice) from the previous section is also used as a reference model in this 

section. The wave field at time 𝑡 = 0.75 and at 𝑡 = 2.13 s is visualized in Figure 66 and Figure 67, 

respectively. Both figures show great similarities to the figures of the wave field in the domain with a 

smooth ice-water interface (Figure 53, Figure 55). However, more backscattered waves (e.g., arrow a in 

Figure 66) and noise are observed at the symmetry axis in the simulations with rough ice. 

 
Figure 66. The wave field at 𝑡 = 0.75. The domain has two ridges, a shallower at 𝑥 = 996 m and a deeper at 𝑥 =
2992 m, and a rough ice-water interface. Arrow a show the backscattered elastic P-wave, arrow b the 
backscattered transmitted acoustic wave and arrow c the forward scattered transmitted acoustic wave. 
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As in the previous section, there is no difference in the wave pulse of the acoustic wave caused by the 

different ridge locations. Also, the amplitude corresponds to what was shown in the previous section, 

and therefore, the seismograms showing the acoustic waves separately are not presented in this section.  

 
Figure 67. The wave field as in Figure 66, but at time 𝑡 = 2.13 s. 
 

The wave pulse of the head wave is shown for station w1, w2, w3, and w4. in Figure 68.  

      
 
Figure 68. The seismograms from receiver w1 (fig. A), w2 (fig. B), w3 (fig. C) and w4 (fig. D), showing the wave 
pulse of the head wave for the model with the deepest ice ridge located first (pink lines) and last (blue lines) parts 
of the domain with a rough ice-water interface. Note the different scales on the axes. 
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In Figure 68, a larger amplitude is observed for the simulation where the deeper ridge is located in the 

first part of the domain (pink lines). In general, the rough ice-water interface generates many extra 

oscillations on the seismograms. Note that a larger amplitude of the head wave is observed for the model 

with a deep ice ridge in the first part of the domain (pink lines). This can also be observed before the 

wave has passed the first ice ridge. 

Figure 69 and Figure 70 show seismograms recorded at 1.5 m depth on chosen time intervals. The elastic 

P-wave (Figure 69) is, as the head wave, observed to have larger amplitudes when the deeper ridge is 

located in the first part of the domain (pink lines). Also, note the differences in the transmitted acoustic 

wave recorded at receiver i2 (78 m after the first ridge) between the models (at approx. 0.75 s, Figure 

70b), where a larger amplitude is observed for the ridge with the deeper ridge at this location. This can 

also be observed after the second ice ridge, where the amplitude of the transmitted wave becomes largest 

for the model with the deepest ridge at this location (at approx. 2.2 s in Figure 70D) 

 
Figure 69. Seismograms from receiver i1 (fig. A), i2 (fig. B), i3 (fig. C) and i4 (fig. D), in a time window showing 
the elastic P-wave. 
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Figure 70. Seismograms as in Figure 69, but for time intervals around the arrival of the transmitted acoustic wave. 
 

Figure 71 shows the transmission loss curves in the ice layer. The transmission loss curves displays 

sharp variations. One can, however, observe a decreased loss in connection to the location of the ice 

ridges, at around 1 and 3 km, where the least loss is observed for the models with the deeper ice ridge 

at the location in question.  

     
Figure 71. Transmission loss curves in dB at 1.5 m depth for the four ice models. Two models with the deeper ice 
ridge in the first part of the domain, one smooth (pink line) and one rough (purple line), and two models with the 
deeper ice ridge in the second part of the domain, one smooth (blue line) and one rough (light blue line). 
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As in all the previous cases, there are only small differences between the models for the transmission 

loss at 30 m depth. Figure 72 shows transmission loss differences in dB with Model 1 (water only) and 

Model 2 (3 m thick ice) from Section ‘5.3. Simulations with an Arctic sound speed profile’ as reference 

models. It is observed that the model with the deep ridge in the second part of the domain (blue lines) 

has a larger transmission loss than both Model 2 and the model with a reversed location of the ice ridges. 

The model with the deepest ice ridge in the first part of the domain (pink lines) is observed to have less 

transmission loss than Model 2. Note that the differences in transmission loss are very small. 

 

Figure 72. Transmission loss differences in dB at 30 m depth, with Model 1 (water only) and Model 2 (3 m thick 
ice) as reference models. Positive signs denote more loss, and negative signs denote less loss, compared to the 
reference model in each figure. The model deepest ridge at the first part of the domain has blue lines, while the 
model with the deepest ridge in the second part of the domain has pink lines. Both models have a rough ice-water 
interface. 
 

5.4.3.  The effect of ice roughness and ice ridges  

To get a better view of the contribution from ice ridges and ice roughness, two models with ice ridges 

will be compared to the model with an ice layer of 3 m thick homogeneous ice with a smooth ice-water 

interface (Model 2 in Section ‘5.3. Simulations with an Arctic sound speed profile’). The models with 

ice ridges have the shallower ridge keel in the first part of the domain (at 𝑥 = 996 m) and the deeper 

keel in the second part (at 𝑥 = 2992 m), one with a smooth and one with a rough ice-water interface. 

The seismograms recorded at 30 m depth just before and after the first ice ridge are shown in Figure 73 

(receiver w1) and Figure 74 (receiver w2). 
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Figure 73. The seismograms from receiver w1, where Figure 73a shows the head wave and Figure 73b the acoustic 
wave for a model with 3 m thick smooth ice (blue lines), and two models with ice ridges, one with a smooth (pink 
lines) and one with a rough (light blue lines) ice-water interface. 
 

 
Figure 74. Seismograms as in Figure 73, but from receiver w2.  
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In Figure 73, the seismograms recorded at the receiver placed approximately 130 m before the first ice 

ridge. The amplitude of the head wave is larger for 3 m thick homogeneous ice (blue line), and the 

smallest for the model with ice ridges and a smooth ice-water interface (pink line). Smaller oscillations 

are observed around the head wave for the model with ice roughness and two ridges (light blue line). 

The backward scattered head wave (at approx. 0.4 s) and the following wave propagating in the ice-

water interface (at approx. 0.44 s) are observed to be affected by the ice roughness.  

For the seismograms recorded approximately 78 m after the first ice ridge (Figure 74), the amplitude is, 

as in the previous section, largest for homogeneous ice, but the difference between the smooth and rough 

model with ice ridges has decreased. The acoustic wave (Figure 74b) does not show any large difference 

between the models, but small differences are present. The amplitude of the acoustic wave is 0.178 for 

Model 2, 0.179 for the smooth ice model, and 0.181 for the rough ice model. 

The seismograms recorded 130 m before the first ice ridge 1.5 m depth (receiver i1) are shown in Figure 

75. The amplitude of the elastic P-wave (Figure 75a) is largest for 3 m thick homogeneous ice and 

smallest for the ice model with ice roughness. The backscattered acoustic wave is observed in Figure 

75b, which shows a larger amplitude for the smooth ice model with two ridges. The transmitted acoustic 

wave is shown in Figure 76, where largest amplitude is observed for the rough ice model with two ridges 

and the smallest for the smooth ice model with two ridges. 

 
Figure 75. Seismograms from receiver i1, where Figure 75a shows the elastic P-wave and Figure 75b the 
backscattered transmitted acoustic wave for a model with 3 m thick smooth ice (blue lines), and two models with 
ice ridges, one with a smooth (pink lines) and one with a rough (light blue lines) ice-water interface. 
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Seismograms for receiver i2 are shown in Figure 77. The pulse of the elastic P-wave (Figure 77a) shows 

the same features as before the ice ridge (Figure 75a) but with decreased amplitudes. Figure 77b shows 

the transmitted acoustic wave (at approx. 0.74) and the forward scattered acoustic wave (at approx. 0.76 

s).  

 
Figure 77. Seismograms from receiver i2. The elastic P-wave is shown in Figure 77a, and the transmitted acoustic 
wave is shown in Figure 77b for a model with 3 m thick smooth ice (blue lines), and two models with ice ridges, 
one with a smooth (pink lines) and one with a rough (light blue lines) ice-water interface. 
 

Transmission loss differences at 30 m depth with Model 1 (water only) and Model 2 (3 m thick 

homogeneous ice) as reference models are shown in Figure 78. Note that the differences in all cases are 

Figure 76. A zoom in on Figure 75c 
at approximately 0.6 s, showing the 
wave pulse of the transmitted 
acoustic wave at receiver i1. 
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small, and that the transmission loss is almost the same for both the smooth (pink lines) and rough (light 

blue lines) models with two ice ridges. However, both models with ice ridges show a slightly larger 

transmission loss than Model 2.  

 
 
Figure 78. Transmission loss differences at 30 m depth with Model 1 (water only) and Model 2 (3 m thick ice) as 
reference models. Positive signs denote more loss, and negative signs denote less loss, compared to the reference 
model in each figure. 
 

The transmission loss curves from 1.5 m depth are shown in Figure 79. The ice models with two ice 

ridges shows less transmission loss than the model with 3 m constant thickness at increasing distances. 

The curves are irregular, but no large difference between the smooth and the rough ice model with two 

ice ridges is shown.  

 
Figure 79. Transmission loss in dB at 1.5 m depth for 3 m thick ice (blue line), smooth ice with two ice ridges (pink 
line), and rough ice with two ice ridges (light blue line). 
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5.4.4.  The effect of the sound velocity profile 

To study the effect of an upwards refracting Arctic sound speed profile on waves interacting with ice 

ridges, the results of the previous section, using upwards refracting profiles, are compared to runs with 

a homogeneous velocity profile (𝑣 = 1482 𝑚/𝑠), using the same ice models. For the models with a 

homogeneous velocity profile, the CPU times were 5 h 43 min and 10 h 56 min for the smooth and 

rough ice model, respectively. 

 
Figure 80. Seismogram from receiver w1, showing two models with a homogeneous velocity profile; one with 
smooth (blue lines) and one with rough ice (light blue lines), and two models with an Arctic sound speed profile; 
one with smooth (pink lines) and one with rough (black lines) ice. 
 

Figure 80a shows the head wave recorded at receiver w1, where larger amplitudes for the models with 

a rough ice-water interface are observed, no matter the velocity profile. The difference in amplitude 

reduces after the head wave has passed the first ice ridge, and the models with a smooth ice-water 

interface can instead be shown to be slightly larger at this point (Figure 81). However, the difference is 

very small, and all models are quite similar at this point. The amplitude of the acoustic wave is 

significantly larger for the models with an Arctic sound speed profile both before and after the first ice 

ridge (Figure 80b, Figure 81b), and the relative difference increases with distance. Due to the different 

velocities in the water, time shifts are observed. 
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Figure 81. Same as in Figure 80, but for receiver w2. 
 

The difference in amplitude of the acoustic wave between the models of different velocity profiles 

continues to grow throughout the domain. Figure 82 shows a significantly larger amplitude for models 

with an Arctic sound speed profile, no matter the shape of the ice-water interface after 2955.3 m. The 

head wave appears to be most affected by the ice roughness, where much smaller amplitudes are 

observed for rough ice in Figure 83. Note that the scales in Figure 82 and Figure 83 are very different. 

 

Figure 82. The wave pulse of the acoustic wave 
recorded at receiver w3, showing the two 
models with a homogeneous velocity profile; 
one with smooth (blue lines) and one with rough 
ice (light blue lines), and the two models with an 
Arctic sound speed profile; one with smooth 
(pink lines) and one with rough (black lines) ice. 
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Figure 83. Same as Figure 82, but in a different time interval, showing the head wave at approximately 1 s. 
 

The amplitude of the elastic P-wave is observed to reduces when ice roughness is applied to the ice 

model, no matter the velocity profile (Figure 84a). The combination of an Arctic sound speed profile 

and rough ice generates the largest amplitudes for the transmitted acoustic wave (Figure 84b, black 

lines), and the model with rough ice and a homogeneous velocity profile shows the second largest 

amplitude. The backscattered transmitted acoustic wave shows increased amplitudes for the models with 

an Arctic sound speed profile (Figure 84b). 

 
Figure 84. Seismogram from receiver i1, showing the model with a smooth ice interface with a homogeneous 
velocity profile (blue) and an Arctic sound speed profile (pink) and the model with a rough ice interface and a 
homogeneous velocity profile (green) and an Arctic sound speed profile (black). Note the different scales. 
 

Figure 85 shows the seismograms recorded at the receiver located approximately 78 m after the first ice 

ridge (receiver i2). The amplitude of the elastic P-wave (Figure 85a) is reduced since receiver i1 but has 

a similar shape. The transmitted acoustic wave (Figure 85b) shows increased amplitudes for the Arctic 

sound speed profiles, no matter the ice-water interface. 
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Figure 85. Seismograms as in Figure 84 , but from receiver i2. 
 

For the smooth and rough ice, the transmission loss at 4 km for the models with a homogeneous velocity 

profile is 60.45 dB and 60.41 dB, respectively. This is larger than what is observed for the models with 

an Arctic sound speed profile, which is 34.16 dB and 34.25 dB for smooth and rough ice, respectively. 

However, the differences in transmission loss between smooth and rough ice models are small in both 

cases.  
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Chapter 6 

Discussion 

6.1.  Modeling acoustic wave propagation in an ice-covered Arctic 

Ocean with SPECFEM2D 

This section will briefly discuss the implementation of ice roughness and ice ridges in the ice models in 

the axisymmetric version of SPECFEM2D. It will also address the issue with reflections of 

backscattered waves at the symmetry axis and discuss the reflection at the absorbing bottom boundary.  

6.1.1.  Implementing ice roughness and ice ridges in SPECFEM2D 

As mentioned in the introduction, the complexity of a realistic sea ice layer and its highly variable 

geometry distinguished by ice ridges and ice roughness along the propagation path (e.g., Jensen et al., 

2011, p. 307) is often a challenge for numerical tools. 

With the internal mesher in SPECFEM2D, the ice layer is defined by a chosen number of (𝑥, 𝑧) points, 

describing the surface and bottom interface of the layers. This gives the ability to define the features in 

the ice layer in a free manner, as SPECFEM2D, in theory, can implement any ice model. Comparing 

SPECFEM2D to OASES, which Hope et al. (2017) used to investigate the impact of ice roughness on 

high-frequency acoustic propagation, OASES instead uses a statistical approach to implement both ice 

thickness and ice roughness. The ice thickness is implemented as a Gaussian distribution around the 

mean, and the ice roughness is implemented as small perturbations around a mean thickness, with a 

correlation length and an RMS value around the mean. OASES requires the RMS value to be small 

compared to the wavelengths (Hope et al., 2017). Hope et al. (2017) calculated the characteristic 

correlation length from an ice segment in the Nansen basin, and found a corresponding roughness RMS 

value of 1.52 m. As this was too large compared to the wavelengths (1.59-4 m), they used an RMS value 

of 0.6 m instead. Theoretically, it would be possible to implement ice roughness with a large RMS value 

compared to the wavelength in SPECFEM2D, as the interface is freely defined by the chosen points. It 

might, however, be beneficial to use an external mesher, e.g. Gmsh (Geuzaine & Remacle, 2009), for 

more complex geometries, to ease the implementation of a nicely fitted mesh around the ice features 

and avoid stretching or compression of the grid cells.  

In this thesis, the ice roughness was created by a Fourier transform of the roughness amplitude spectrum, 

calculated with a Gaussian power spectrum and the characteristic correlation length in Hope et al. 

(2017). The rough ice-water interface was created by adding the ice roughness around a smooth ice 

interface with two ice ridges. In OASES, the roughness is isotropic and transversely invariant and thus, 

has the same statistical properties in all directions. Ice ridges stretches out along one direction, and 
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cannot be considered isotropic (Hope et al., 2017). As the ice roughness with the internal mesher in 

SPECFEM2D is described by a chosen set of (𝑥, 𝑧) points, the ice layer can vary along the propagation 

direction in SPECFEM2D, ice ridges were easily defined. As the axisymmetric 2.5D version is used, 

the features of the ice layer will, however, be symmetric around the symmetry axis and the ice ridges 

and ice roughness will take a circular shape.  

Comparing SPECFEM2D to parabolic equation approximations (e.g., Collis et al., 2016), an advantage 

of SPECFEM2D is that the axisymmetric version of SPECFEM2D takes backscattering into 

consideration, and the backscattered waves are properly modeled (Bottero, 2018). One requirement for 

the parabolic equation approximation is that the backscattered energy is small enough compared to the 

forward scattered energy to be ignored (Thomson & Brooke, 2008). The results of this thesis have shown 

backscattering by both the acoustic and elastic waves to occur at the ice ridges. Probable Scholte waves 

propagating in the ice-water interface were also observed after the elastic P-wave passed the ice ridges. 

In this thesis, only two ice ridges are implemented, which might be an underestimate. Diachok (1976) 

found 9.5 ridges/km as the best fit for data collected in the western part of the Arctic Ocean, and 11.5 

ridges/km for data from the eastern Arctic Ocean. The RMS value in the thesis (0.6 m) is also an 

underestimate, and a more realistic ice layer might generate more scattering.  

However, an issue related to the backscattered waves in the axisymmetric simulations in SPECFEM2D 

is the reflection that occurred at the symmetry axis. This boundary is non-absorbing and was observed 

to cause the waves reaching the symmetry axis to reflect, whereafter they continued to propagate through 

the domain as noise. As explained in (Bottero, 2018), this is a limitation that occurs as the axisymmetric 

models assumed symmetry around the symmetry axis. This symmetry leads to a zero radial component 

for displacement at the symmetry axis, and the boundary at the symmetry axis therefore behaves as a 

perfectly reflecting Dirichlet boundary condition. The geometry of the axisymmetric domain also causes 

backscattered energy to grow towards the symmetry axis, and this issue will be most pronounced when 

the source of scattering is near the symmetry axis. In the simulations, the reflections at the symmetry 

axis became more pronounced when ice roughness was implemented to the model with two ice ridges. 

The noise at the symmetry axis also became more visible. Ice roughness generates scattering (e.g., 

LePage & Schmidt, 1994), and thus, more waves interact with the symmetry axis. The effect of this 

issue has not been investigated nor quantified, and therefore there are uncertainties in the presented 

results related to those artificial waves. The transmission loss curves presented in this thesis are 

calculated from all waves recorded at each receiver, and consequently, those artificial reflections are 

included in the seismograms and affect the presented transmission loss curves to an unknown extent. To 

reduce this impact, a suggestion may be to use only a selected time interval of the seismograms for the 

transmission loss curves. This issue of reflection of backscattered waves at the symmetry axis must be 

considered a limitation when modeling acoustic wave propagation in an ocean with ice roughness and 

ice ridges with the axisymmetric SPECFEM2D. A suggestion to reduce, or at least delay, this issue, 

could be to implement a smooth ice layer close to the symmetry axis and move the heterogeneities away 

from the symmetry axis. However, this would require an extended domain, and would consequently be 

more time consuming. 

A 3D simulation would not have a symmetry axis, and thus, would have solved the issue with the 

reflected backscattered waves. The ice features, as ice ridges, would neither be symmetric around the 
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symmetry axis nor have the circular shape. However, 3D simulation has a higher computational cost 

than a 2.5D simulations, and is particularly costly for the large dimensions needed to model long-range 

propagation in the ocean (Bottero, 2018). 

6.1.2.  Reflections from the absorbing boundary 

Initially, a domain of 100x4000 m was chosen for the simulations. As the perfectly matched layers were 

placed inside the domain, the initial domain had an actual depth of 85 m. As explained in Section ‘4.5.1. 

Validation of the domain dimensions’, the models were validated against the seismo-acoustic 

propagation model OASES and an exact solution.  

The initial domain of 100x4000 was observed to be challenging, as a noise pulse arose at approximately 

500 range. However, a nice correspondence was shown between SPECFEM2D and the exact solution 

before for 500 m. Attempts to change to a finer (1x1 m) and coarser (10x10 m) grid did not improve the 

results. Therefore, the depth of the domain was instead increased to 500 m, while keeping the initial grid 

size (3x3 m). This attempt was successful and good correspondence between OASES, the exact solution, 

and SPECFEM2D could be observed at shorter ranges. However, a noise pulse of negligible size was 

still present at 1910.5 m range and 30 m depth. At an increased range of 2955.3 m, the main pulse in the 

water still showed good correspondence to the reference curve. However, the noise pulse was observed 

to grow with increased distances and is not insignificant for larger ranges. This noise pulse is interpreted 

as a reflection from the absorbing boundary. 

Perfectly matched layers are most efficient for waves with normal incidence angle to the PML, while 

grazing angles are generally more difficult to handle. Therefore, large distances between the source and 

receivers can be challenging (Komatitsch & Martin, 2007).Long-range wave propagation problems 

require very elongated domains, which can be challenging for absorbing boundaries to handle. 

Therefore, the numerical domain must be extended to avoid artificial reflections from the boundaries 

(Xie et al., 2016). In this thesis, the domain is indeed elongated. The initial domain became 85x3985 m, 

as the 5 elements thick PMLs were placed inside the domain, hence the horizontal length is almost 47 

times the vertical length. Better results were found for a 500x4000 m domain, thus for a horizontal length 

of 8 times the vertical depth. In addition, the distance between the source and the receiver is quite large. 

Therefore, one can assume that the grazing angles in the simulations might become challenging for the 

perfectly matched layer, which might be an explanation for the observed reflections at the absorbing 

bottom layer. 

Small elements inside the PML can contribute to numerical instabilities within the absorbing layer. This 

issue can be avoided by using a stretching formulation within the PMLs, which postpones the 

instabilities for an as long time as needed for the simulation (Xie et al., 2014). The absorbing layers 

implemented in the 2.5D version of SPECFEM2D are the improved perfectly matched layers developed 

by Xie et al. (2014) and Xie et al. (2016), which enables modeling in very elongated domains (Bottero, 

2018). The mathematical formulation of the damping profile within the perfectly matched layers in 

SPECFEM2D requires the velocities and densities to be constant in the direction normal to the PML 

inside each absorbing layer. Therefore, an external velocity or density profile must be redefined and set 
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to be constant at these locations (Centre national de la recherche scientifique & Princeton University, 

2021). Unfortunately, this was not done for the external profiles in this thesis. Thus, the velocity and 

density are not constant in the vertical direction inside the bottom absorbing boundary, which leads to 

mathematical challenges for the damping profile. This makes it legitimate to assume that the absorbing 

efficiency will be affected in some way. However, this cannot explain the origin of the bottom reflection 

from the absorbing layer presented in Section ‘4.5.1. Validation of the domain dimensions’, as a constant 

velocity and density profile is used in those simulations.  

It is not certain what causes the reflection at the bottom perfectly matched layer to arise. However, the 

domain in this thesis might be challenging for perfectly matched layers, as it is elongated, has the source 

on the symmetry axis and non-normal incident angles at the absorbing layers. Increasing the domain 

depth did improve the results but did not remove the reflections completely at large ranges. For ranges 

considered in this thesis, the noise pulse is relatively small, and even though there are some uncertainties 

related to this artificial reflection in the results obtained at greater distances, the impact is supposedly 

quite small. However, as this reflection grows with increasing distances, it is suggested that this issue is 

investigated further before performing long-range wave propagation simulations in boundless ice-water 

domains. A suggestion is to investigate whether an increased PML thickness in terms of number of 

elements or larger grid cells in the layer could reduce the reflections.  

6.2.  Comparison to the shallow water models in Collis et al. (2016) 

In this section, the results from Section ‘5.1. Simulations with a homogeneous velocity profile’ and ‘5.2. 

Simulations with a linearly increasing sound velocity profile’ are compared to the predicted transmission 

loss curves of the elastic parabolic solution presented in Collis et al. (2016). Collis et al. (2016) models 

wave propagation in shallow water with a sea floor at 100 m depth for a time-harmonic 50 Hz point 

source and a receiver, both at 30 m depth, over 10 km range. Three model configurations were used, one 

domain with water only, one domain with a range-independent 3 m thick ice layer, and one domain with 

a range-dependent ice layer linearly decreasing from 3 m thickness to 0.5 m thickness after 10 km.  

Their model configurations in terms of ice layers were recreated in this thesis, and the same elastic ice 

parameters and water density were used. However, the domain differs and the results in SPECFEM2D 

were obtained in a 4000x500 m domain. Two sound velocity profiles were used in the water layer in 

Collis et al. (2016), one homogeneous velocity profile (𝑣 = 1500 𝑚/𝑠) and one velocity profile 

linearly increasing with depth (𝑣 = 1482 𝑚/𝑠  to 𝑣 1525 𝑚/𝑠). The predicted transmission loss 

curves obtained by Collis et al. (2016) are shown in Figure 86. 
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Figure 86. Results obtained by Collis et al. (2016) showing the predicted transmission loss of their elastic parabolic 
equation for three models; one model with water only (dashed-dotted lines), one with a range-independent ice 
layer (solid lines) and one with a range-dependent ice layer (dashed lines). Figure 86a shows transmission loss 
for a homogeneous velocity profile and Figure 86b for a linearly increasing velocity profile. 

 

Transmission loss curves obtained in SPECFEM2D are shown in Figure 87, where the approximate 

intervals of the transmission loss obtained in Collis et al. (2016) are shown by the red (homogeneous 

velocity profile) and green (linearly increasing velocity profile) intervals, as read from Figure 86. Note 

that the right-hand axis corresponds to the loss curves presented in Collis et al. (2016), given in dB/ 

1𝜇Pa. A first thing to notice is that the predicted transmission loss presented in Collis et al. (2016) is 

approximately 20-25 dB less transmission loss at 2 km for both velocity profiles. 

The main difference between the results presented in this thesis, and those obtained by Collis et al. 

(2016), is that Collis et al. (2016) models wave propagation in shallow water and have a sea floor at 100 

m depth. The sea floor is attenuating (𝛼 = 0.76 𝑑𝐵/𝜆 and 𝛼 = 1.05 𝑑𝐵/𝜆) and has P- and S-wave 

velocities of 𝑣 = 2000 𝑚/𝑠 and 𝑣 = 1000 𝑚/𝑠. Waves propagating in a shallow water environment 

are trapped in a channel between the surface and the bottom, and thus, are exposed to repetitive 

interactions at both ends (Urick, 1983, pp. 172-177) . Attenuation and reflection at the sea floor impact 

acoustic propagation in shallow water domains (Gavrilov & Mikhalevsky, 2006; Hope et al., 2017), 

while data has shown that it is insignificant for deep basins (Gavrilov & Mikhalevsky, 2006). As Collis 

et al. (2016) models wave propagation in a shallow water domain, there will be both reflection and 

transmission at the sea floor. In this thesis, the sea floor is removed. Instead, an absorbing layer is applied 

at the bottom boundary and all waves propagating to the bottom boundary are theoretically absorbed. 

Consequently, the contribution of waves reflected at the sea floor is excluded, while all bottom loss is 

included in the results presented in this thesis. Therefore, one cannot directly compare the transmission 

loss curves presented in this thesis with the loss curves presented in Collis et al. (2016). 
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Figure 87. Edited from Figure 47, showing transmission loss curves in dB for Model 1 (blue), Model 2 (pink) and 
Model 3 (light blue), with a homogeneous sound velocity profile (solid lines) and a linearly increasing sound 
velocity profile (dotted lines). Approximate values from Collis et al. (2016) for their linearly increasing velocity 
profile is shown between the green interval, and for their homogeneous velocity profile in red intervals. The right-
hand axis corresponds to the values from Collis et al. (2016), while the left-hand axis corresponds to the results 
presented in this thesis. 
 

Additionally, one cannot quantitatively compare the results presented in Collis et al. (2016) and in this 

thesis as the velocity gradient of the linearly increasing sound velocity profile is different. As the same 

velocity range is used over different depths, the velocity gradient becomes stronger in the shallower 

domain in Collis et al. (2016). Also, their homogeneous velocity profile is faster than the homogeneous 

velocity profile in this thesis. However, in terms of the effect of the different sound velocity profiles, 

the results presented in this thesis are consistent with the results in Collis et al. (2016). In both cases, the 

transmission loss considerably decreases when an upwards refracting linearly increasing velocity profile 

is introduced.  

Concerning the effect of the ice layer, it turned out to be somewhat difficult to interpret the results of 

Collis et al. (2016) as the description in the main text does not correspond to what is shown in the figure 

and corresponding figure caption. The figure, and its caption, states least loss for 3 m thick range-

independent ice (solid lines in Figure 86) and most loss for the domain with water only. In contrast, the 

main text says least loss for the range-dependent ice (dashed lines in Figure 86), while most loss is still 

stated for water only. They present the same trends among the ice models for both a homogeneous 

velocity profile (Figure 86a) and an upwards refracting velocity profile (Figure 86b), but with less 

transmission loss for all models in the latter case.  

In this thesis, the observed influence of sea ice on transmission loss at 30 m depth is marginal. This is 

not consistent with the results presented in Collis et al. (2016). The results of this thesis suggest that the 

ice layer does not significantly contribute to decreased transmission loss for a receiver and 50 Hz source 
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at 30 m depth (e.g., Figure 87) at shorter ranges. This applies to both velocity profiles and is consistent 

throughout all simulations conducted. Nevertheless, small differences in transmission loss are observed 

between the models, but the relative differences in transmission loss presented in this thesis are 

significantly smaller than what is presented by Collis et al. (2016). In this thesis, most loss is observed 

for Model 1 (water only), second most for Model 2 (range-independent ice), and least loss for Model 3 

(range-dependent ice), both in the case of a homogeneous and an upwards refracting velocity profile. 

This is not consistent with what is shown in Figure 86, where the least loss is shown for the range-

independent ice (i.e., Model 2). It is, however, consistent with the description in the main text in Collis 

et al. (2016), which describes the least loss to be for the range-dependent ice layer (i.e., Model 3).  

Assuming the discussion about which ice models generate the most loss is ignored, and the relative 

difference between the models instead is addressed, a difference of roughly 3.5 dB and 2.5 dB can be 

read from Figure 86 (Collis et al., 2016) at 4 km for the homogeneous and linearly increasing velocity 

profile, respectively. The total difference between the models in SPECFEM2D is small, 0.41 dB and 0.4 

dB, for the homogeneous and linearly increasing velocity profile, respectively.  

As Collis et al. (2016) model shallow-water wave propagation in an ice-covered domain, the waves are 

repeatedly interacting with the sea ice. Those repetitive wave interactions at the sea ice can be assumed 

to increase the influence of the ice layer on transmission loss. Following the explanation in Collis et al. 

(2016), the least loss is observed for the ice model with linearly decreasing thickness because the angle 

of reflection is reduced, thereby decreasing the loss to the sea floor. Thus, the stronger influence of the 

sea ice in the shallow water domain in Collis et al. (2016) might be explained by the repetitive wave 

interactions at the ice layer. Also, the larger relative difference in loss between the ice models can be 

explained by the decreased sea floor loss for the ice model with linearly decreasing ice thickness. 

In this thesis, all waves are absorbed at the bottom boundary, independent of the incidence angle. 

Therefore, a decreased bottom loss cannot explain why least loss is observed for Model 3 (range-

dependent ice) and this loss must instead be related to the ice layer itself. The observed difference 

between the models is much smaller in this thesis compared to Collis et al. (2016), indicating that the 

ice layer has less impact on transmission loss in deep water domains than in shallow water domains over 

shorter ranges.  

6.3.  The effect of ice ridges on acoustic wave propagation 

Only minor differences in transmission loss at 30 m depth have been observed in this thesis, caused by 

the different configurations of the ice layer. The modeled ice thickness in all ice models is thin compared 

to the acoustic wavelengths (~29-70 m), 2-3 m thick in general, and 4.9-7.1 m thick at the ice ridges. 

The relationship between the incident wave at the sea ice interface and the final reflection going back 

into the water is related in a generalized reflection coefficient presented in Hope et al. (2017). This 

generalized reflection coefficient shows that a 2-3 m thick smooth ice layer will generate a final 

contribution of full reflection for almost all incidence angles at 50 Hz. The ice layer is basically too thin 

to be noticed as a layer by the incident wave.  For a rough sea ice interface with a roughness RMS value 

of 0.6 m, frequencies above approximately 100 Hz are required to generate a generalized reflection 
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coefficient below 1, for almost all angles of incidence. However, waves of approximately 28° incidence 

angle will experience some loss due to the sea ice layer at 50 Hz, both for a smooth and a rough ice 

layer. This indicates that no major differences in transmission loss can be expected in the simulations 

performed in this thesis. However, although no major differences are observed in this thesis, suggesting 

that the ice layer not significantly impacts the transmission loss over a 4 km range, small differences in 

transmission loss are observed, which should not be neglected.  

In this thesis, minor differences in transmission loss at 30 m depth are observed at 4 km range when two 

ice ridges are implemented in a smooth 2 m thick ice layer (34.16 dB), compared to a smooth ice layer 

of 3 m constant thickness (33.97 dB). Also, back- and forward scattering is observed as the waves pass 

by the ice ridges. The most notable differences in the seismograms presented in this thesis are shown 

within the ice layer, where several back- and forward scattered waves are observed. The amplitude of 

the transmitted acoustic wave is shown to increase as the depth of the ice ridge increase, which could 

indicate that ice ridges enhance energy transmission into the ice layer. Also, a local increase in 

transmission loss is observed at the location of the ice ridges, which was most pronounced when the 

deeper of the two ice ridges was located in the first part of the domain. The local increase in ice thickness 

at the ice ridge may explain some of the enhanced transmission of energy into the ice layer at those 

locations. The generalized reflection coefficient in Hope et al. (2017) can be scaled with the ice 

thickness, and a reflection coefficient below 1 would occur at lower frequencies for thicker ice. 

One interesting observation in this thesis is the wave propagating at the ice-water interface. Forward 

modeling performed by Landschulze (2018) showed that Rayleigh waves, Scholte waves, and flexural 

waves are often present in the Arctic ice layer simultaneously. The Rayleigh waves propagate on top of 

the ice layer and in the adjacent air, the flexural waves within the ice layer, and the Scholte waves at the 

ice-water interface. The Scholte waves propagate with velocities lower than the P-wave velocity in the 

fluid layer (Glorieux et al., 2001), which corresponds with the observed velocity in the simulations, 

where the ice-water interface wave propagates at a velocity of approximately 1400 m/s. The flexural 

wave propagates slightly faster than the Scholte wave (Landschulze, 2018), and the part of the interface 

wave which propagates in the ice layer could be explained as a flexural wave. Most of the energy of a 

Scholte wave is kept in the water layer, and it does not attenuate along the horizontal direction. Instead, 

it decays exponentially into the water and ice layer (Glorieux et al., 2001). In this thesis, ice ridges have 

been observed to generate back- and forward scattered transmitted waves and ice-water interface waves. 

Therefore, an additional transmission loss is expected in the water layer at 30 m depth. LePage and 

Schmidt (1994) studied the impact of wave scattering from rough ice. They found that scattering into 

flexural waves in the ice layer is a very important process to consider when calculating acoustic 

propagation loss in the Arctic. In this thesis, the observed increase in transmission loss at 4 km for two 

ice ridges in a 2 m smooth level ice is 0.19 dB, compared to an ice model with 3 m thick smooth ice. 

However, as already mentioned, two ice ridges in four km may likely be an underestimate, and possible 

to assume that the transmission loss in the water would increase with an increasing number of ice ridges. 

In addition, the waves within the ice layer and in the ice-water interface appeared stronger at deeper ice 

ridges, indicating that deeper ice ridges likely would have increased the transmission loss in the water.  
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6.4.  The effect of ice roughness (and ice ridges) 

In this thesis, the effect of ice roughness on acoustic transmission loss for a 50 Hz source and receiver 

at 30 m depth is observed to be very small over shorter ranges. Two models with ice roughness were 

implemented, each with two ice ridges. The difference between the models was the location of the deeper 

and shallower ice ridge, and the roughness profile of the ice surrounding each ice ridge. Both ice 

roughness profiles are implemented with the same parameters but differ slightly due to the random 

phase.   

Compared to a model with 3 m thick smooth ice, the rough ice model with the deepest ridge at 996 m 

showed a decrease in transmission loss, while the model with the deepest ice ridge at 2992 m showed 

an increase. In addition, for the rough ice model with the deepest ridge at 996 m, the amplitudes on the 

seismograms, both in the ice and at 30 m depth in the water, shows larger amplitudes for almost all wave 

pulses, also before the waves wave reached the first ice ridge. 

It is difficult to determine the reason for the difference in observed transmission loss between the rough 

ice models. As the model with the deepest ridge closest to the symmetry axis experiences less loss than 

the three other models with ice ridges, one suggestion is that it might be related to reflections of 

backscattered waves at the symmetry axis. However, as the amplitudes of the rough ice model with the 

deepest ridge at 996 m are larger than for the other ice models with ice ridges, also before the waves 

have reached the first ridge, this indicates that the ice ridge is not the reason.  

Another suggestion is that the observed difference between the rough ice models is related to the 

different ice roughness profiles implemented in the ice models. Although the ice roughness is created 

with the same Gaussian amplitude power spectrum, RMS value, and characteristic correlation length, 

the phase is random. Thus, the ice roughness is not identical around both ice ridges. The ice roughness 

extends to somewhat greater depths around the deeper ice ridge, and the ice is much thicker at the very 

beginning of the domain when the deepest ridge is located at 996 m (see Figure 16, Figure 17). As 

previously mentioned in the thesis, an increase in energy transmission into the ice layer at the ice ridges 

have been observed. Therefore, an increase in transmission loss would be more expected due to the 

difference in ice roughness profiles, than a decrease. As this ice model is the only of four models with 

ice ridges that experience less loss than a model with a 3 m thick smooth ice layer, it indicates that it 

might be numerically caused. Therefore, this model will be excluded from further discussion, and only 

the model with the shallower ice ridge in the first part of the domain will be considered further on in the 

discussion. 

LePage and Schmidt (1994) modeled Arctic low-frequency propagation with a normal mode solution.  

Their results show that the additional transmission loss for 40 Hz frequency, caused by a rough sea-ice 

cover, is expected to be very small at short ranges. For a source at 95 m depth, LePage and Schmidt 

(1994) present an additional transmission loss caused by ice roughness for 50 Hz of approximately 0.02-

0.06 dB/km, depending on how the ice roughness is modeled, compared to a smooth ice layer. In this 

thesis, an additional transmission loss of 0.28 dB is observed at 4 km when ice roughness is implemented 

in an ice model with two ice ridges, compared to the same model without ice roughness. The same 

difference at 2 km is 0.18 dB. Comparing the rough ice model with two ice ridges to the smooth ice 
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model with two ice ridges, an increase in transmission loss of 0.09 dB is observed at 4 km for the rough 

ice model. 

LePage and Schmidt (1994) point out that the transmission loss strongly depends on the different 

experiments. Parameters such as the shape of the sound speed profile, source depth, and ice roughness 

characteristics are important factors affecting the modeled transmission loss. Regardless, their results 

might be assumed to be able to give a fair reference on how much loss can be expected due to a rough 

ice-water interface. In this thesis, the observed differences in transmission loss caused by rough ice are 

fairly comparable to what is presented in LePage and Schmidt (1994). 

LePage and Schmidt (1994) suggest that the transmission loss caused by scattering into flexural waves 

is important to consider when modeling Arctic transmission loss. Additionally, they showed that the 

scattering at rough ice-water interfaces strongly depends on the roughness spectrum of the modeled 

roughness and the scattering into flexural waves in the ice layer increases for increased slopes of the 

features in the rough ice layer. This thesis suggests that the presence of ice ridges in the Arctic Ocean 

will enhance the transmission of energy into the ice layer and, by so, increase the transmission loss in 

the water. Moreover, ice ridges have also been observed to generate both forward and backward 

scattered waves, as well as waves propagating in the ice-water interface. As explained earlier, the ice-

water interface wave is likely a Scholte wave in the water and possibly a flexural wave in the ice. In this 

thesis, the transmission loss is observed to increase by 0.07 dB/km for a rough ice model with two ice 

ridges compared to a 3 m thick ice layer. When both models have two ice ridges, the rough ice model 

have an increase of 0.0225 dB/km in transmission loss, relative to the model with smooth ice. This could 

indicate that larger features such as ice ridges are more important to transmission loss in the water than 

the ice roughness, as they are seemingly more efficient in transferring energy into flexural waves and 

Scholte waves.  

Modeled additional transmission loss caused by ice roughness is highly dependent on the experiment 

configurations. Modeled wave scattering at a rough sea ice interface strongly depends on the shape of 

the roughness profile and scattering into flexural waves increases for shorter roughness correlation 

lengths. The shape of the sound velocity profile and the source depth also significantly impact the 

modeled transmission loss (LePage & Schmidt, 1994). In this thesis, the shape of the sound velocity 

profile is shown to impact the transmission loss in the water considerably. For a 50 Hz source and a 

receiver at 30 m depth, the shape of the sound velocity profile appears to have the most impact on the 

observed transmission loss over shorter ranges. The source depth is also observed to significantly impact 

the transmission loss at 30 m depth, where the transmission loss is observed to increase with decreasing 

source depth. Therefore, it is rather difficult to compare modeled transmission loss accurately. However, 

the results in LePage and Schmidt (1994) give an indication of the expected additional transmission loss 

due to ice roughness, which corresponds fairly to what is observed in this thesis. 

Although the ice layer generally has shown to only have a minor influence on the acoustic transmission 

loss at 30 m depth in this thesis, it is fair to assume that a larger impact is possible for higher frequencies 

and longer ranges (Fricke, 1993; e.g., Gavrilov & Mikhalevsky, 2006; Hope et al., 2017; Yang, 1989). 

It is also important to keep in mind that there are some uncertainties in the presented transmission loss 

in this thesis, related to the reflections of backscattered waves and the reflection at the absorbing bottom 

boundary. As mentioned earlier, the transmission loss curves are calculated from the full seismograms, 
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and not for a particular arrival. Consequently, any artificial wave recorded at the receiver is also included 

in the loss curves. The acoustic wave in the water appears rather unaffected by the different ice layers, 

but the waves within the ice layer becomes more complex with rough ice and ice ridges. Some of those 

waves are also refracted down into the water. Although the seismograms at 30 m depth are dominated 

by the acoustic wave in the water, the differences in transmission loss in the results are small. Therefore, 

the small refractions from the waves reflected at the symmetry axis might also impact the presented 

transmission loss curves to some extent. 

6.5.  The effect of the sound velocity profile 

It is well understood that the characteristic upwards refracting sound velocity profile in the Arctic Ocean 

largely impacts the acoustic wave propagation in the region, as it creates a channel of very efficient 

long-range wave propagation beneath the ice layer (e.g., Jensen et al., 2011; Urick, 1983).  

In this thesis, the transmission loss at 30 m depth has clearly been observed to decrease when an upwards 

refracting sound velocity profile is implemented. The transmission loss is observed to decrease more for 

larger gradients in the profile. For a model with water only, the transmission loss decreased by 7.5 dB 

when a sound velocity profile with linearly increasing velocity was implemented and by 18.9 dB when 

an Arctic sound speed profile was implemented. For a model with 3 m thick ice, the decrease was 7.56 

dB and 18.6 dB for each velocity profile, respectively.  

The shape of the sound velocity profile impacts the transmission loss in the Arctic Ocean, and small 

changes in the profile affect the wave propagation (Gavrilov & Mikhalevsky, 2006). In addition, it can 

affect the scattering loss at rough sea ice interfaces, as sound velocity profiles with a stronger velocity 

gradient in the upper layer experience higher loss than profiles with a weaker velocity gradient in the 

upper layer for the same ice roughness (LePage & Schmidt, 1994).  

Two ice models with two ice ridges, one with a rough and one with a smooth ice-water interface, were 

implemented for a homogeneous velocity profile and an Arctic sound speed profile. The amplitude of 

the acoustic wave was observed to be significantly larger when an Arctic sound speed profile was 

implemented and was not affected by whether the ice-water interface was rough or smooth. Furthermore, 

the amplitude of the head wave was observed to be larger for rough ice than for smooth ice before the 

first ice ridge, no matter the velocity profile, whereas it became smaller for rough ice than for smooth 

ice with increasing distances. This indicates that an increase in transmission loss can be expected for 

rough ice compared to smooth ice, no matter the sound velocity profile. However, the difference in 

amplitude of the acoustic wave is significantly larger than the amplitude of the head wave. Therefore, 

the expected difference in transmission loss due to ice roughness is small, while the expected difference 

in transmission loss due to the Arctic sound speed profile is large. 

An increased transmission loss of 0.09 dB is observed at 4 km for a rough ice model with two ice ridges, 

compared to a smooth model with two ice ridges, when a realistic Arctic sound speed profile is 

implemented. For the same ice models with a homogeneous velocity profile, 0.04 dB less loss is 

observed for the rough ice model. In total, the transmission loss at 4 km is observed to decrease by 
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approximately 26 dB when a realistic Arctic sound speed profile is implemented in the ice models, 

compared a homogeneous velocity profile.  

The results in this thesis confirm that the shape of the sound velocity profile in the water significantly 

impacts the transmission loss in the water. Furthermore, it suggests that the sound velocity profile in the 

water is the most important parameter controlling acoustic transmission at short ranges for a 50 Hz 

source and receiver at 30 m depth in an ocean with a thin 2-3 m thick ice layer. 

6.6.  Modeled acoustic wave propagation within the ice layer 

This section will briefly discuss the wave propagation observed within the ice layer. The amplitude of 

the head wave was observed to be slightly larger for a constantly 3 m thick smooth ice layer than for a 

smooth ice layer with linearly decreasing thickness in all simulations. The opposite was shown for the 

amplitude of the elastic P-wave, which was slightly larger for a 3 m thick ice layer than for an ice layer 

with linearly decreasing thickness. Although the amplitude differences are small, this suggests that more 

energy is kept within the linearly decreasing upwards sloping ice layer, compared to the flat, 3 m thick 

ice layer. The amplitudes of the transmitted acoustic wave have been observed to be larger for a 

constantly 3 m thick ice layer, than for an ice layer with linearly decreasing thickness. This indicates 

that a thicker non-sloping ice layer enhances the energy transmission from the acoustic wave into the 

ice layer. At the same time, the wave refracted from the elastic P-wave into the water is stronger, which 

means that the 3 m thick ice layer both transmits and refracts more energy than an ice layer with 

decreasing thickness. As the amplitude of the transmitted acoustic wave is larger relative to the refracted 

head wave, in total, more energy is transmitted into the ice layer than what is refracted down into the 

water layer. This corresponds to what is observed in the water layer, as more transmission loss is 

observed in the water when the ice layer has a constant thickness. The acoustic wave is observed to be 

slightly smaller when an ice layer is implemented, but the observed difference is very small, and it does 

not differ between the two ice models. This suggests that the minor differences shown in transmission 

loss in the water are caused by the transmission of energy into the ice layer. 

When ice roughness and ice ridges are implemented in the ice models, the most pronounced effects are 

observed on the seismograms recorded within the ice layer itself. In the water, the acoustic wave does 

not show any difference due to the ice ridges and ice roughness, and even if the head wave is shown to 

be affected by the ice roughness, the most effect was still visible within the ice layer itself. The waves 

generated by the ice ridges were best observed within the ice layer. Even though the seismograms 

become complicated when the ice roughness and ice ridges are implemented, it might be possible to use 

this information. A possibility might be to locate ice ridges by recording acoustic wave propagation 

within the ice layer, as the wave pulses of the scattered waves are clearly shown on these seismograms. 

It would have been easier to differentiate between the waves on the seismograms by looking at 

displacement. Displacement seismograms are also available in SPECFEM2D, but it has not been 

possible to study those in this thesis due to the time limit. 

The different sound velocity profiles in the water appear to somehow affect the transmission loss in the 

ice layer. The smooth ice model with 3 m thick ice, the rate of transmission loss appears to reduce around 
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2 km range when an Arctic sound speed profile is implemented. For the same ice model, less loss is also 

observed for the sound velocity profile with linearly increasing velocity, but not as much. The impact 

of the different sound velocity profiles is also somewhat visible for the model with a linearly decreasing 

ice thickness, but the differences are smaller. 

As earlier mentioned, when ice ridges and ice roughness are implemented in the ice models, 

backscattered waves in the ice layer are reflected at the symmetry axis and continue to propagate through 

the domain as noise. As the transmission loss curves are calculated from the full seismograms, this noise 

is also included in the loss curves. Most effect of the ice roughness is observed within the ice layers, and 

it is likely that the transmission loss curves in the ice layer are affected by this noise to a larger extent 

than the loss curves within the water. 

6.7.  In the aspect of Arctic climate change 

The Arctic region experiences rapid climate changes, and the surface air temperature has likely increased 

more than double the global average during the last 20 years (Meredith et al., 2019). In a recent study, 

Xuanji et al. (2022) studied satellite data in the Arctic between the years 1982-2020 and showed an 

approximate decrease of 52 % in ice thickness and 63 % in ice extent, estimating an ice-free Arctic 

Ocean in 2061-2064, if the same trend continues. Sea ice-covered areas are decreasing in extent, and the 

ice becomes both younger and thinner (Lindsay & Schweiger, 2015; Meredith et al., 2019; Stroeve & 

Notz, 2018), and the shape and depth of the ice ridges are changing in the Arctic Ocean. Multi-year ice 

has been observed to contain more and deeper pressure ridges with less steep sides than first-year ice. 

Therefore, less multi-year ice could lead to less ice ridges in the Arctic Ocean (Wadhams & Toberg, 

2012). 

In this thesis, the ice layer has not been observed to impact the acoustic transmission loss at 30 m depth 

to a large extent, no matter the configuration of the ice model. Nonetheless, as previously mentioned, a 

larger impact is likely observed for higher frequencies or greater distances (e.g., Gavrilov & 

Mikhalevsky, 2006; Hope et al., 2017; Yang, 1989).  

The mean thickness of the ice layers in this thesis is between 2 to 3 m. Assuming that this demonstrated 

impact in this thesis is small because the ice thickness is thin compared to the wavelengths, it could 

suggest that the acoustic propagation loss would be less and less impacted by the ice roughness and ice 

layer with the shift towards younger and thinner ice in the Arctic Ocean. The data of the ice segment 

used by (Hope et al., 2017) was collected in the Nansen basin in 2005 and had a mean thickness of 2.4 

m. Gavrilov and Mikhalevsky (2006) refer to observations and suggest a mean thickness in the Nansen 

basin to be 3-4 m in the winter and 2-3 m in the summer. The annual mean ice thickness in the Arctic 

has been observed to be as low as 1.13 m in 2020 (Xuanji et al., 2022). This suggests that the ice 

thickness used in the simulations in this thesis is a reasonable choice.  

The elastic ice parameters for velocity and density used throughout this thesis are parameters in the 

range of what is traditionally used in acoustic wave propagation studies, e.g., Collis et al. (2016); Fricke 

(1993); Gavrilov and Mikhalevsky (2006); LePage and Schmidt (1994) all use P-wave velocities 

between 3000-3500 m/s, S-wave velocities of 1600-1800 m/s, and densities between 900 and 910 kg/m3. 
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Gavrilov and Mikhalevsky (2006) used attenuations of 𝛼 = 0.45 𝑑𝐵/𝜆 and 𝛼 = 0.9 𝑑𝐵/𝜆, compared 

to 𝛼 = 0.3 𝑑𝐵/𝜆 and 𝛼 = 1.0 𝑑𝐵/𝜆 used both in Collis et al. (2016) and in this thesis. As mentioned 

in the introductory chapter, porosity, brine content, and the material properties to withstand stress and 

strain influence the acoustic wave propagation. Those properties vary from multi-year and first-year ice, 

where first-year ice has decreased sound velocities due to increased brine content. Also, for first-year 

ice, the S-wave velocity can become less than the sound velocity in the underlaying water, and by so, 

the transmission of energy into the ice layer can increase (Worcester & Ballard, 2020). With the 

changing climate in the Arctic Ocean and the shifting from older multi-year ice towards younger ice, it 

might be relevant to review the ice parameters to examine whether they are still appropriate choices, or 

if they require to be updated. This is not in the scope of this thesis but might be a suggestion for further 

studies.   

Although the total impact was observed to be small, the results in this thesis suggest that ice ridges 

contribute to an increased transmission loss in the water and can generate interface waves, such as the 

Scholte wave. By comparing the ice models with different locations of the shallower respectively deeper 

ice ridge, a slight increase in transmission loss could be observed at the location of the deeper ice ridge. 

A decreased amount of multi-year ice, and the consequently less deep ice ridges in the Arctic Ocean 

(Wadhams & Toberg, 2012; Worcester & Ballard, 2020), can then be suggested to contribute to 

decreased transmission loss by the sea ice over ranges considered in this thesis. The reduced amount of 

multi-year ice and its deep ridges enables higher frequencies to propagate longer distances, although 

reasonably low frequencies still are necessary for long-range propagation (Worcester & Ballard, 2020). 

The shape of the sound speed profile and the source depth affect the Arctic wave propagation and are 

important for the measured transmission loss (Gavrilov & Mikhalevsky, 2006; LePage & Schmidt, 

1994), and also small changes in the profile can lead to significant changes in the acoustic propagation 

(Gavrilov & Mikhalevsky, 2006). The results in this thesis suggest that the sound velocity profile is the 

most important parameter controlling acoustic transmission loss for a 50 Hz source and receiver at 30 

m depth over shorter ranges. However, only large variations in the shape of the sound velocity profile 

have been implemented. The potential effect of small-scale variations in salinity or temperature has not 

been in the scope of this thesis. Even if the sound velocity profile in the Arctic Ocean typically is 

upwards refracting, there can be a wide variation in the shape of the profile in different regions (Gavrilov 

& Mikhalevsky, 2006).  

Furthermore, the climate in the Arctic Ocean is rapidly changing and the ice-cover has been continuously 

shifting towards younger and thinner ice during the last decades (Stroeve & Notz, 2018). If this trend 

continues, the influence of the sea ice on acoustic transmission loss might decrease and therefore, the 

importance of the sound velocity profile may increase. Also, Xuanji et al. (2022) states that there is a 

possibility of an ice-free Arctic Ocean during September month already by year 2061-2064. Thus, it 

may be possible that closer monitoring and mapping of variations in the sound velocity profile could be 

more meaningful to future wave propagation modeling in the Arctic Ocean. 
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6.8.  Suggestions for future work 

For further work, a suggestion is to refine the implemented ice layer in the models. For example, it could 

be relevant to review the traditionally used elastic ice parameters, to investigate if there is a requirement 

for updated parameters for the ice layer due to the changing ice conditions in the Arctic Ocean. It could 

also be motivated to implement an ice layer with a more realistic roughness RMS value to investigate 

whether this could increase the observed transmission loss caused by the ice layer. Further, it could be 

suggested to increase the range to investigate the impact of a relatively thin ice layer on long-range 

propagation and increase the frequency in the simulations. 

Another suggestion for further work is to study how small-scale changes in the parameters controlling 

the sound velocity profile might affect the acoustic wave propagation in the Arctic Ocean. 

Additionally, the reason and full effect of the observed reflection from the absorbing bottom boundary 

and how this can be removed, could be investigated further. The reflections of the backscattered waves 

at the symmetry axis could also benefit from further attention, to clarify their significance on the 

measured transmission loss in the domain. A suggested solution to remove the reflected backscattering 

is given in Bottero (2018). 
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Chapter 7 

Conclusion 
The main objective of this thesis was to implement an ice layer on top of a water layer in the 

axisymmetric version of the spectral element package SPECFEM2D, to model acoustic wave 

propagation in the deep Arctic Ocean. The aim was to find out whether SPECFEM2D is a suitable tool 

for such numerical modeling.  

As stated in the introduction, modeling a realistic ice-cover includes complex geometries such as ice 

ridges and ice roughness. This thesis has shown that the axisymmetric version of SPECFEM2D is a 

good candidate for numerical simulations in such environments. SPECFEM2D offers the ability to 

implement the ice layer and its features in a very free manner, although it might be beneficial to use an 

external meshing program for more complicated ice layers. Nevertheless, one limitation is the reflections 

of backscattered waves at the symmetry axis. This is problematic when modeling wave propagation in 

a domain with ice roughness and ice ridges implemented, as both those elements produce backscattering. 

There is also potential for improvement related to the reflections from the perfectly matched layer, but 

it is possible that there is a rather simple solution, as an increased domain depth.  

Initially, three models comparable to the models presented in Collis et al. (2016) were set up. Two 

models, one with water only and one with 3 m thick ice, were validated against the seismo-acoustic 

propagation model OASES and an exact solution. In general, a good correspondence was shown for a 

500 m deep domain up to approximately 2 km range, after which a reflection from the bottom PML 

could be observed, growing with distance. At increased ranges the reflection from the absorbing 

boundary becomes so large than it cannot be considered insignificant. Therefore, there are uncertainties 

in the results related to this artificial reflection.  

As a subsidiary objective,  

The influence of sea ice on acoustic wave propagation was compared between the results presented in 

this thesis and the results presented for the shallow water domain in Collis et al. (2016). The ice models 

in Collis et al. (2016) were observed to influence the acoustic transmission loss to a greater extent than 

what is observed in this thesis. Both the difference between a model with an ice layer compared to a 

model of water only, and the difference between the ice models themselves was significantly larger in 

Collis et al. (2016). In terms of the effect of an upwards refracting sound velocity profile, the 

transmission loss was observed to considerably decrease for a linearly increasing sound velocity profile 

compared to a homogeneous sound velocity profile, both in Collis et al. (2016) and this thesis. 

Another subsidiary objective was to implement ice roughness and ice ridges in the models. The ice 

roughness amplitude spectrum was calculated with a Gaussian power spectrum with a characteristic 

correlation length of 19.1 m and a roughness RMS of 0.6 m. Two ice ridges with concave profiles were 

implemented, one of 4.9 m depth and one of 7.1 m depth. The mean ice thickness was 2 m, and a realistic 

Arctic sound velocity profile built from CTD data collected in the nearby surrounding of the Nansen 

basin was implemented. The influence of both ice roughness and ice ridges on transmission loss for a 

50 Hz source and receivers at 30 m depth was observed to be marginal. Instead, the sound velocity 
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profile in the water is indicated to be the most important parameter controlling acoustic wave 

propagation.  

Although the contribution was small in both cases, the ice ridges were observed to influence the acoustic 

transmission loss more than the ice roughness. In addition, scattering into ice and ice-water interface 

waves was observed at the ice ridges. This may indicate that larger elements in the ice layer may be 

more important than the ice roughness itself, as they enhance the transmission of energy into the ice 

layer. Even though the influence of ice roughness and ice ridges on acoustic transmission loss is 

observed to be small in this thesis, it is plausible that the influence may increase for higher frequencies, 

longer ranges, and thicker ice. 

Nevertheless, the results obtained in this thesis suggest that the most important parameter controlling 

acoustic transmission loss for a 50 Hz source and receivers at 30 m depth over short ranges is the sound 

velocity profile. The effect of ice roughness and ice ridges has been observed to be most pronounced 

within the ice layer itself. The influence of ice ridges and ice roughness is present in the observed 

transmission loss curves at 30 m depth but to a much smaller extent than the effect of the sound velocity 

profile. With the rapidly changing climate in the Arctic Ocean and the continuous shifting towards 

thinner and younger ice, it might be proposed that close monitoring and mapping of the shape of the 

sound velocity profile could be more valuable for future wave propagation modeling in the Arctic Ocean. 
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Appendix A 

A.I.  The bulk modulus in a plain strain case 

As described in ‘Chapter 2.1.1Solid region’, stress and strain are related by Hooke’s Law. The stress 

tensor is expressed in terms of infinitesimal strain and the tensor of elastic moduli in Equation (2). The 

tensor of elastic moduli contains 81 values of 𝑐  in total. Due to symmetry, the number of independent 

coefficients is greatly reduced. For uniform materials, it reduces to 36, and for isotropic materials, it 

reduces to 21 values, of which only two are independent. This is closer explained in Ben-Menahem and 

Singh (1981, pp. 18-19). Using the Lamé parameters, an expression for 𝑐  in a isotropic material can 

be written as (Ben-Menahem & Singh, 1981, pp. 18-19; Seth & Wysession, 2003, pp. 29-115): 

𝑐 = 𝜆𝛿 𝛿 + 𝜇 𝛿 𝛿 − 𝛿 𝛿  (58) 

Using Equation (58), Equation (2) can be rewritten as: 

𝑻 (𝒖) = 𝑐 𝜺 (𝒖) = 𝜆𝜀 𝛿 + 2𝜇𝜀    (59) 

where 𝛿  is the Kronecker delta. The dilation of the medium is expressed by a summation of the diagonal 

elements in the strain tensor (Seth & Wysession, 2003, pp. 29-115): 

𝜀 = 𝜀 + 𝜀 + 𝜀  = 𝛥 (60) 

For a plain strain case, there is no strain in the third direction, thus 𝜀  = 0. Then, Equation (59) can be 

written into five expression for the stress tensor (Ben-Menahem & Singh, 1981, p.34-36):  

𝑇 =  𝜆𝛥 + 2𝜇𝜀 =  (𝜆 + 2𝜇)𝜀 + 𝜆𝜀                      

𝑇 = 𝜆𝛥 + 2𝜇𝜀 =  2𝜆𝜀                                                

𝑇 = 𝑇                                                                                 

𝑇 = 𝜆𝛥 + 2𝜇𝜀 = 𝜆𝜀 + (𝜆 + 2𝜇)𝜀                       

𝑇 = 𝜆(𝜀 + 𝜀 )                                                              

(61) 

The bulk modulus 𝐾 = −  characterizes a material’s resistance to pressure and expresses the ratio of 

the applied pressure to the caused volume change. This change in stress and volume can be expressed 

as (Seth & Wysession, 2003, pp. 29-115): 

𝑑𝑻 (𝒖) = −𝑑𝑃𝛿 = 𝜆𝑑𝛥𝛿 + 2𝜇𝑑𝜀    (62) 

In 3D, where 𝑖 = 𝑗 = (1,2,3), the expression of the change in pressure becomes: 



103 

 

−3 𝑑𝑃 = 3𝜆 𝑑𝛥 +  2𝜇 𝑑𝛥 (63) 

In the 2D plain strain case, the pressure change instead takes the expression: 

−2 𝑑𝑃 = 2𝜆 𝑑𝛥 +  2𝜇 𝑑𝛥 (64) 

Therefore, the bulk modulus 𝜅 in the 2D plain strain case becomes: 

𝜅 = −
𝑑𝑃

𝑑𝛥
= 𝜆 + 𝜇 

(65) 

A.II.  The quality factor in a plain strain case 

The quality factor 𝑄 quantifies how much energy that is lost in a medium during one cycle. The inverse 

quality factor 𝑄  is directly proportional to attenuation 𝛼 (Seth & Wysession, 2003, pp. 119-212). The 

inverse quality factor be expressed as (Ben-Menahem & Singh, 1981, p. 848) 

1

𝑄
=

1

2𝜋

−𝛥𝐸

𝐸
 

(66) 

Here 𝐸 is the maximum of stored energy and 𝛥𝐸 is the energy lost during one cycle of 2𝜋. The decay 

of a wave can be expressed as (Seth & Wysession, 2003, pp. 119-212):  

𝐴(𝑡) = 𝐴 𝑒𝑥𝑝 −
𝜔

2𝑄
𝑡  (67) 

An attenuating wave can be expressed as a wave with a complex frequency, 𝜔∗ (Seth & Wysession, 

2003, pp. 119-212): 

𝐴(𝑥, 𝑡) = 𝐴 𝑒𝑥𝑝(𝑖(𝜔 + 𝑖𝜔∗)𝑡) (68) 

 

Here 𝜔∗ = . The velocity of the attenuating wave can then be described as a complex velocity 𝐶 =

∗/  
= 𝑐 + 𝑖𝑐∗, if the attenuation is assumed to be small. Then, the inverse quality factor can be 

expressed as (Seth & Wysession, 2003, pp. 119-212): 

1

𝑄
=

2𝑐∗

𝑐
 

(69) 

Seismic waves are expressed in terms of their elastic modulus, where the S-wave is 𝑣 = , where 𝜌 

is density and 𝜇 is shear modulus (Seth & Wysession, 2003, pp. 58-59). The complex S-wave velocity 

then takes the shape (Seth & Wysession, 2003, pp. 119-212): 
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𝑣 + 𝑖𝑣∗ = 𝑣 1 +
𝑖

2𝑄
=

𝜇 + 𝑖𝜇∗

𝜌
= 𝑣 1 +

𝑖𝜇∗

𝜇
  

(70) 

Which approximated by the first term of the Taylor series leads to: 

𝑣 + 𝑖𝑣∗ ≈  𝑣 1 +
𝑖𝜇∗

2𝜇
  

(71) 

By combining Equation (71) with Equation (69), the expression for the inverse quality factor for S-

waves becomes: 

1

𝑄
=  

𝜇∗

𝜇
 

(72) 

The P-wave velocity 𝑣 = =   where  𝑀 = 𝜌𝑣 = 𝜆 + 2𝜇 is the P-wave modulus (Mavko et 

al., 2020, p. 38).  Using the bulk modulus for the 2D plain strain case 𝜅 =  𝜆 + 𝜇, the expression for the 

P-wave velocity can be written as 𝑣 =
 

, and the expression for the inverse P-wave quality factor 

becomes: 

1

𝑄
=

𝜅∗ + 𝜇∗

𝜅 + 𝜇
 

(73) 

A.III.  The image solution used for model validation 

Trond Jenserud at the Norwegian Defence Research Establishment (FFI) contributed with the reference 

curves obtained by an exact solution to validate the SPECFEM2D models (Section ‘4.5. Validation’, 

Figure 18, and Figure 19). The exact solution used to validate the models was an image (ray) solution 

for a fluid half-space with a pressure free upper boundary. For a homogeneous waveguide of depth ℎ 

with free boundaries the image ray solution is given as Tolstoy and Clay (1966, pp. 65-101): 

𝑝(𝑟, 𝑧, 𝑡) =
𝜌

4𝜋

1

𝑅
�̈� 𝑡 −

𝑅

𝑐
−

1

𝑅
�̈� 𝑡 −

𝑅

𝑐
 

(74) 

Here 𝑝 is pressure, 𝑐 velocity, and �̈� the double derivate with respect to time of a time dependent source. 

𝑅  and 𝑅  are ray paths. For a fluid half-space with a free surface, only the direct ray and the rays 

reflected at the surface contribute, and Equation (74) becomes: 

𝑝(𝑟, 𝑧, 𝑡) =
𝜌

4𝜋

1

𝑅
�̈� 𝑡 −

𝑅

𝑐
−

1

𝑅
�̈� 𝑡 −

𝑅

𝑐
 

(75) 
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Here 𝑅  is the direct ray and 𝑅  the surface reflected wave, given by: 

𝑅 =  (𝑧 − 𝑧 ) + 𝑟  (76) 

𝑅 =  (𝑧 + 𝑧 ) + 𝑟  (77) 

Where the source depth is 𝑧 , the receiver depth 𝑧, and 𝑟 the distance from the source. Because a 

Gaussian source function 𝑔(𝑡) is used in SPECFEM2D (Section ‘4.2. Source function’), the pressure 

becomes a Ricker pulse.  
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Appendix B 

B.I.  2D vs 2.5D simulations 

The first modeling step was to run two models in a 2D and a 2.5D domain to compare the results. The 

domain in this section is 4000x100 m, containing 1333 horizontal and 33 vertical elements, and the 

perfectly matched layers are placed within the domain. This makes the actual domain of the simulations 

to be 3970x85 m for 2D simulations and 3985x85 m for 2.5D simulations, using a 5 elements thick 

absorbing layer. 

It is important to note that those simulations were done before the validation of the model, and thus, the 

extra pulse arising after 500 m range in a domain of 100 m depth was still unknown (see Section ‘4.5.1. 

Validation of the domain dimensions’). Therefore, there are uncertainties in the results in this section, 

related to the extra pulse, and the results will be used for a relative comparison between 2D and 2.5D 

models only. 

The source is located at 𝑥 = 30 for 2D simulations, which makes the source location be 15 m into the 

actual domain, as the first 15 m are an absorbing layer. For the 2.5D simulations, the source is located 

on the symmetry axis, at 𝑥 = 0 m. The models in this section all have a homogeneous velocity profile 

and the ice layers are non-attenuation. The velocity and density profiles of the simulations are given in 

Table 6. There are two sets of receivers used, one set at 1.5 m depth and one at 30 m depth, where each 

set contains 20 receivers each, evenly placed between 𝑥 = 30 and 𝑥 = 4000 m.  

 FLUID REGION SOLID REGION 

COMPRESSIONAL VELOCITY  𝒗𝑷 1482 m/s 3500 m/s 

SHEAR VELOCITY  𝒗𝒔 -  1800 m/s 

DENSITY  𝝆 1000 kg/m3 900 kg/m3 

Table 6. Parameters in the simulations. 

B.I.I.  Model 1 - water only 

Model 1 consists of a 100 deep water layer, where the last 15 m are redefined to be an absorbing layer. 

The simulation was run with time step 𝑑𝑡 = 1.727 ⋅ 10  s for 𝑁 = 16000 steps. A visualization of the 

wave field in pressure at time 𝑡 = 0.086 s for the 2D simulation is shown in Figure 88, and for the 2.5D 

simulation in Figure 89. The absorbing layer can be observed on the bottom and the left axis in the 2D 

simulation, as the wave is vanished at this point. Because of the different source locations in the two 

models, the wave in the 2D simulation has traveled 15 m more into the domain than the wave in the 

2.5D simulation at this point.  
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Figure 88. The wave field at time 𝑡 = 0.086 s in the 2D domain. The green dots are receivers.  

 
Figure 89. The wave field at time 𝑡 = 0.086 s in the 2.5D domain. 
 

The wave pulses of the acoustic wave, recorded at 30 m depth at the second receiver (at 𝑥 = 238.9 m), 

in the 2D (pink line) and 2.5D (green line) simulations, are shown in Figure 90. Note the different scales 

in the figures. A time delay in the 2.5D simulation compared to the 2D simulation is observed. Both 

arrival times correspond to what is expected. The different source locations and source types must be 

kept in mind, as the 2D simulation has a line source at 𝑥 = 30 meters, and the 2.5D simulation has a 

point source at 𝑥 = 0 meters. A small wave pulse is observed at approximately 0.1 s and 0.11 s, for the 

2D and 2.5D simulations, respectively. 

 
Figure 90. Seismograms from the second receiver (𝑥 = 238.9 m) at 30 m depth in the 2D (pink lines) and 2.5D 
(green lines) domain. Note the different scales on the axes. 

 
Figure 91. Seismograms same as in Figure 90, but from the 10th receiver, at 𝑥 = 1910.5 m. 
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Figure 91 shows the seismograms from the 10th receiver (𝑥 = 1910.5 m). A difference in the wave 

pulses is observed. As for the previous station, the arrival times correspond with what is expected. The 

simulations are satisfying, and ice layers will be added to the simulations. 

B.I.II.  Model 2 - a range-independent ice layer 

Model 2 consists of a range-independent ice layer with a constant thickness of 3 m, above 97 m thick 

water layer, of which the last 15 m are an absorbing layer as described earlier. The 2D simulation was 

run with time step 𝑑𝑡 = 7.4 ⋅ 10   and 𝑁 = 36500 time steps, while the 2.5D simulation with the same 

time step over for 𝑁 = 38700. The reason was that the 2D simulation was shown to be slightly too short 

in total time, which was changed for the 2.5D simulations. However, this only affects the last receiver. 

Figure 92 and Figure 93 show a visualization of the wave field for the 2D and 2.5D simulations, 

respectively. A tail of energy following the acoustic wave within the ice layer can be observed in the 2D 

simulation. This is also present in the 2.5D simulation, but it appears much weaker than the other waves 

in the simulation. This wave tail initially appears mainly in the ice layer but grows downwards into the 

adjacent water layer and can probably be explained as noise. No attenuation is applied in the ice layer 

in this section. Also, note some noise on the symmetry axis in the 2.5D domain. Both the acoustic wave 

and the head wave appear weaker in the 2.5D simulation (compare Figure 92b and Figure 93b), in the 

absence of figure scales it is hard to quantify the difference. 

 
Figure 92. Figures of the wave field in the 2D simulation at time 𝑡 = 0.104 (fig. a.), 𝑡 = 1.317 (fig. b.) and 𝑡 =
2.427 s (fig. c.). 

 
Figure 93. The wave field shown as in Figure 92, but for the 2.5D simulation. 
 



109 

 

The seismograms recorded at the 3rd (𝑥 = 447.9 m) and 10th (𝑥 = 1910.5 m) receiver, at 30 m depth, 

shown in Figure 94. Again, note the difference in amplitude between the 2D (blue lines) and the 2.5D 

(pink lines) simulations. The head wave appears to have a slightly larger amplitude relative to the 

amplitude of the acoustic wave in the 2D simulation, compared to the 2.5D simulation. This answers 

well to what is observed in Figure 92b and Figure 93b. 

 
 
Figure 94. Seismograms from the 3rd (𝑥 = 447.9 m, fig. a and fig. b.) and the 10th (𝑥 = 1910.5 m, fig. c. and fig. 
d.) receiver at 30 m depth for the 2D simulation (blue lines) and 2.5D simulation (pink lines). 

 
Figure 95. Seismograms same as in Figure 94, but at 1.5 m depth. 
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Figure 95 shows the seismograms from the 3rd (𝑥 = 447.9 m) and 10th (𝑥 = 1910.5 m) receiver, 

recorded at 1.5 m, and shows the pulses of the elastic P-wave. A difference in pulse shape and a phase 

shift is observed.  

B.I.III.  Model 3 - a range-dependent ice layer 

Model 3 has a range-dependent ice layer with a thickness linearly decreasing from 3 m thickness to 2 m 

thickness throughout the domain. The 2D simulation was run with time step 𝑑𝑡 = 4.934 ⋅ 10  over 

𝑁 = 54500 time steps, and the 2.5D simulations used the same time step but over 𝑁 = 57500 time 

steps. As in the previous section, the reason for the difference in the total of time steps is that the 2D 

simulation had a slightly too short simulation run time. 

The wave field is shown at t = 1.312 s for the 2D and 2.5D simulations in Figure 96 and Figure 97, 

respectively. The head wave in the 2.5D simulation visually appears weaker in Model 3 compared to 

Model 2 (Figure 92 and Figure 93) for both simulations, even though it is hard to evaluate the pressures 

without a scale. 

 
Figure 96. The wave field at time 𝑡 = 1.312 s in the 2D simulation. 

 
Figure 97. The wave field at the same time as Figure 96, but for the 2.5D simulation. 

 

Figure 98. Seismograms from the receivers at x = 447.9 m (fig. a. and fig. b.) and x = 1910.5 m (fig. c. and fig. d.) 
at 30 m depth for Model 3, for the 2D simulation (blue lines) and 2.5D simulation (pink lines). 
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The seismograms for both simulations recorded at 30 m depth at range 𝑥 = 477.9 m and 𝑥 = 1910.5 

m are shown in Figure 98. The figures for Model 3 are very similar to the ones for Model 2, therefore 

only one figure is presented in this section.  

The simulations in the 2.5D domain gave satisfying results, and the remaining simulations in this thesis 

will be performed in 2.5D. 

B.II.  Additional figures 

 

Figure 99.  The wave field of a wave propagating in a 200 m deep domain with 2 m thick ice surrounding an ice 
ridge at 520 m. The ice ridge is marked by a yellow triangle for clarity. The arrows show the waves generated as 
the elastic P-wave (Figure 99a) and the acoustic wave (Figure 99b) pass the ice ridge as explained in Section 
‘5.4.1. A smooth ice model with two ice ridges’. 

 

 


