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Abstra
tMost networks are inherently prone to failures, and failures do o

ur on a regular basis.New real-time servi
es, relying on 
ontinuous 
onne
tivity, are regularly introdu
ed onthe Internet - requiring new demands to be met, often extending beyond the Internet'soriginal design goals. Traditionally, re
overy has been 
overed by the IP re-
onvergen
epro
ess, whi
h is a lengthy pro
ess o�ering re
overy time in the range of se
onds. Inthis thesis IP Redundant Trees (IPRT), a new method for providing IP fast re
overy, isintrodu
ed. It is based on the redundant tree approa
h presented by Medard et.al [1℄,extended to provide a resour
e e�
ient way to populate the re
overy Forward InformationBase (FIB) and furthermore, the me
hanisms needed to utilize this information in theforwarding pro
edure in order to provide lo
al re
overy. IPRT is evaluated through theuse of graph theory in the initial design phases, and simulations on several real andsyntheti
ally generated networks. The evaluation shows that one of the strongest assetsof IPRT is the ability to provide 100 % 
overage with a minimal and 
onstant amount ofextra state information in ea
h router.
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Chapter 1Introdu
tion1.1 MotivationOver the years, the role of Internet has shifted from s
ienti�
 use towards a
ting as akey 
ontributor in both business and re
reational servi
es. As servi
es 
onverge andare a

ommodated by the Internet, the so
iety depends in
reasingly on the reliabilityof 
omputer networks. An example may be drawn from the health
are industry wherenew servi
es su
h as Telemedi
ine and remote diagnosti
s has stringent requirements onnetwork reliability as any failure may have serious 
onsequen
es. The versatility of theInternet Proto
ol (IP) 
ombined with the popularity and vast deployment of the Internethas lead to a migration of servi
es traditionally 
losely tied to spe
ialized distributionnetwork. Tele
ommuni
ation servi
es are now being integrated in 
omputer networksthrough VoIP servi
es and by adding IP 
apabilities to existing distribution networkssu
h as found in UMTS releases 4 and 5. Furthermore, television and radio 
ompaniesare starting to use Internet as a distribution 
hannel. It appears that an in
reasingnumber of 
ommuni
ation systems will be using Internet as a distribution 
hannel.By moving servi
es from their old te
hnologi
al platforms and introdu
ing them tothe Internet, new demands need to be met, often extending beyond original design goals.Old Internet servi
es su
h as e-mail and web browsing require moderate 
onne
tivity,whereas many of the newly introdu
ed servi
es require a more 
ontinuous 
onne
tivity.This pla
es a higher demand on the network in terms of availability and reliability.With the in
reasing popularity and task diversity of the Internet, there is a steadyand signi�
ant growth in the volume of data transported [2℄. In a high-speed network,a failure may render information obsolete or data lost if the network la
ks the abilityto qui
kly reroute tra�
. Some appli
ations rely on a robust pa
ket delivery servi
e,however, reliability is always desirable and sometimes required. Due to the amount ofservi
es a

ommodated by the Internet it is possible that a single node or link failure maybe of negative 
onsequen
e. Thus, the growing number of servi
es, tra�
 volume and theever-in
reasing dependen
y on the Internet magni�es the 
onsequen
es of a network failureand strengthen the need of reliable operation.1



Networks are inherently prone to failures, and they do o

ur on a regular basis in mostnetworks. Sprint's IP ba
kbone was analyzed and results show that 20 per
entage of thelinks had a Mean Time Between Failure (MTBF) of less than 1 day, and 70 per
entageof the links had a MTBF of less than 10 days [3℄. The failures may originate from amultitude of reasons and have various s
ale and severity. They may be either physi
alor logi
al, and arise from either external or internal 
auses. An example of an externalphysi
al error 
ould be a 
able 
ut, while an internal logi
al error 
ould be 
aused by anerroneous 
on�guration. Furthermore, not all errors o

ur by a

ident but are rather theresult of preplanned servi
e events, e.g. hardware upgrades or large 
on�guration 
hanges.Studies as [4℄ and [5℄, show that the single most 
ommon 
ause for failure originatefrom s
heduled maintenan
e e.g. upgrades, installation or 
on�guration 
hanges. Othersigni�
ant 
ontributors to failure were power outages, link failures and hardware (router)failures, and 
ombined these uns
heduled failures 
ontribute to about 80 % of all failuresituations. In addition, it is shown that most failures are short lived.Be
ause most of the failures are short lived, it seems to be a good idea to implementre
overy me
hanisms that are able to deal with all failure situations without re
on�guringthe whole network. In addition, su
h me
hanisms may a
t as a bu�er providing more timefor the network to properly address the failure when it is long-lived.Assuring a robust network, routing infrastru
ture has been in fo
us for quite sometime and is a widely investigated area. Nevertheless, former reports have been to a largedegree fo
used on 
onne
tion-oriented networks. However, solutions for traditional IPnetworks are not absent. Histori
ally, one of the main goals of the DARPA InternetAr
hite
ture was that 
ommuni
ation must be able to 
ontinue despite loss of network
omponents. This was realized through fate-sharing between the 
ommuni
ating hostsand dynami
 distributed interior gateway proto
ols (IGP). IGP Link State (LS) routingproto
ols, su
h as OSPF or IS-IS are the most adopted IGP. LS routing proto
ols relieson a periodi
 �ooding of a topology information from ea
h router in the network. Thesemessages are then used to form a global view of the topology at ea
h router and further
ompute the next hop for the tra�
.When a link or node failure o

urs in a traditional IP network a wide IP re-
onvergen
eis initiated. During this re-
onvergen
e all routers in the network are made aware of thenew topology and subsequently realized in the routing table of all routers. During thisperiod there may arise in
onsisten
ies where routers disagree on the paths of pa
ketsas a 
onsequen
e of the transition, from the old routing table to the new, that may beasyn
hronous between the routers. This may lead to mi
roloops, a situation where sometra�
 is sent ba
k and fourth between two routers in the network. Thus pa
ket dropmay o

ur either through 
ongestion on links su�ering from mi
roloops, depleted �time-to-live� in IP headers, or router logi
 refusing to forward tra�
 arriving on unexpe
tedin
oming interfa
es. Traditionally the re-
onvergen
e period has been a time-
onsumingpro
ess in the order of se
onds. For a traditional IP network with an LS routing proto
olthe duration needed for the network to return to a 
oherent state, i.e. re
overy time,is equal to the time needed to dete
t a lo
al topology 
hange, e.g. link-is-down, �ood anew Link State Pa
ket and 
ompute the new routes at ea
h node. Several solutions on2



how to redu
e the re
overy time have been proposed, and together they address all of thedi�erent steps towards re
overy.There are two ways to dete
t failures in a network; either at the lower level or throughex
hange of HELLO messages. Link-level dete
tion is the faster method of the two, but itis of limited use as it only dete
t link failures, i.e. the link may be reported working evenif the router logi
 has failed. The two methods 
omplement ea
h other in terms of faultdete
tion time and thus both method are used to identify failures. HELLO messages maydete
t both link and node failures but its fault dete
tion time is bound by the HELLOintervals. The dete
tion time 
an be redu
ed by redu
ing the interval time. By using bothapproa
hes, the average failure dete
tion time may be kept as small as possible withoutintrodu
ing ex
essive amounts of HELLO messages to the network. Nevertheless failuresmay be �u
tuating, i.e. last for only a short period of time, and reporting a failure tosoon or to frequently 
an lead to route �aps and stability issues [6℄.There has been proposals to redu
e the response time by redu
ing the queuing delays ofthe LSP tra�
 and use optimized �ooding me
hanisms (
ite RFC4222). The 
omputationtime has also been addressed with optimizations in the algorithms used to 
ompute thenew routing tables i.e. in
remental routing table updates. However, even with theseoptimizations, the IGP 
onvergen
e pro
ess might prove too slow for the new Internetservi
es, and it is likely that the requirement for re
overy time might be in several ordersless of these a
hievements. The wide IP re-
onvergen
e is inherently slow be
ause it onlyresponds to a failure after it is dete
ted and requires every router in the network to respondto the failure. In a re
ent study[7℄ it was shown that it was possible to a
hieve sub-se
ondre
overy time, in the range of 0.3 - 1 se
ond. However, this required 
arefully tunedparameters; The performan
e were dependent on the number of nodes in the network,the topology, the link propagation delays and, when in
remental routing table updatesare used, the number of pre�xes in the network.In order to meet the new demands in re
overy time new methods need to be utilized.Proa
tive re
overy provides a re
overy strategy where all the alternative ba
kup routesare pre-
al
ulated in advan
e of any possible failure. It allows the failure to be addressedlo
ally without the immediate need to inform other routers of the failure and thus pro-longing the period available to perform the time 
onsuming global failure signaling andpath 
al
ulations. This allows the disruption time to be redu
ed to the time needed todete
t the failure and invoke the re
overy rerouting, whi
h is 
onsistent with a timeframeof tens of millise
onds.IETF has presented su
h proa
tive re
overyme
hanisms in the IP Fast-Reroute Frame-work, where the re
overy is based on single or multi-hop repair paths. The solutionspresented in the framework are similar to MPLS Fast Reroute but the me
hanisms forproviding the ba
kup routes in pure IP networks are ne
essarily very di�erent. In ad-dition, there has been some work lately on Multi Topology (MT) routing. Where thedesign has been fo
used on 
reating virtual re
overy-topologies upon whi
h the routingproto
ols 
ould a
t. The main idea being that should a link fail one 
ould 
hoose fromone of the virtual topologies and their routing tables not 
ontaining the failed link andreroute the tra�
 a

ording to the sele
ted topology.3



However, be
ause most of the resear
h in the �eld of resilient networks has beenfo
used on providing solutions for 
onne
tion-oriented networks there are relatively fewme
hanisms that may address re
overy in 
onne
tionless networks. The di�eren
e of
onne
tion-oriented networks, and 
onne
tionless networks, i.e. 
onventional IP networksis in essen
e how a path is represented. In 
onne
tion-oriented networks the sour
e routerhave full 
ontrol on the path a pa
ket will follow through the network, while 
onne
tionlessnetworks share the responsibility of dire
ting a pa
ket to its destination among all routersin the network. Thus, the re
overy s
hemes developed for the two kinds of networks willrely on inherently di�erent me
hanisms.One of the solutions that has been developed to be appli
able to 
onne
tion-orientednetworks is the redundant tree (RT) model presented by Medard et.al. [1℄. The methodhas been presented in 
onjun
tion with both WDM[8℄ and MPLS[9℄.The main idea of the RT method is to 
onstru
t two dire
ted trees, named red andblue, in su
h a way that in 
ase of a single node or link failure a sour
e node is still
onne
ted to all operational destinations through either the red or the blue tree. Thus,if a pair of red an blue trees are generated for ea
h sour
e node in the network, everysour
e node may rea
h all other operational destinations in the network in the event ofsingle-failures.1.2 Important �ndingsIn this thesis IP Redundant Trees (IPRT), a new method for providing IP fast re
overy,is introdu
ed. It is based on the redundant tree approa
h presented by Medard et.al [1℄,extended to provide a resour
e e�
ient way to populate the ba
kup Forward InformationBase (FIB) and furthermore, the me
hanisms needed to utilize this information in theforwarding pro
edure.The 
ore of IPRT is the r/bTables, the re
overy FIBs 
reated by a pro
edure to extra
tonly essential routes from redundant trees while retaining the fun
tionality and propertiesof the trees. The pro
edure allows a number of FIBs equal to two times the number ofnodes in the network to be redu
ed to a 
onstant additional state equal to two additionalFIBs at ea
h node. Thus, it redu
es the footprint of the RT method in the FIB and mayallow the per-pa
ket signaling to be resour
e e�e
tive.Furthermore, an additional data-stru
ture named Qbit is introdu
ed to support lo
alre
overy in a 
onne
tionless environment. This is a data-stru
ture that may be mergedwith the FIBs or be self-
ontained as an addition to the FIBs. It in addition to supportlo
al re
overy Qbit but may also allow the forwarding pro
edure to 
hoose the shortestre
overy path if it is available. However, at this point the QoS properties of Qbit is oflimited use as a theoreti
al gain is proven but the e�e
ts observed in simulations provideonly minimal gain. 4



1.3 OrganizationThe rest of the thesis is organized in the following manner; In the ba
kground 
haptergeneral re
overy and routing strategies are introdu
ed along with related work. Themain 
ontributions are found in the 
hapter named IPRT Design. In this 
hapter allnessesary modi�
ations and design 
hoises needed for RT to be appli
able to 
onventionalIP networks are identi�ed and a

ounted for. Furthermore, the IPRT tree generatorand the extensions to the J-sim network simulator needed in order to simulate IPRT isdes
ribed in the implementation 
hapter. In the subsequent 
hapter, the network modelskey 
hara
teristi
s are identi�ed and alternative methods are a

ounted for. This isfollowed by a 
hapter where the experiments are des
ribed, the results obtained fromsimulating di�erent IPRT enabled networks are shown, and subsequently, the results areanalyzed. In the last 
hapter the 
on
lusions are presented along with future work.

5



Chapter 2GoalsThe prin
ipal goal for the thesis is to resear
h appli
ability of the RT method to 
on-ventional IP networks. We set three goals that need to be rea
hed if the redundant treere
overy me
hanism is to be appli
able to 
onne
tionless IP networks:1. The IPRT me
hanism needs to be able to 
o-exist with normal routing proto
ols intimes of failure-free operation.2. The method needs to be able to support lo
al re
overy in a 
onne
tionless envi-ronment. This is be
ause the use of global re
overy would generally be too slowto 
ounter any failure before IP re-
onvergen
e �nishes, and thus void the use of are
overy me
hanism.3. The method needs to provide a me
hanism for path representation, i.e. representthe redundant trees. This path representation needs to be una�e
ted of the re-
onvergen
e subsequent to a failure.Another goal of the thesis is investigate if the IPRT method may be applied in aresour
e e�
ient way. The original RT method needs a number of trees equal to twi
ethe number of nodes in a network to be able to provide preplanned re
overy. Memory isa very expensive resour
e in the routers and thus it is a goal to try to redu
e the memoryfootprint of the re
overy method.Furthermore, if it 
an be proven that the RT method may be applied in 
onventionalIP networks, a sub goal of this thesis is to investigate the performan
e of the redundanttrees and see how the method 
ompares to alternative solutions. I.e. investigate thelength of repair paths and how the re
overy tra�
 a�e
ts the tra�
 load distribution ina network during failure.
6



Chapter 3Ba
kgroundIn this 
hapter, general re
overy and routing strategies are introdu
ed along with relatedwork. The di�erent methods and approa
hes to a
hieve self-healing networks are pre-sented and 
lassi�ed. Furthermore, a short overview of the IP routing algorithms, andhow they may be 
on�gured or altered to provide a better quality of servi
e, is given. Inaddition, the original Redundant Tree (RT) algorithm is presented as well as Menger'stheorem, whi
h forms the foundation for the qualities found in the RT method. Re-lated work is also presented, introdu
ing Resilient Routing Layers and the IP fast rerouteframework.3.1 Classi�
ation of re
overy me
hanismsThere are many di�erent methods and approa
hes to a
hieve self-healing networks, butthey are all generally 
lassi�ed by three di�erent 
riteria.Criterion S
hemesRe
overy Prote
tionRestorationComputation DistributedCentralizedS
ope GlobalLo
alTable 3.1: Classi�
ationThe main 
riterion, 
lassifying the di�erent re
overy me
hanisms, is 
hara
terized byat what stage a re
overy is initialized. Prote
tion s
hemes are based on the idea of havingpre-
al
ulated alternative paths in advan
e of any failure, whereas restoration s
hemesonly 
al
ulate new paths after a failure has o

urred. As a result, restoration methodsgenerally require more time to respond to a failure situation, 
onsequently adding to7



the total re
overy time. With prote
tion s
hemes, all the alternative paths need to beregistered in the network in advan
e.Thus, prote
tion s
hemes add to the state infor-mation required in the nodes. Moreover, it is a higher 
omputational 
ost asso
iatedwith prote
tion s
hemes be
ause of the 
al
ulation of alternative paths regardless of fail-ures. With both approa
hes it might be ne
essary to reserve additional resour
es in thenetwork, e.g. bandwith. Theoreti
ally, restoration may be able to avoid to reserve theresour
es in advan
e of a failure and rather adept to spesi�
 topology after the failurehas happened. However the normal approa
h for both methods is to have the additionalresour
es available in advan
e of a failure, e.g. by overprovisioning router and link 
a-pa
ity. Consequently, the 
hoi
e between prote
tion and restoration s
hemes be
omes atradeo� between router state, 
omputation, and re
overy speed.The 
omputation of routes 
an be a
hieved either by a 
entralized s
heme or by a dis-tributed s
heme. Both methods should o�er the same amount of 
onne
tions that 
ouldbe restored. Centralized s
hemes rely on a master to 
al
ulate the route for every routerin the network, and allow for a dedi
ated server, and thus redu
e the required 
omputa-tions in nodes. The master must maintain a full global knowledge of the network. Thisknowledge of the network topology and available resour
es allows for 
omplex algorithmsto be deployed and may provide an advantage in terms of e�
ient use of resour
es. How-ever, the 
entralized s
heme has an important weakness; if the master server fails or getsperated from parts of the network - the whole s
heme may fail. In addition this solutionrequires the server to re
eive periodi
 and timely information on the present topology tobe able to produ
e a

urate and 
orre
t results. Distributed s
hemes are more adaptableto failures in the network, and allow for greater s
alability than a 
entralized s
heme.The major drawba
k is that distributed s
hemes are more 
omplex. Distributed s
hemesneed to ex
hange messages in order to have su�
ient information to 
oordinate the re-
overy, and the 
onverging of this information needs to be proven to ensure stability inthe system. As with 
entralized s
hemes, the distributed approa
h may produ
e inferioror in
orre
t results if the de
isions are based on in
onsistent or stale information. Inaddition, distributed system adds to the workload imposed on the nodes.Both 
entralized and distributed s
hemes may be used in 
onjun
tion with either pro-te
tion or restoration s
hemes. However, even in all 
ombination are possible, 
entralizedis often used togheter with prote
tion and distributed are used with restoration. In 
en-tralized s
hemes every enquiry to the master introdu
e a potential delay asso
iated withretrieving the information. This 
an a�e
t the initial setup-time of a 
onne
tion when aprote
tion s
heme is used, e.g. if spe
i�
 paths are to be signaled to the nodes from theingress node. When used with restoration s
hemes the potential delay adds dire
tly tothe total re
overy time, and thus the 
ombination is less suited for re
overy. Distributeds
hemes 
an be used in 
onjun
tion with either prote
tion or restoration s
hemes. Aswith 
entralized s
hemes there is a potential delay to get the information asso
iated withdistributed s
hemes, but be
ause of its lo
al nature the delay is of a lesser degree.The last 
riterion divides the s
hemes by the s
ope of the re
overy. Global re
overyrequires the ingress node to have the main responsibility for re
overy operations, whilelo
al re
overy relies on a shared responsibility between all nodes in the network. Global8



re
overy 
overs link and node failure by 
al
ulating an alternative end-to-end path. These
ondary path may or may not share nodes or links with the primary path. Globalre
overy utilizes path rerouting, whi
h roughly implies tearing down the original primarypath and then reestablish a new end-to-end route. This method has a global nature whi
hlets it spread the alternative paths over the entire network, and allows for a better resour
eutilization than lo
al re
overy. Lo
al re
overy lets the fault be handled by the nearestupstream node of the faulty node or link. The 
onne
tion is reestablished by routingaround a neighbor node or link to avoid the node or link presumed faulty. Furthermore,link rerouting does not need to utilize signaling to the ingress node, and thus has thepotential to operate on a smaller time frame than global re
overy.3.2 IP RoutingIn a traditional IP network pa
kets generally need to traverse multiple network elementsto rea
h the destination. To a

ommodate this movement, routers use a method 
alled�store-and-forward� to transport the pa
ket to the destination. In addition, the responsi-bility of determining the path is distributed between all the routers in the network. I.e.when a pa
ket travels from its sour
e towards the destination, ea
h router lo
ally deter-mines the next-hop of a pa
ket and forwards it a

ordingly. This de
ision is done for everypa
ket sin
e the best route may have 
hanged sin
e the previous pa
ket was forwarded.To be able to forward pa
kets ea
h router maintains a forward information base (FIB),also referred to as a routing table. Ea
h FIB 
ontains the next-hop destination for ea
hrea
hable IP pre�x in the network. Routing is the a
t of 
onstru
ting and maintainingthe FIB, while forwarding is the a
t of using the FIB to de
ide and subsequently transmitthe pa
ket towards its next hop.There are two main ways to provide routing fun
tionality in a network; trough manual
on�guration or through an algorithmi
 approa
h. In small and simple networks, it maybe desirable to 
onstru
t the paths manually. This stati
 and 
entralized approa
h workswell in environments where the network tra�
 is predi
table and the topology is simple.In small networks the paths may be relatively easy to design and understand. However,the method does not s
ale well as the FIBs may be
ome 
umbersome to maintain byhand, as networks grow in both size and 
omplexity, spe
ially sin
e all 
hanges in thenetwork or tra�
 patterns need to be addressed manually. Today most routing proto
olsare automated through routing algorithms whi
h are distributed and operate in a dy-nami
 manner. The proto
ols 
on�gure and adapt the FIB dynami
ally as destinationsare advertised or dis
overed, and are thus more robust than stati
 routing. In addition,dynami
 routing algorithms may have an adaptive property where routing de
isions re-�e
t 
hanges in other aspe
ts than topology 
hanges su
h as 
hanges in tra�
 patterns.However, some stati
 and 
entralized aspe
ts are still maintained to a

ommodate tra�
engineering.Generally, all dynami
 routing proto
ols need to perform some basi
 operation. Oneof these is to observe the lo
al network parameters. The needed parameters di�er betweenthe routing proto
ols, but typi
ally a router needs to advertise its presen
e and dis
over9



its neighbor nodes. This operation also enables the router to dis
over the state of ea
h ofit's adja
ent node, e.g. if the node is up or down. Other typi
al network parameters mayin
lude link utilization or link delay. The measurement may be 
ontinuous, triggeredor periodi
 depending on the desired resolution and response time of the metri
s andstates. The se
ond operation involves dissemination of this information throughout thenetwork to let ea
h router 
reate a view of the topology and other desired properties ofthe network. The exa
t method used for a router to inform all routers of it's lo
al viewof the topology is dependent of the routing proto
ol, but is often a
hieved through someperiodi
 or triggered reliable �ooding. This information is stored at ea
h router, typi
allyif a dedi
ated data stru
ture other than the FIB is used. Another operation involvesthe route 
omputation. Based on the information gathered and the routing algorithmused, the routers generate paths with minimum 
ost towards ea
h possible destination(see se
tion 3.3.1). Finally, if needed, the routers adapt the FIB to re�e
t any 
hangesdis
overed from the last dissemination pro
ess.Furthermore the dynami
 routing proto
ols are divided into one of two main familiesof routing proto
ols; distan
e ve
tor (DV) and link state(LS). Of these two families ofrouting proto
ols usually LS is used in 
onventional IP networks.3.2.1 Distan
e Ve
torDistan
e Ve
tor routing proto
ols rely on the distributed Bellman-Ford algorithm and theex
hange of a small amount of information. Routers running a DV proto
ol are expe
tedto maintain a ve
tor of ea
h rea
hable IP-pre�x in the network and their asso
iated 
ostand next-hop. Furthermore, ea
h router must measure its lo
al network parameters andupdate their ve
tors a

ordingly. The 
ost is often a measurement of hop-
ount, butDV allows it to take on any form and there are implementations using other metri
sthan hop 
ount [10℄. To disseminate the information ea
h router sends their ve
tors totheir adja
ent routers whom in turn 
he
ks the re
eived ve
tors against their own andupdates it if ne
essary. This te
hnique gives the DV family of proto
ols a �lo
al� viewof the topology where no node holds the 
omplete view of the topology. In addition, the
onvergen
e time be
omes dire
tly 
onne
ted to the network diameter and the timing ofthe periodi
 messages.The �lo
al� property makes DV proto
ols sensitive to 
omponent failures and in
linedto populating the routing tables with old and invalid route information. Consider anetwork with a node A and B, where A is providing the only link towards a subnetworkand B is a dire
t neighbor of node A as shown in Figure 3.1. Given a failure on thelink towards the subnetwork, node A would update it's routing table indi
ating no linktowards the subnetwork. Now suppose node B sends out its ve
tor before A. A would thenin
orre
tly learn that B has a route to the subnetwork and update it's table a

ordingly.This would result in a loop where the 
ost of rea
hing the unrea
hable sub-network wouldin
rease towards in�nity.Several proposals have been proposed to 
ounter the �
ount-to-in�nity� problem i.e.�in�nity-de�ntions� or �split-horizon� found in [11℄ and [10℄. However the �in�nity-de�nition�10



Figure 3.1: Distan
e Ve
tor 
ost problemresults in a max-hop 
ount on the paths, and thus imposes a restri
tion on the max-diameter of a network. Furthermore �split-horizon� provides with rules that minimizesthe 
han
es of looping problems, but only partially solves the problem. Overall the short-
oming makes DV only usable for small networks.3.2.2 Link StateIn Link State (LS) routing proto
ols ea
h router in the network is expe
ted to at leastidentify its adja
ent nodes and distribute this information periodi
ally or triggered to allother nodes in the network. The information is usually disseminated through a reliable�ooding me
hanism providing a guaranteed delivery to all nodes. The nodes store thisinformation in a Link State Database (LSDB). The reliable delivery of messages and LSDBprovide all nodes in the network with a syn
hronized global view of the whole network.This enables LS proto
ols to perform more 
omplex routing 
al
ulations, making it easierto 
al
ulate paths that are more sophisti
ated. In addition, all the routers 
ompute thenew paths in parallel.When a failure o

urs this may trigger a node to send out a proto
ol data unit (PDU),i.e. an IP pa
ket 
ontaining LS routing information, re�e
ting the new topology. Althoughmi
ro-loops may o

ur when the LSDB of two nodes are not syn
hronized they are short11



lived 
ompared to the failure situation that may be experien
ed in DV proto
ols. Inaddition LS proto
ols provides solutions for hierar
hi
 routing where a network are dividedinto several smaller zones, and thus the 
onvergen
e time may be redu
ed.The major drawba
k for LS proto
ols is the amount of CPU time needed to 
omputethe routing tables. Updates are re
eived on a regular basis and thus routers spend mu
htime re
omputing their FIB. However, mu
h work has been done in this area, su
h asin
remental route 
omputations and optimized algorithms.3.3 Default Route ComputationIn many of todays routing proto
ols the shortest-path 
lass of algorithms forms the foun-dation for route 
omputation. This 
lass of algorithms allows ea
h node to 
hoose thepaths of minimum distan
e based on the routing information 
olle
ted. There are manyimplementations on �nding the shortest-path where the most known are the Dijkstra andthe Bellman-Ford algorithms. Dijkstra is often used with LS proto
ols, e.g. OSPF [12℄,while Bellman-Ford is widely used in DV proto
ols, e.g. RIP [11℄.3.3.1 Algorithms and metri
sSome of the shortest-path algorithms may be used in weighted graphs and allow for bothdynami
 and stati
 adaptation to 
hanges in the network properties, e.g. may be usedfor tra�
 engineering. A router may know of several adja
ent paths to a destination, andsometimes the shortest path does not always utilize the network resour
es in the moste�
ient way. A 
ommon approa
h to a
hieve a higher quality of servi
e in the routingproto
ols, is to asso
iate a 
ost with ea
h link in the network and let the routing pro
ol
ompute the shortest path to ea
h destination using these 
ost as length of the link. The
ost of a link is often derived from one or more metri
s. The metri
s used are dependenton the implementation of the routing proto
ol but usually metri
s as number of hops,delay, available bandwidth, tra�
 and reliability are used. An example may be foundin OSPF [13℄ where a network engineer may manually assign a 
ost to ea
h link in thenetwork. There are also possibilities to let the routing proto
ol automati
ly adapt the
ost as found in early ARPAnet [14℄. However, in pra
ti
e, metri
s are mostly assignedmanually as automated assignment may indu
e route �aps or poor overall performan
e.Common metri
sThe most 
ommon routing metri
 is path-length. This metri
 is often measured in thenumber of hops needed to rea
h the destination. However, it is also possible for net-work administrators to assign weights to ea
h link in the network, where path-length ismeasured in the total weight of a path.Another 
ommon route metri
 is delay. This measures the time required for a pa
ketto traverse the path from sour
e to destination. Delay is a�e
ted by many aspe
ts in thenetwork in
luding the physi
al distan
e of the path, the bandwidth of the links traversed,12




ongestion, queue length at ea
h router et
. Be
ause delay re�e
ts several importantaspe
ts of a path, it is a 
ommonly used and very useful metri
.Bandwidth is also a useful metri
 as it may tell the available 
apa
ity of a link. E.g.when 
onstru
ting paths a 100-Mbps Ethernet link would be preferable over an ISDNline. However, if the faster link has a high load preferred sele
tion might be reversedas a result of the load and time needed to a

ess the link. Thus, it may be useful tomeasure available bandwidth instead of the total link 
apa
ity. However this requires amore a
tive measurement, e.g. trough probing, and the measured results be
omes staleafter a relatively short period. Therefore, available bandwidth it is not widely adaptedas a metri
, and usually over-provisioning are used as a �guarantee� against 
ongestion.Furthermore, there are ongoing resear
h to adept the weights on links to enhan
e thenetworks ability to honor in
reasing demands in tra�
 and thus provide large parts ofthe potential gains of tra�
 enginering through dynami
ly adapting weight on links[15℄.3.3.2 Dijkstra algorithmThe Dijkstra algorithm was �rst introdu
ed in 1959 [12℄. It allows for 
omputing short-est path from a single sour
e to multiple destinations. In addition it may be used in
onjun
tion with non-negative weighted graphs.There are several implementations of this algorithm. A 
ommon implementation is tomake the algorithm �nd the shortest path from a sour
e S to any other node in a graphwith nonnegative ar
s. This is done by iteratively growing the set of nodes of whi
h italready know the shortest path. At ea
h step of the algorithm, the unknown vertex withthe smallest distan
e is added to the set of known verti
es. This vertex's neighbors thenget their distan
e updated to equal the distan
e of the node being treated plus the linkto ea
h neighbor weight, but only if this weight is lower than the weight already knownat the neighbor verti
es. The algorithm then loops and pro
ess the next vertex not in theknown set until all are known. The running time of this algorithm is O(n2).3.4 Conne
tivity and Menger's theoremInformally, a graph is a �nite set of verti
es 
onne
ted by links 
alled edges. A graph is
onne
ted if there is a path 
onne
ting every pair of verti
es, and furthermore two verti
esare adja
ent if they are 
onne
ted by a single edge.At minimum, the network needs to be link-redundant (two-edge 
onne
ted) if onewants to re
over from a link failure, and node-redundant (two-vertex 
onne
ted) if onewants to re
over from a node failure; E.g. for a graph to be deemed link- or edge-redundant, the graph needs to be 
onne
ted after removing a single given edge or vertex,respe
tively. Arti
ulation point, or single point of failure, is a point in the network wherea failure would dis
onne
t two parts of the network. Failure in arti
ulation points 
annotbe remedied by any of the prote
tion or re
overy s
hemes.13



Menger's theoremLet G=(V,E) be a graph and A,B ∈ V. From Menger's theorem it follows that theminimum number of verti
es needed to be removed to separate A from B in G is equal tothe maximum number of node-disjoint A → B paths in G. Likewise the number of edgesneeded to be removed to separate A from B in G is equal the the maximum number ofedge-disjoint A → B paths in G.This gives us that for any two verti
es in a vertex or edge redundant graph there existsat least a pair of vertex or edge disjoint paths respe
tively.3.5 Redundant TreesThe redundant tree (RT) model presented by Medard et.al. [1℄ is a pre-planned prote
tions
heme for global re
overy. The method is appli
able to 
onne
tion-oriented networks,and has been presented in 
onjun
tion with both WDM[8℄ and MPLS[9℄. Furthermore,RT utilizes a 
entralized approa
h for 
omputation of the re
overy paths, and may beused to prote
t against both node and link failures.The main idea of the RT method is to 
onstru
t two dire
ted trees, named red andblue, in su
h a way that in 
ase of a single node or link failure a sour
e node is still
onne
ted to all operational destinations through either the red or the blue tree. Thus,if a pair of red an blue trees are generated for ea
h sour
e node in the network, everysour
e node may rea
h all other operational destinations in the network in the event ofsingle-failures.The 
on
ept is shown in Figure 3.2. This �gure shows a �
tive two-verti
e 
onne
tednetwork, and a pair of red and blue trees where A is the root node. The redundant treesin this example are 
onstru
ted to be able to withstand a single node failure. If in thisexample, node F were to fail, the blue tree would only provide 
onne
tivity to nodes Cand D. However, with use of the red tree node A would be able to rea
h the remainingnodes, B, E and G, and also provide a se
ond option to rea
h node D. Similarly, if nodeD were to fail, both the red and blue trees would provide 
onne
tivity for node A to theremaining operational nodes.The trees are 
onstru
ted by gradually growing the 
onne
ted nodes from the sour
enode S. Informally this is done by 
onstru
ting a 
y
li
 path from the sour
e node S. Byfollowing the path in opposite dire
tions, one dire
tion for ea
h of the red and blue tree,the verti
es are added to the respe
tive tree. The last link in the 
y
le, i.e. the link thatleads ba
k to S when following the 
y
li
 path, is not in
luded in either tree. If not allverti
es are in
luded in the 
y
le the RT method 
onstru
ts an ar
h; a path that start andend on the 
y
le. In the same fashion as the 
y
li
 path the ar
h is traversed in oppositedire
tions, and appended to the red and blue tree in su
h a way that the last link on thepath is not in
luded in the tree. If there is still nodes that are not in
luded, new ar
hesare 
onstru
ted in the same way, starting on a node in
luded in the trees, following oneor more nodes not in
luded and ending on another node already in
luded. The algorithmused to 
onstru
t the redundant trees is presented in detail in se
tion14



Figure 3.2: A red and blue tree with root node in AThe RT approa
h provides some methods for optimizing the performan
e. By 
hoosingthe 
y
le and the ar
hes in di�erent ways the paths used for re
overy may be altered tobetter a
hieve a desired behavior. In the algorithms presented in the original RT arti
le[1℄,the trees are grown in an arbitrary way. However, there is an ongoing resear
h by Xueet.al [16℄ [17℄ to enable the method to make informed de
isions when sele
ting the 
y
leand ar
hes, e.g. to minimize delay or 
ost of re
overy paths. In addition, the resear
halso fo
us on optimize the run-time of the RT algorithm.If the redundant tree model is to be used to prote
t against node or link failures thenetwork topology needs to be node- or link-redundant, respe
tively.The redundant tree approa
h is mainly fo
used on global re
overy in networks op-erating in a 
onne
tion-oriented manner. In [16℄ it is proposed to let one of the treesrepresent the �working path�, e.g. let tra�
 follow one of the trees when the network isnot experien
ing failures. In 
ase of a failure, the a�e
ted �ows or paths may be movedto the other three by the sour
e node.
15



3.6 Related work3.6.1 Resilient Routing Layer (RRL)The Resilient Routing Layer model presented in [18℄ is based on a prote
tion s
heme withpre-planned paths for both global and lo
al re
overy. The method utilizes a 
entralized
omputation of the alternative paths in the implementing phase of the network, and isused for prote
tion against both node and link failure.The 
ore of RRL is the utilization of a simple global abstra
tion referred to as routinglayers. Ea
h layer is a subset of the network topology, whi
h 
ontains all nodes but onlysome of the links in the network. A safe node is a node that only has one link in a givenlayer, and that layer is de�ned as the safe layer of the node. Every node in the network,if not originally deemed an arti
ulation point should be safe in at least one layer.

Figure 3.3: An example network. B) and C) represent the layers based on A)16



If RRL is to prote
t against node or link failures the mapped graph needs to betwo-vertex 
onne
ted or two-link 
onne
ted, respe
tively. In 
ontrast to RT, the RRLmethod 
an still be utilized without modi�
ations even if the network does not meetthese requirements, but this leads to a situation where RRL 
annot guarantee the faulttoleran
e for every node in the network. In addition, there are some requirements tothe operation of the network. In 
onne
tion-oriented networks, ea
h new layer requires anew set of paths to be signaled. For a 
onne
tionless network, the pa
ket header shouldidentify the 
urrent valid layer. In a failure situation, only pa
kets on route throughthe failed node or link should have their headers updated to a valid layer. When globalre
overy is used, the ingress node should know of the entire route of the tra�
 or pa
ket,and what paths are a�e
ted by the failure. In lo
al re
overy, these requirements are notne
essary as the node will know if any of the adja
ent links or neighbor nodes are down.In addition, the rest of the network will be routed a

ording to the full topology.The RRL s
heme lays no boundaries on how to produ
e the layers. However a generalapproa
h is to redu
e the number of layers by making as many nodes as possible safe in the�rst layer, and furthermore keep tra
k of arti
ulation points and safe nodes - and pro
essthe nodes by removing all adja
ent links of a node but one. The nodes are pro
esseduntil all are safe, i.e. to the point when the graph will be
ome dis
onne
ted by removinganother link. Thus, all remaining nodes have be
ome arti
ulation points. Subsequently,the next layer is 
omputed, where the fo
us is to make nodes that were not safe ororiginally deemed arti
ulation points safe. To attain more equal routing performan
e inthe di�erent layers, a post-pro
essing of the layers is performed, where the goal is toequalize the number of safe nodes in ea
h layer.RRL o�ers two possibilities for optimizing the re
overy topology. First, 
hoosingwhi
h nodes to be safe in a given layer 
an be used to rea
h a desired behavior. Whenthe number of safe nodes is redu
ed in a safe layer, more links will be freed to be utilizedin the same layer, and thus the average re
overy path-length is redu
ed. This may beused in order to redu
e the number of safe nodes in a safe layer of a node that is expe
tedto fail often. Se
ond, RRL o�ers freedom in the number of layers that is to be used.With more layers, less safe nodes must residue in ea
h layer and thus more links are freedleading to a redu
tion in the average re
overy path-length.RRL uses three important observations when prote
ting against node failures. First,when a node is in a safe layer, it will not experien
e any transit tra�
. This leads tothe se
ond observation; whenever a safe layer of a failed node is used, all nodes ex
eptthe failed node are una�e
ted by the failure. The third observation is that whenever anode has failed all tra�
 to that node is lost in any 
ir
umstan
e. For link failures, asomewhat di�erent approa
h is needed. Generally, a safe layer for a link is the safe layerof a downstream node n. This rule does not 
omply if the �nal destination is n itself andthe failed link is the leaf link of node n. To mend this, one 
an try to use the safe layer ofthe dete
ting node, but only if the leaf link is una�e
ted. If this fails, the �nal solutionis to use the dete
ting nodes own safe layer, but de�e
t the tra�
 to another link thanthe leaf link. This would guarantee the tra�
 to avoid the failed link.17



3.6.2 IP fast reroute frameworkInternet Engineering Task For
e (IETF) is a standardization body that 
ontributes to theengineering and evolution of Internet te
hnologies. Fast re
overy is an important issuein the Internet, and the Routing Area Working Group (rtgwg), a working group withinIETF, is 
urrently mapping te
hnologies and working on a framework for IP fast reroute(IPFRR) [19℄.The main goal in IPFRR is to provide a framework for me
hanisms that prote
tagainst link or node failure in 
onne
tionless networks. The repair paths should be lo-
ally determined, and furthermore, the me
hanisms should fo
us on solving failures thatwould require multi-hop repair paths. There are also some strong requirements on thefun
tionality of the me
hanisms developed with this framework. The me
hanisms shouldnot impose any 
onstraints on the network topology or assigned link 
ost. In additionit should never perform worse than existing router 
onvergen
e te
hniques and provide
o-existen
e with non-IP fast reroute 
apable routers in the network.Repair pathsThere are several solutions for providing repair paths in IP networks. In IP fast rerouteframework there are mentioned three general ways; Equal Cost Multi Path (ECMP), loopfree alternate paths and multi-hop repair paths.ECMP is generally 
onsidered one of the simpler approa
hes to provide repair paths.It is a routing te
hnique originally developed for load balan
ing of the tra�
 amongmultiple equal 
ost paths. In this s
heme, the router keeps tra
k of paths towards adestination where the 
ost for ea
h alternative path are equal. The gathered informationmay subsequently be used to disperse the tra�
 bound for a spe
i�
 destination overmore links. This me
hanism may also be used in a re
overy situation where one mayroute all tra�
 over the paths una�e
ted by the failure. This solution is very simple andeasy to use as it is 
ommon for networks to have ECMP s
hemes deployed. However,the 
overage for this solution is not very good be
ause equal 
ost paths are not alwaysavailable.To expand the 
overage of ECMP, loop-free alternate paths may be used. This isa te
hnique for rerouting pa
kets where the adja
ent nodes have a path towards thedestination that is una�e
ted by the failure. Generally, a loop free alternate path requiresall the nodes in the network to 
ompute the shortest path trees of their neighbors. Then,for ea
h possible adja
ent node or link failure, ea
h node uses the shortest path threesto �nd whi
h of the neighbor nodes that may have an una�e
ted path for all possibledestinations. The next-hop re
overy neighbors are sele
ted in su
h a way that loopsin the network are avoided. In addition, the s
heme proposes several optimizations onthe 
omputation of the neighbor shortest path trees and re
overy paths. This te
hniqueextends the 
overage over the ECMP s
heme but as ECMP, it does not provide full
overage. It is anti
ipated that ECMP and the loop-free alternate paths 
ombined 
anprovide about 80% 
overage[20℄ [19℄, but the exa
t per
entage will depend on the networktopology. 18



In order to rea
h higher 
overage, multi-hop repair paths may be used. This methodprovides the most 
omplex prote
tion against failure, but in return, it may provide full
overage. In a failure situation it may be ne
essary to reroute the tra�
 several hops awayfrom the failure before a node who's path is una�e
ted by the failure is found. Multi-hoprepair paths may further be 
lassi�ed into two 
ategories depending on what me
hanismsare needed to represent the re
overy paths. Furthermore, the approa
hes are also dividedby the signaling pro
edure needed to guide the pa
ket along the sele
ted paths.Pre-
omputed FIBWith pre-
omputed FIB, one or more alternative FIBs are pre-
omputed in all routers. Ina failure situation the re
overy FIB are used to forward IP pa
ket. There are two ways ofsignaling when to 
hange to the alternative FIB; 1)It is possible for the routers to swit
hto the alternative FIB by performing logi
al 
he
ks. If a pa
ket arrives at an invalidinterfa
e, the router may forward this pa
ket by the alternative FIB. 2) It is possible tomark ea
h individual pa
ket and let the marked pa
ket indi
ate what FIB to use.This solution is used in the RRL method.TunnelingA series of tunneling based approa
hes have been proposed in [19℄. What kind of tunnelsare to be used, are not de�ned, but IP-in-IP des
ribed in [21℄ is a 
ommon te
hnique whereIP pa
kets are en
apsulated in the payload of another IP pa
ket where the destinationaddress is set at the end of the tunnel. At the end of the tunnel, the payload is extra
tedand forwarded as usual towards the destination. One of the advantages of tunnels is thatthey may be utilized without any 
hanges to the FIB, but as with sour
e routing theworkload imposed on the nodes in the network may be 
onsiderable.In both IPv4 and IPv6, it is possible to support sour
e routing. This is a methodwhere the sour
e of an Internet datagram supply the routing information to be usedby the intermediate nodes in the forwarding pro
ess. IPv4 has a �eld for stri
t sour
erouting that the ingress node 
an use to spe
ify a path based on pre-
omputed re
overypaths [22℄. However, this s
heme imposes a 
onsiderable workload on the nodes, as everyrouter along the re
overy path needs to rewrite or update the IP header. Furthermore,the solution may interfere with the a
hieved throughput as the header size grows andless of the maximum transportation unit (MTU), i.e. the largest allowed IP pa
ket size,is available for a
tual data. In addition, the IP header allows this �eld to appear onlyon
e in a datagram, and is meant to be used by the real sour
e of the tra�
. Thus, themethod may for
e the ingress node to 
he
k if a path has been spe
i�ed and 
he
k if thespe
i�ed path is violated by adding the re
overy path, if this 
annot be guaranteed thedatagram 
annot be delivered, or the pa
ket needs to be tunneled.The TUNNELS method [23℄ tunnels the tra�
 around the failure terminating thetunnel at an intermediate node. When the pa
ket arrives at the �other side� of the failureit may be forwarded as though it had traversed the failed link or node. No signaling is19



required for this method to work, and the tunnels are pre-
omputed at ea
h node and keptin a separate data stru
ture. This enables the s
heme to not a�e
t the size or stru
ture ofthe FIB. The method may be used to 
ompute re
overy paths for every possible failure,as long as the 
ost de�ned on the links are not asymmetri
. When asymmetri
 
ost isused, 100% 
overage may not be possible.�Not-via� [24℄ is somewhat similar to the TUNNELS approa
h. Ea
h 
omponent inthe network, i.e. node, interfa
e of nodes and links, is assigned a spe
ial address 
alledthe not-via address of a 
omponent. The nodes in the network broad
ast the not-viaaddresses, i.e. ea
h node broad
ast the addresses of its 
omponents. In a failure situationthe tra�
 is tunneled, as in [23℄, to the appropriate not-via address in su
h a fashion thatit avoids the not-via 
omponent. Apparently, this method is able to repair all possiblefailures.3.6.3 Last hopMost s
hemes addressing both link and node failures need to deal with the �last-hop prob-lem�. The �last-hop problem� arises when the node immediate upstream of the failureis the last-hop node before rea
hing the destination address. In these situations, it maybe impossible for the node initiating the re
overy pro
edure to determine if the failureoriginate from a node-failure or a link-failure. However, the tra�
 should be tried re
ov-ered on
e as there is a 
han
e that the node is operational. In these situations, it maybe ne
essary for the re
overy me
hanism to distinguish between node and link failure.This is be
ause if the failure is a
tually a node-failure and it is treated as a link-failureit may 
reate loops in the network. E.g. if a re
overy s
heme were to solve the �last-hopproblem� by sending the involved pa
kets to another of the destinations neighbors, with-out informing that it was trying to solve the �last-hop problem� and the failure was anode-failure, the re
ipient node would repeat the pro
edure - possibly leading to loopingof the re
overed tra�
.
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Chapter 4MethodIn this 
hapter the medhod and environment used to realize a model of the IPRT methodis presented.4.1 Choosing the environment to model IPRTThe use of models gives a great freedom in the networks available for experimentationas any real or imagined network may be freely modeled. It grants the opportunity tofreely experiment with 
on�gurations on existing networks. In this way models maya

ommodate for experimenting with both s
enarios and 
on�gurations that might nothave been possible in other 
ir
umstan
es. For example by providing an environmentwhere network te
hnologies may be tested without indu
ing disruption in an operational
ommer
ial network.There are three general approa
hes to 
onsider when modeling a new network proto
ol.The utilization of one of these approa
hes should not ex
lude the use of the other ones,as they may 
omplement ea
h other. The approa
hes di�er in how easily available themodels are, the results that may be obtained and the �exibility they o�er. The threeapproa
hes are listed below.1. Mathemati
al analysis2. Testbeds and prototypes3. SimulationsThe advantage of using a mathemati
al model is that the environment this approa
hprovides, may be used to qui
kly produ
e results. This is espe
ially true in situationswhere the problem area 
onsists of a 
ommon problem where a formula or 
al
ulationmethod is known in advan
e of the model. Furthermore, it might provide a 
lear overviewof the environment, as well as parameters that governs the results. The drawba
ks ofusing a mathemati
al analysis is that the models may, to a large extent, need to simplify21



the environment they are supposed to model. Furthermore, when modeling large and
omplex systems, the states needed to properly represent the model, may grow too largeand render this approa
h unpra
ti
al.One of the strongest assets of testbeds and prototypes is that they provide resultswith a high degree of 
redibility. The use of testbeds or prototypes may be superiorto mathemati
al analysis when the problem area is 
omplex and simpli�
ation of thereal system is impossible or undesirable. However, this approa
h may require a 
omplexdevelopment pro
ess, where it might prove di�
ult to verify or build the proto
ol inin
remental stages. Thus, this is an approa
h that is often used to implement and verifythe abilities of a proto
ol where requirements and behavior has matured. Furthermore,be
ause the tests are run in a real environment, it might be di�
ult to a

ess all thene
essary measurements and it might also involve expensive instruments.Simulations 
an be a very �exible and e�
ient method when analyzing 
omplex sys-tems. This approa
h 
an be used to model proto
ols where the problem area is too
omplex to be tested in a mathemati
al environment and where a �exible development
y
le is needed. Furthermore, this approa
h provides the ability to 
hoose the level ofabstra
tion. This allows the simulated environment to better suit the desired level of
omplexity, and by varying granularity, it is possible to a

ommodate both detailed andhigh-level simulations. However, the results that are obtained from a simulator is usuallyless 
redible than those obtained from testbeds or prototypes. If a simulator with an ex-isting framework 
an be used, this might save development time and, in addition, removesome of the need for simpli�ed or stati
 assumptions on higher and lower layers in thenetwork.In this thesis, a new method for providing IP fast re
overy will be tried developed, andthus, it is anti
ipated that there will be a need for a model environment that is �exibleand allows easy adaptation of new ideas in the development 
y
le. Some graph theorywill be used in the initial design phases to be able to 
onvert the original RT methodto appli
able to 
onventional IP networks. Furthermore, the problem area is 
onsideredto be 
omplex to be 
ompletely understood in an easy or proper fashion when using amathemati
al model. Thus, a simulated environment will be used to model, verify the�ndings and measure the performan
e of the IPRT method. This enables the evaluationof the performan
e and abilities of a IPRT as it intera
ts with other proto
ols in varying
onditions. The level of 
ontrol makes it easy to measure and inspe
t all state informationof the model, at any stage of the exe
ution. In addition, it may allow for a rapid 
hangein model properties be
ause of the 
ontrol that is provided over the di�erent aspe
ts ofthe system. For example may topologies easily be repla
ed and method easily added ordedu
ted from the model.Be
ause simulation is performed on models and assumptions and abstra
tions areused, less of the a
tual events are found in the simulation. Thus, simulation may give agood indi
ation on the performan
e and 
orre
tness of a model, but guarantees may behard to give. 22



4.2 SimulatorsGenerally, networks may be des
ribed through sto
hasti
 models where one or more dis-tin
t events a�e
t the state or 
omponents in the network. A variety of simulators spe-
ializes on spe
i�
 aspe
ts of network simulation. However, simulators are generally setapart by how they model time and how they model events.Time advan
e in a simulator may be modeled with either a �next-event� or a �time-sli
ing� approa
h, both using a dis
rete time. The time-sli
ing approa
h advan
es thesimulation time by moving forward at �xed intervals, e.g. every se
ond, regardless of thea
tivities being simulated. With the �next-event� approa
h the time is advan
ed to thetime s
heduled by ea
h event. In most 
ases the �next-event� me
hanism is more e�
ientand allows models to be evaluated more qui
kly. I.e. the simulator may jump dire
tlyfrom one event to the next s
heduled event without a�e
ting the overall results of thesimulation.Furthermore, the way 
hanges in system state o

ur is also de�ning for a simulator.It may be modeled through the use of events, a
tivities or pro
esses. The event approa
hdes
ribes a 
hange as an immediate 
hange in one or more related system variables. Thea
tivities approa
h is somewhat similar to the event approa
h but use duration to des
ribe
hanges in states. The pro
ess approa
h joins 
olle
tions of events or a
tivities togetherto des
ribe the life 
y
le of an entity. Be
ause the events are dis
rete and ordered it isdi�
ult to model two events that overlap in time and at the same time may intera
t orinterfere with ea
h other.The most 
ommonly used approa
h is dis
rete-time event-driven simulators. A 
om-monly known simulator that uses this approa
h is the �network simulator� also knownas �ns� or �ns2�[25℄. Another approa
h, found in J-sim [26℄, is a real-time pro
ess-drivenapproa
h to simulation. In su
h systems, the evolution of a system is de�ned by pro-
esses taking pla
e at real-time along a virtual time-axis. Ea
h pro
ess is exe
uted in anindependent exe
ution 
ontext and pro
ess intera
tion is modeled, as it would happen ina real implementation. Furthermore, the real-time pro
ess-driven approa
h is an exten-sion to the dis
rete-time event-driven approa
h. E.g., the pro
ess-driven approa
h is alsoevent-driven. However, the intera
tions between the entities, i.e. pro
esses, are expli
itlyde�ned through dependen
ies and syn
hronizations between the pro
esses.In this thesis J-sim will be used to provide the simulator environment in whi
h IPRTwill be implemented. The J-sim simulator is des
ribed in more detail in the followingse
tion:4.2.1 J-simJ-sim is a 
omponent-based dis
rete event simulator written in Java that may be used fornetwork simulation. It provides many network related pa
kages in
luding a network pa
k-age (INET Framework), wireless pa
kage, sensor network pa
kage, and a di�erentiatedservi
e (Di�serv) framework. 23



The simulator is founded on the �Autonomous Component Ar
hite
ture� (ACA). Thisenvironment tries to mimi
 a �bla
k-box� approa
h to modeling often found in devel-opment of integrated 
ir
uits. The de�ning properties of a �bla
k-box� is that both itspurpose and the in/out signal pattern through pins or ports are fully spe
i�ed. Thisallows the 
omponents to mimi
 the behavior of real-world systems through messagepassing and an independent exe
ution model. This is a
hieved by allowing data arrivingto a port of a 
omponent to be immediately pro
essed by that 
omponent in an inde-pendent 
omputation 
ontext. In addition, the ACA allows for a fun
tion 
all exe
utionmodel where a 
omponent may send data to another 
omponent to be 
omputed in thesame 
omputation 
ontext as the sender.There are several reasons for why J-sim was 
hosen in this thesis. It is written purelyin Java, and thus, provide with a well-known programming environment. Furthermore, itprovides with all the basi
 
omponents needed to simulate networks and perform measure-ments. In addition, SIMULA has implemented a version of the RRL re
overy pro
edurein J-sim that 
ould provide with both a good foundation for initial development and anopportunity to test both RRL and IPRT under similar 
onditions.
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Chapter 5IPRT DesignThis 
hapter 
ontains an overview of the important design 
hoi
es for implementing IPRTfor 
onventional IP networks. In ea
h se
tion, the problems will be identi�ed and possiblesolutions will be presented.5.1 Constru
tion of the treesThe original RT work [1℄ presents two di�erent algorithms; one for link failures, and onefor node failures. Both of the algorithms follow the basi
 idea of growing the red and bluetrees gradually by adding new redundant paths. Furthermore, the algorithms introdu
ea �voltage rule� to ensure that the redundant property of the tree pair is a
hieved. Thisis done by letting the rule impose a 
omplete order on the nodes as the trees are grown toform a pair of red and blue trees. There are several attributes that govern the performan
eand behavior of the IPRT tree 
onstru
tion, where the main attributes are path and 
y
le
reation, and run-time of the algorithm.5.1.1 Introdu
ing the redundant tree algorithmThe �Node-algorithm�, shown in Algorithm 1, is designed to work with two-vertex-
onne
ted graphs. It starts by adding a randomly 
hosen 
y
le, 
ontaining three or morenodes, from the graph with a root S. The root is then assigned two voltages; one for thered tree and one for the blue tree, su
h that Vblue = vmax and Vred = 0. Subsequently, theremaining verti
es in the 
y
le are given voltages in a de
reasing fashion, following the
y
le in an arbitrary 
hosen dire
tion. The voltages assigned are within the boundariesof vmax and 0. Furthermore, the sele
ted nodes, starting from S, are added to the blueand red tree, in su
h a way that the assigned voltages are de
reasing and in
reasing,respe
tively. Subsequently, the trees are grown by 
onne
ting two nodes already assignedto the trees, with one or more nodes not assigned; i.e. forming an ar
h starting andending in the tree. The ar
h is then oriented so that the starting node is the one with thehigher voltage of the two nodes in the trees. Following a dire
ted path from the starting25



Algorithm 1 Algorithm for vertex-redundant graphs [1℄1: j =12: Choose any 
y
le (S, C1, ..., Ck, S) in the graph with k ≥ 2. Let N1 be the set ofverti
es {S, C1, ..., Ck} and order these verti
es by vmax > v(C1) > v(Ck) > 03: AB
1

= {(S, C1), (C1, C2), ..., (Ck−1, Ck)}
AR

1
= {(S, Ck), (Ck, Ck−1), ..., (C2, C1)}4: while Nj 6= N do5: j = j + 16: Choose a path Pj = (Xj,0, Xj,1, ..., Xj,Lj

), Lj ≥ 2 in the graph su
h that
Xj,0 ∈ Nj−1 and Xj,Lj

∈ Nj−1, with v(Xj,0) > v(Xj,Lj
).If Xj,Lj

= S then v(Xj,Lj
) = 0If Xj,0 = S then v(Xj,0) = VThe other verti
es, Xj,i, i ≤ i ≤ Lj, are 
hosen outside of Nj−1.7: Nj = Nj−1 ∪ (Xj,1, ..., Xj,Lj
)8: Order the verti
es in Pj by v(Xj,0) > v(Xj,1) > ... > v(Xj,Lj−1

) > (vmax),where vmax = max
y∈Nj−1

(v(Y ) : v(Y ) < v(Xj,0))9: AB
j = AB

j−1
∪ {(Xj,0, Xj,1), (Xj,1, Xj,2), ..., (Xj,Lj−2

, Xj,Lj−1
)}

AR
j = AR

j−1
∪ {(Xj,Lj

, Xj,Lj−1
), (Xj,Lj−1

, Xj,Lj−2
), ..., (Xj,2, Xj,1)}10: end while

Nj The set of verti
es in
luded in the red and blue trees at stage j

AB
1

The set of links present in the Blue tree at stage j

AR
1

The set of links present in the Red tree at stage j

S The root node of the red and blue trees
Pj The ar
h (path) found at stage j

Lj Length of the ar
h found at stage j

Xj,i Node X added at stage j at pla
e i in Pj

v(X) The voltage assigned to node Xnode, the ar
h is traversed. All nodes, ex
ept the �rst and last, are assigned voltages ina de
reasing manner. The �rst and the last node on the ar
h is not assigned voltages asthey are already in
luded in the trees, and has therefore already been assigned voltages.The new nodes are given voltages within the boundaries of v(Xj,0) and the highest voltageassigned to any node in the tree that does not ex
eed v(Xj,0) - not ne
essarily the voltageof Xj,Lj
. The new nodes are then 
onne
ted to the blue tree, through Xj,0, and to thered tree, through Xj,Lj

, following the same voltage rules as when the 
y
le was 
reated.An example is shown on the topology in Figure 5.1, where node A is the root node.26



From this node, the 
y
le [A−B −E − F −C − A] is found, and the nodes are assignedtheir voltages a

ording to line two. The red tree thus 
onsists of in
reasing voltages, andthe blue de
reasing voltages, following the three-growth rule found in line three and ninein Algorithm 1. Next, the ar
h [E − G − F ] is found. Sin
e F has the higher voltage of6, this be
omes the upper boundary. The lower voltage 4, whi
h is owned by E, be
omesthe lower boundary. Thus, G is assigned a voltage of 5. E is then added to the red andblue tree in a

ordan
e to the voltage rule found in line 8. The next ar
h to be foundis [C − D − B], and sin
e C has the highest voltage, it be
omes the upper boundary.However, the lower boundary is voltage 6 owned by node F. Consequently D is assigneda voltage of 7 and added to the red and blue trees a

ordingly.The �Link-algorithm� is very similar to the former presented �Node-algorithm�. Themain di�eren
e between the two, is that the link-failure algorithm allows the ar
hes tostart and end at the same node. Thus, it be
omes ne
essary to assign two voltagesto ea
h node and in this manner expand the voltage rule. The �Link-algorithm� maypotentially yield shorter re
overy paths at the expense of introdu
ing arti
ulation pointsin the redundant trees. This is be
ause more links may be freely used when 
reating treeswith the �Link-algorithm�. However, the �Link-algorithm� is not required to produ
earti
ulation points where none are needed. It may therefore be made to prote
t againstnode failures to the extent allowed by the topology. This may be done by refraining fromletting an ar
h start and end at the same node as far as possible. However, this mayintrodu
e a bigger 
omputational 
ost in the algorithm.The layout of topologies where the �Node-algorithm� and the �Link-algorithm� re-spe
tively may su

essfully be applied, is inherently di�erent. This is be
ause the �Node-algorithm� has a stri
ter requirement on the 
onne
tivity of the networks it may be appliedto. To use the �Node-algorithm�, the network needs to be at least two-vertex-
onne
ted,whereas the �Link-algorithm� only needs the network to be two-edge-
onne
ted.5.1.2 Important propertiesThere are several attributes that govern the performan
e and behavior of the IPRT tree
onstru
tion, and they may in�uen
e resour
e usage in both routing and forwarding:
• The sele
tion-algorithm used for path and 
y
le 
reation
• Run-time of the algorithm
• The ability to provide QoS propertiesThe manner of how the 
y
le and the ar
hes are sele
ted, is of great importan
e to theattributes of the redundant trees. In the original RT algorithms, e.g. Algorithm 1, thiswas left as an open question. However, there has been some resear
h in this area by Xueet. al. [27℄ [16℄ [17℄. Their results show that the 
reation of 
y
les and ar
hes is vital forIPRT to meet the desired performan
e 
riteria. A good example may be how the treeswould perform with a shortest-path versus longest-path sele
tion of the 
y
le and ar
hes;Consider a node that has two neighbors, where a link has failed between the root node and27



Figure 5.1: A redundant tree set is grown from rootnode A
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one of its neighbors, whom the root node is trying to 
ommuni
ate with. The re
overypath between the two nodes through either the red or the blue tree would then be of equalsize to the length of the 
y
le - i.e. the length of AB
1
or AR

1
in line three in Algorithm1. Thus, if a shortest path was used, there would be a guarantee that this re
overy pathwould be of minimal length. With a depth-�rst sear
h that terminates at the �rst node in-tree, the IPRT method would not be able to give su
h a guarantee. If the initial 
y
le was
reated using a longest-path algorithm, the path-length might be signi�
ant. However,the in�uen
e the 
hosen sele
tion-algorithm exerts on the performan
e and behavior ofthe IPRT method is dependant upon the topology. For example, in a pure ring-topology,the various sele
tion-algorithms would have no impa
t at all on the performan
e of IPRT.It has been shown that an approa
h, wherein the length of the 
y
le and the ar
hes arekept to a minimum, does show a signi�
ant improvement with respe
t to the averagere
overy path length[17℄. In addition, it has been shown that this approa
h generatestrees with a higher degree of 
overage in 
ase of multiple 
on
urrent failures.It is important for the IPRT algorithm to support some level of QoS, as a randomlydriven approa
h may have a negative impa
t on the performan
e and resour
e usage.Often, 
osts on links are used for QoS, i.e. to maximize available bandwidth or to minimizethe number of hops. Through link 
ost, the RT method may also support some Tra�
Engineering aspe
ts, su
h as the ability to set a high 
ost on links known to fail regularly.However, advan
ed requirements may introdu
e a bigger 
omputational 
ost.Determining the best redundant trees - i.e. QoS oriented IPRT - for a topology, is anNP-
omplete problem somewhat similar to the Travelling Salesman-problem. An informalde�nition of NP problems is a 
lass of problems that 
an be veri�ed by a deterministi
Turing ma
hine in polynomial time. Furthermore, NP-
omplete problems are a sub
lassof NP problems that has the property that any problem in NP 
an be polynomiallyredu
ed to it. To �nd the best set of red and blue trees, the algorithm needs to try everypossible 
ombination and 
omposition of 
ir
les and ar
hes in a given topology. To sear
hfor the perfe
t solution would be impossible in pra
ti
e, as the time needed to 
al
ulateall the possible solutions would be far too great for the sear
h to be pra
ti
al. However,there are many optimizations and approximations available, providing seemingly good orprobably good solutions. For example, a greedy-algorithm implementation of Algorithm1, using a depth-�rst-sear
h sele
tion-algorithm with a runtime of O(n + v), would havea runtime of O(n2(|n| + |v|)). This is be
ause line two will have a maximum exe
utiontime of O((|n| + |v|)), and will be exe
uted exa
tly on
e. Subsequently, line six will beexe
uted at most O(n) times, as ea
h iteration will add at least one node to the treesand thus terminate at line four after O(n) iterations. The exe
ution time of line six willbe of magnitude 0(n(n + v)), given the depth-�rst sear
h initiated from ea
h node witha runtime of O(n + v). Furthermore, if the sear
h-method 
ould be ex
hanged with analgorithm with runtime of O(n), the algorithm would have a runtime of O(n3) [1℄. Otheralgorithms provide more spe
ialized solutions for QoS IPRT, of whi
h the best have arun-time of only O(n + v) [27℄.
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5.1.3 ObservationsFor a real implementation, a fast algorithm is of great importan
e, as limited 
omputa-tional resour
es must be assumed. In addition, IPRT should 
omplete the tree generationpro
ess as fast as possible to have the ne
essary information available to any subsequentfailures. In this thesis, the run-time is a subje
t of less importan
e as the failure-s
enariosmay be pre-planned, and the trees may be 
omputed o�-line. Thus, the greedy-algorithmapproa
h would be su�
ient. This provides a more versatile solution, as the algorithmis not optimized towards a single QoS goal. To be able to give an a

urate pi
ture ofthe performan
e and abilities of the IPRT algorithm, the QoS properties must be 
onsid-ered. With the greedy-algorithm approa
h, it would be trivial to ex
hange the di�erentsele
tion-algorithms.As the run-time needed to generate ea
h tree may be brought down to a minimum of
O(v+n), it has been shown that the 
omputational 
ost of the algorithmmay be optimizedenough to a

ommodate for a IP solution. Furthermore, the algorithm may ful�ll severalQoS needs and demands, and may be versatile enough to be used in existing IP networks.The algorithm may also be used on a variety of networks, but might perhaps yield optimalresults in a two-vertex 
onne
ted network, as this would yield the best failure 
overage.5.2 Routing5.2.1 Enabling IPRT to 
o-exist in a failure-free environmentThe IPRT me
hanism needs to be able to 
o-exist with normal routing proto
ols in timesof failure-free operation. To a
hieve this the usage of the original RT re
overy pro
edureneeds to be altered.One of the original ideas for RT routing was to let one of the two trees be the founda-tion for failure-free operation, i.e. to be used as a �working tree�. In a 
onne
tion-orientedenvironment this approa
h give some advantages in the re
overy pro
ess, as a failure re-ported on a 
onne
tion would enable a router to immediately swit
h to the ba
kup path.One of the main disadvantages of applying this approa
h to 
onventional IP networks isthe length of the default paths. The 
onstru
tion of the redundant trees needs to followstri
t rules to be able to provide node-disjoint paths. Thus, it is probable that the pathsgenerated by IPRT does not provide the best path 
hoi
es available. The 
onstru
tion ofthe redundant trees needs to follow stri
t rules to be able to provide node-disjoint paths,and thus it is probable that the paths generated by IPRT do not provide the best path
hoi
es available. Furthermore, this approa
h does not provide a valid re
overy pro
edure.If the IPRT method is used as a basis for the forwarding me
hanism during failure-freeoperation, it is also a subje
t for the IP re-
onvergen
e pro
ess. Thus, even though themethod would able to re
over tra�
 at times of failure, it does not solve mi
ro-loops.To be able to re
over tra�
 at all times, additional virtual re
overy-topologies 
ouldbe used in addition to the normal topology during failure-free operation. Subsequently,the FIBs obtained from the additional re
overy-topologies may be used to forward thetra�
 a�e
ted by a failure. This approa
h is used in RRL, and is also required by the IP30



fast reroute framework. The additional topology enables the routing algorithm to behaveand be 
on�gurable like expe
ted in a normal network. This, without being hampered bythe re
overy me
hanism, and only depending on the restri
tions of the preferred routingproto
ol. The FIBs generated from the re
overy-topologies are therefore only used forforwarding in re
overy operations.When the IPRT algorithm is run, the resulting trees are laid as an overlay on theoriginal topology, and subsequently ea
h of the links outside the tree are assigned a 
ostof very high value, i.e. the maximum available. Setting the link 
ost with a su�
ientlyhigh value is the same as ex
luding the link from the topology when the shortest pathalgorithm is used. As a result all the links are a part of all the re
overy topologies, butnot used for pa
ket forwarding.When IPRT is used in 
onjun
tion with an LS routing proto
ol, the LS proto
ol mayprovide the RT method with the needed topology information and routing me
hanism.As an example, in multi-topology IS-IS [28℄ it is possible to let ea
h topology either havetheir own dedi
ated routing proto
ol where LSPs are marked a

ording to the tree ID,or share the routing s
heme where LSPs are shared between the topologies. In addition,the IPRT re
over me
hanism may use the LSDB to get the needed topology information.Similar operation is also available in OSPF.In a simulated environment, the routing proto
ol may be represented o�-line andimplemented in a stati
 manner. By doing this, more time may be used on implementingand testing of IPRT, and in addition, the stati
 property provides a simpler s
enario toanalyze. This approa
h also helps to ensure that the routing is exe
uted in a deterministi
manner, and in this manner redu
e the needed work and potential problems that mayo

ur when testing the IPRT method. This approa
h does not lo
k the implementationto a spe
i�
 routing proto
ol, but leave this work for future implementation and designde
isions.5.2.2 ComputationThe 
omputation of re
overy routes 
an be a
hieved in IPRT either by a 
entralizeds
heme, a distributed s
heme or a 
ombination of both. The 
hoi
e of whi
h approa
hto use depends on what kind of resour
es that are available in the network; bandwith orCPU 
y
les.The 
omputation in the original RT s
heme was meant to be done by a 
entralizedserver. At 
onne
tion-setup, the node were to query the server, and obtain the workingpath along with the re
overy path. In a 
onne
tion oriented solution, 
onne
tion-setupsmay be rare. Therefore, the delay asso
iated with a 
entralized s
heme may be a

eptable,as long as it is within the order of delay required for setting up the 
onne
tion. In a
onne
tionless network, no 
onne
tions are set up prior to initiating a 
ommuni
ation.This does not void the use of a 
entralized s
heme in a 
onne
tionless environment, asthe re
overy FIBs or topologies may be 
omputed at a 
entralized server and distributedalong any periodi
 or triggered route update.31



Another valid approa
h is to use a distributed s
heme in order to produ
e the redun-dant trees. This is possible if the IPRT method is used in 
onjun
tion with an LS routingproto
ol. In su
h a s
heme, all routers are required to 
ompute the pair of trees for everynode in the network. This may be done assuming all nodes have a syn
hronized view ofthe LSDB, the IPRT algorithm is deterministi
, and use the same snapshot of the LSDBas input to the algorithm.It is also possible to utilize a 
ombination of distributed and 
entralized 
omputationif IPRT is used in 
onjun
tion with a LS routing proto
ol. In this approa
h ea
h node inthe network is responsible for 
omputing the pair of redundant trees of whi
h they are theroot node. As with the distributed s
heme this approa
h require a syn
hronized view ofthe LSDB at the time the trees are 
omputed. The information may then be broad
astedas a part of the LS route update messages or as a separate pa
kage with the same deliveryand send properties as an LS route update message. If this me
hanism is to be e�e
tivein response to a failure the redundant trees should be 
omputed and broad
asted as apart of the re-
onvergen
e pro
ess. This is be
ause if the 
omputation and subsequentlythe broad
ast are delayed to after the re-
onvergen
e has �nished, the me
hanism wouldbe more vulnerable to failures 
oming in rapid su

ession. This approa
h is guaranteedto work if one assumes all LS route update messages are guaranteed delivered and thatall routers broad
ast LSPs. Furthermore, if a router does not deliver a pair of redundanttrees the router must have failed or been dis
onne
ted from the network. Sin
e there isno way or rea
hing a failed or dis
onne
ted router there is no need for re
overy paths tothis router anyway.The 
entralized s
heme may result in an in
reased amount of tra�
 when 
ompared toa pure distributed s
heme. This is be
ause all the trees need to be broad
asted to everyrouter in the network whereas a distributed s
heme 
ould use the LSDB without adding tothe amount routing proto
ol related tra�
. The a
tual amount of network tra�
 neededis implementation dependant but it would need to represent 2 ∗n topologies. In addition,the s
heme also su�ers from the general drawba
ks of having a 
entralized responsibility,e.g. it introdu
es a single point of failure in the IPRT s
heme. However, 
entralizedapproa
h does not require the individual routers to 
al
ulate the trees, and thus has alower 
omputational 
ost at ea
h node. With the distributed s
heme these drawba
ks arenot present. This is be
ause the only information needed to be broad
asted is the LSroute update messages. However, this approa
h imposes a higher 
omputational 
ost atea
h node as the tree pair of every node needs to be 
omputed. If the 
ombination of
entralized and distributed 
omputation is used, the amount of generated network tra�
is still high. However, the 
omputational 
ost is redu
ed at ea
h node, and at the sametime this approa
h does not su�er from the general drawba
ks of a 
entralized approa
h.Thus the di�erent approa
hes be
ome a question of available 
omputational and networkresour
es.This shows that the IPRT method may be �exible and resour
e usage may be shiftedbetween either network or 
omputational usage. However, sin
e the IPRT method is tobe realized in a simulator this resour
e usage is not a governing 
riteria. The 
entralizeds
heme seems the best 
hoi
e sin
e it allows to utilize a 
entralized approa
h that 
omputesthe trees o�ine and at the same time is non-dependant on any routing algorithm.32



5.2.3 Signaling and path representationWhen a failure o

urs, it is important that all the nodes in the network are able todete
t the pa
kets a�e
ted by the failure and ensure that all pa
kets are forwarded alongthe 
orre
t re
overy path. In the framework for IP fast re
overy, three methods arepresented as possible solutions to represent multi-hop re
overy paths, and IPRT maydraw inspiration and 
on
eptual design from these approa
hes. However, if these s
hemesare to be used in 
onjun
tion with IPRT they may need some alteration.Two main me
hanisms need to be a

ounted for.
• To be able to forward a pa
ket along a multi-hop path that di�ers from the defaultroutes there is need for a me
hanism to represent the alternative re
overy paths inea
h router. This is a
hieved by introdu
ing an additional re
overy FIB at ea
hrouter. In a broad de�nition, the forward information base in a router is a datastru
ture that helps the router de
ide the next hop of a pa
ket, thus the a
tualdata-stru
ture of the re
overy FIBs may take on many forms.
• The trees, and thus the di�erent re
overy paths, may be distinguished by boththe root-node and the 
olor of the tree. The signaling provides the routers witha me
hanism to identify a re
overed pa
ket and thus forward the pa
ket a

ordingto the signaled redundant tree topology. However, the path representation and thesignaling me
hanisms may be 
losely related to ea
h other and a single solution mayextend to 
over all the needed me
hanism.Path representation SignalingSour
e routing Network-lo
al addressesMark IP headerSeparate FIBs Network-lo
al addressesMark IP headerTable 5.1: Possible paths and signaling me
hanismsPath representationIn IP fast reroute framework there are proposed several solutions to properly represent thepaths. One approa
h des
ribed is to utilize sour
e routing. In this s
heme, the re
overyFIB would 
ontain a series of pre-
omputed 
hains of intermediate routers the re
overedtra�
 would need to traverse. Thus, the responsibility to forward the tra�
 along the
orre
t path is assigned to the node initiating the re
overy. By using sour
e routing,the a�e
ted tra�
 may follow the re
overy path by the means of the normal forwardingpro
edure. I.e., no intermediate nodes may forward all tra�
 a

ording to the normalrouting table as long as no lo
al failures are present. Even though the forward-pro
eduredoes not need to know the re
overy pa
ket, the pa
ket needs to be signaled as a re
overed33



pa
ket as this information is needed in the event where the re
overed tra�
 en
ounters ase
ond failure.Another approa
h to represent the re
overy paths is to 
reate additional re
overyFIBs where the stru
ture and representation is equal to the FIB used in a 
onventionalIP network. This solution lets all the routers share the responsibility of forwarding apa
ket a

ording to the sele
ted re
overy route. Thus the signaling will need to bothidentify a re
overed pa
ket and what re
overy FIB the intermediate routers needs to usewhen forwarding said pa
ket. Thus, this method extends the forwarding pro
edure atea
h router, as the forwarding pro
edure must de
ide what FIB to use on a per pa
ketbasis.SignalingAs with the path representation, there are several approa
hes to signal the existen
e andsele
ted path of a re
overed pa
ket. One possibility is for the IPRT solution to utilizean identi�
ation approa
h somewhat similar to the one found in �not-via� addresses [24℄.By not assigning spe
ial addresses, but rather assign spe
ial-subnets this s
heme 
ouldfully represent the topologies of the redundant trees. The Internet Assigned NumbersAuthority (IANA) has reserved a 
lass A IP address spa
e for private internets[29℄. Byutilizing a addressing s
heme where the di�erent 
lasses of address spa
es 
orresponds tothe di�erent unique identi�ers of a redundant tree, e.g. the root-node, the 
olor of the treeand the nodes represented in the tree, every relation of a tree is maintained in the signal.This would allow the IPRT s
heme to identify all nodes in the network and in additionprovide information on both the 
olor and the root of a redundant tree. Furthermore,the addressing s
heme would enable the routers to be able to identify a re
overed pa
ketbased on the address of a pa
ket. An example 
ould be to let the di�erent root nodesbe mapped to di�erent 
lass B sub-networks, and use the 
lass C sub-network to identifythe red and blue tree within ea
h 
lass B network. Furthermore, the higher eight bits
ould 
orrespond to the higher eight bits of all nodes in the network. Thus a node withaddress on form XXX.XXX.XXX.8 would be assigned two addresses of form 10.8.[1,2℄.8in the red and blue tree where it was root node. This s
heme may also a

ommodate fora lower granularity if desired and thus allow a restru
turing of the address assignmentto �t a spe
i�
 implementation. The s
hemati
 of ea
h re
overy tree address is that are
overed pa
ket must be delivered to the node a

ording to the topology represented inthe re
overy address.Another approa
h is found in [18℄ the solution is to mark the pa
ket. This may bedone through the type of servi
e (ToS) �eld, often used by di�serv, of an IPv4 pa
ket.Sin
e redundant trees needs to be 
al
ulated for ea
h possible sender the maximum needed
on�gurations is two times the number of nodes in the network. However, this solutionrequire that the number of bits are small in order to be pra
ti
al. It may prove that thetotal number of FIBs that is needed to support IPRT solution may allow for IPRT to
oexist with a typi
al QoS servi
e within a network, but su
h an emerging of 
ode pointsis outside the s
ope of this thesis. 34



E�e
t of path and signaling me
hanismsChoosing di�erent paths and signaling me
hanisms may interfere with several aspe
ts ofthe network:
• The size of the state information needed to implement IPRT
• The forwarding pro
edure
• The tra�
 overhead asso
iated with IPRT
• The topology size IPRT may addressThe 
hoi
e of re
overy path representation me
hanism does a�e
t the size of there
overy FIBs. As an example 
onsider the re
overy path length; the length of there
overy paths depend on the network diameter, where the best average path lengthwould at minimum equal half the diameter of any given network. Thus, if sour
e routingwere used as a path representation this would result in re
overy FIBs where the averagenumber of intermediate nodes needed in ea
h FIB entry would be at least equal to thenetwork diameter. However, it is possible that the number of addresses listed to representthe path 
ould be eased by doing some extra 
omputation in order to omit the addressesthat already follow the path sele
ted for the tra�
 in a normal operation. This redu
tionrequires that the re
overy path and the normal traverse the same nodes for at least threehops before one address 
ould be removed from the entry. Thus, the possible gain inlowering the size of the FIB would 
ome at the 
ost of additional 
omputation. However,when the multiple FIB solution is used the size of the re
overy FIBs are not depending onthe average re
overy path length. Thus, this approa
h requires less memory to representthe redundant trees at ea
h router.Furthermore, the s
heme for representing the re
overy paths may also a�e
t the nor-mal routing pro
edure. Depending on the method 
hosen to implement the sour
e routingthe routers may be for
ed to update the IP header of re
overed pa
kets at ea
h inter-mediate node. During normal operation, no su
h tasks need to be performed and thusthe additional 
ost in the forwarding pro
edure does only a�e
t re
overed pa
kets. How-ever, sour
e routing is an optional forwarding pro
edure, and there may be introdu
edadditional 
ost in the form of requirements for the routers to enable support for thisme
hanism.If this 
ost is present in the multiple routing table me
hanism is depending on thesignal me
hanisms. If the pa
kets are marked, the forwarding me
hanism must inspe
tfor the signals on a per pa
ket basis. Thus, a 
onstant in
rease in the time usage forthe forwarding-me
hanism is introdu
ed. However, this in
rease is not very high as theonly operation required in a failure-free situation is to read an additional �eld in theheader. Furthermore, if the spe
ial-addresses are used, no additional 
ost is introdu
ed inthe forwarding pro
edure, as it only needs to treat the re
overed pa
kets as any normalpa
ket.The 
hoi
e of signaling s
heme may also a�e
t the throughput of a network. WhenIP en
apsulation is used, e.g. IP-in-IP tunnels, the total maximum transportation unit35



(MTU) of the network is redu
ed, as additional spa
e is needed to represent the newIP headers. As an example 
onsider the spe
ial-addressing s
heme were the nodes inthe network are given additional addresses. To use these addresses the original pa
kageneeds to be en
apsulated within a new IP pa
ket where the new re
overy-address is setas destination. Furthermore, by performing this en
apsulation, the pa
kage may getsegmented or the total MTU of the network must be lowered equal to the number ofbytes used by the additional header. This e�e
t may also be observed in 
onjun
tionwith path representation su
h as sour
e routing. However, when this method is used,the lowering in MTU may not be an option as the new size of the header may grow toa

ount for a signi�
ant amount of bytes. When the original IP pa
kets are marked theneed for a tunnel may be avoided as spe
ial �elds in the IP header may be used, e.g. theToS �eld, without a�e
ting the original settings in the header.The s
heme of using the spe
ial-subnet addresses has a s
alability problem. Whenthe address s
heme is used as des
ribed in the example the number of addresses that thes
heme are able to represent is less than 255. Thus, this solution may prove to provideto few addresses to be a pra
ti
al solution when used as des
ribed in the example. Thesour
e routing is also a�e
ted by the number of nodes and 
arries an in
rease in resour
eusage as the diameter of the network expands. However, it 
ould prove that a 
ombinationof multiple routing tables and marking the pa
ket may be the most resour
e e�
ient ands
alable s
heme for IPRT. The multiple routing table optimizations needed for pa
ketmarking to be a pra
ti
al solution, are dis
ussed in detail in the following se
tion.5.2.4 r/bTablesThe multiple routing tables proposal 
arries a high 
ost in memory usage, as the numberof routing tables are dire
tly dependent on the number of nodes in the network. Therefore,this solution is not a valid option in a 
onventional IP network. r/bTables is a solutionfor redu
ing the footprint of the IPRT method in the FIB stru
ture. The main idea is toremove all non-essential routes from the re
overy FIBs while retaining the fun
tionalityand properties of the redundant trees. The basis for the multiple routing table solutionis to view the upstream node of the failure as the root, and with this as a startingpoint try to re
over the tra�
 using either its red or blue re
overy tree. One of themajor disadvantages in this approa
h is that the root is required to rea
h all other nodes.Thus the re
overy FIBs of the root node needs to 
ontain the next hop for ea
h possibledestination.If one is able to reverse this situation and use the destination as the root, there wouldonly be need for one entry in ea
h of the re
overy FIBs, i.e. sin
e there is only onepossible destination instead of all other nodes ex
ept the root, the FIB would be redu
eda

ordingly.The redu
tion is based on the following observations.
• Every node in the network has its own unique pair of red and blue tree in whi
h itis the root node. 36



• Consider a red and blue tree pair rooted in a node (S). In both trees, there existpaths from S to every node in the tree.
• If the trees are 
onstru
ted from a topology with only bidire
tional links, there exista reverse path for every path.
• In a single-failure situation S should be able to rea
h any operational node eitherby its red or blue tree. Given the reverse path the opposite should also hold true;in a failure situation, any operational node should be able to rea
h Seither by S'sred or blue tree, provided S is operational.
• Every node in the network is represented exa
tly on
e in ea
h tree.
• Every node, ex
ept S, has exa
tly one parent in ea
h tree.The voltage rule ensures that a node is represented at most on
e in ea
h tree, i.e. ifa node is en
ountered more than on
e it must have obtained more than one voltage inthe tree and thus break the ordering the voltage rule imposes on the nodes. If a node isnot in the tree this would mean that the network does not 
omply with the 
onne
tivityrequirements, e.g. the network is segmented or one-edge-
onne
ted, and that the IPRTmethod 
ould not have been su

essfully applied to the topology.The resulting topologies, after the RT algorithm has 
ompleted the 
omputation, aretwo trees. If, for example, a node Y has more than one parent, the voltage rule 
ould nothave been enfor
ed as the voltage of a node may only take upon a single red and a singleblue value, and by following the loop nodes are en
ountered more than on
e and thusbreak the des
ending or as
ending voltage rule for the red or blue tree respe
tively. Thus,the reverse path from any of the 
hildren of the root node is unambiguous and loop-free.The redundant tree algorithm require the voltage found in the red and blue tree tobe monotoni
 in
reasing and de
reasing, respe
tively. Traversing the trees from a leafnode will 
hange the red tree to in
rease and the blue tree to de
rease. Let X 6= S bean arbitrary vertex that is removed from the graph and let another node Y 6= S. Inthis example Y may still rea
h S in either the red or the blue tree. Sin
e the verti
esare ordered one of the following properties must be true; either v(Y ) > v(X) or v(Y ) <

v(X). For the �rst 
ase S may be rea
hed through the red tree as it provides parentswho have voltages that are monotoni
 in
reasing. For the opposite dire
tion the blue tree
ould be used as it provides parents who have voltages that are monotoni
 de
reasing.The r/bTable method solves the last-hop problem. Consider the root node S, in thered tree it has a voltage equal to zero, and in the blue tree it has a voltage equal vmax.Furthermore, imagine that a link between a neighbor node, Y , and the root node, S, hasfailed. If Y want to send tra�
 to S over the failed link, one of the following propertiesmust be true; either v(Y ) > v(Sred) or v(Y ) < v(Sblue). Thus, tra�
 from Y to S maybe re
overed using either the red or blue path as shown in the former paragraph.These properties ensure that there exists a loop-free and unique path from ea
h leafnode to S, and that all the paths from the parents are proper sub-paths of its 
hildren's37



paths. I.e. the path from a root of a subtree towards S is independent of the startingpoint in its subtree.By only 
onsidering the paths from the 
hildren towards the root of ea
h tree thesize of ea
h 
orresponding FIB may be redu
ed to only 
ontain one entry indi
ating thenext-hop on the path towards the root and its dire
tly atta
hed hosts and subnets. Inan IP pa
ket the destination address is always present, and from this information it ispossible to determine whi
h pair of red and blue re
overy trees the destination is rootnode of. Furthermore, sin
e all nodes are present in both the red and blue trees, and thata path is guaranteed in 
ase of a single-failure, the upstream node of the failure may useat least one of these trees to re
over the tra�
 a�e
ted by the failure.An example from a syntheti
 topology is shown in Figure 5.2. Only the red andblue tree where node A is root is shown for simpli
ity, and the red and blue dire
tionalarrows show the next hop from a node following the red or blue tree towards the root.Furthermore it is shown a situation where node B has failed and a situation where nodeC has failed. In both situations the root node is rea
hable trough the red or the bluetree, for failure on B or C respe
tively.

Figure 5.2: Two di�erent failures in a r/bTable enabled networkThe union of the re
overy FIBs 
reated from the red trees, and a union of all there
overy FIBs 
reated from the blue trees will provide with a 
omplete red FIB (rTable)and a 
omplete blue FIB (bTable). This may be done sin
e all the possible destinations38



are represented exa
tly on
e in ea
h tree if the network is valid for re
overy. I.e. if thedestination is not in the tree, it is not possible to re
over tra�
 bound for that destination.This union of the re
overy FIBs is not ne
essary for the pro
edure to fun
tion properly,but allows the signaling to use less resour
es. This is be
ause the marked pa
ket onlyneeds to 
ontain a �re
overed� bit and a bit indi
ating whi
h of the re
overy tables isto be used. With the multiple redu
ed routing tables the marking needs more bits toindi
ate what table to use.In the r/bTable method the destination will di
tate what pair of redundant trees areused as basis for the path a re
overed IP datagram use. Normally the destination ofan arbitrary IP pa
ket would not be a router in the network but rather a host or sub-network atta
hed to an egress (last-hop) router. Thus, if the r/bTable approa
h is tobe used, the view also needs to in
orporate a binding between all possible destinationsand their respe
tive egress (last-hop) routers. I.e. when a pair of red and blue trees are
omputed for an arbitrary router in the network the trees would need to be asso
iatedwith all the possible neighbor destinations ex
ept destinations who themselves are routersin the same AS. There is almost no additional 
omputational 
ost asso
iated with thisbinding requirement as the number of iterations over the tree generation algorithm doesnot in
rease.The observations seen from the multiple routing tables solution are still valid forthis method as the red and blue tables yield a valid routing table that may be used in
onjun
tion with a �normal operation FIB� or by itself. By 
on
atenating the FIBs the
ost and original topology view is lost and therefore the re
overy method still needs torely on a routing proto
ol to obtain the full topology view needed when 
onstru
ting theredundant trees. However this solution would require pa
kets to follow a di�erent set ofre
overy paths when a two way 
ommuni
ation is used. The reason for the paths A→Band B→A to be disjun
t is be
ause they stem from two di�erent redundant trees. Withthe multiple routing table solution this 
ould be avoided sin
e this solution provides with aproper FIB for ea
h of the generated topologies, and thus leaves the ne
essary informationto be able to route pa
kets both ways following a FIB 
reated from the same topology.The big advantage for this solution is that it removes the dependen
y between thenumber of FIBs and the number of nodes in the network, and repla
es the memory usageasso
iated with this method with a 
onstant fa
tor. The resour
e redu
tion is only foundin memory usage as the 
omputational resour
es needed does not di�er from the multiplerouting table solution. I.e. all trees need to be 
omputed and subsequently a shortestpath on the 
orresponding topology needs to be performed. However, this is still anex
ellent redu
tion in the memory-footprint needed for IPRT.The redu
tion in state information allow IPRT to be applied in a memory e�
ientway. Furthermore, sin
e r/bTable allow IPRT to guarantee that only two FIBs are neededto provide IP fast re
overy marking pa
kets may be implemented. This allow IPRT toprovide a per pa
ket signaling that is e�
ient in therms of tra�
 overhead. In this thesisthe r/bTable method will be used to represent the re
overy FIBs.39



5.3 Re
overyThe redundant tree method was originally intended for global re
overy in a 
onne
tion-oriented network. The main goal for IP fast-reroute framework is to provide lo
al re
overy.With redundant trees, it is possible to perform global re
overy sin
e it is based on as
enario where all the nodes in the network share the same view of the re
overy paths. Aswith all re
overy operations global re
overy have a higher possibility to provide a shorterre
overy path than lo
al re
overy.However, to be able to support a true global re
overy several support fun
tions areneeded. The node dete
ting the failure needs at least to inform the sour
e of either at what
omponent the failure was dis
overed or provide the sour
e node with the 
orre
t re
overythree, path or topology. At the sour
e node, a synopsis of the destinations a�e
ted bythe failure must be maintained in a soft-state data stru
ture. These two pro
eduresneeds to be repeated for every IP-pre�x a�e
ted of the failure, sin
e the redundant treemethod only guarantees re
overy through either the red or the blue tree. Furthermore,the re
overed tra�
 needs to be maintained in a soft-state to avoid the need for a sour
enode to rely on signaling from the immediate upstream node of the failure to revert thetra�
 ba
k to normal operation.Even though there might be some gain in using a global re
overy in terms of pathlength the total 
ost of maintaining a soft state data-stru
ture of the tra�
 needed to bereverted to re
overy operation and the 
ost of 
he
king every IP pa
ket for the need ofre
overy may be far greater than the bene�ts in redu
ed total load in the network. Inaddition, IPRT re
overy method is intended to work as a bu�er between failure and re-
onvergen
e. Thus, the time span the global re
overy would be operational and e�e
tivewould be even further diminished. This makes it una

eptable to utilize global re
overyfor IPRT.5.3.1 Enabling lo
al re
overyIt is possible to utilize the IPRT information to provide lo
al re
overy. This is be
auseea
h node in the network has its own pair of redundant trees and IPRT is therefore
apable to re
over tra�
 bound for any destination through either the red or the bluetree. Furthermore, sin
e tra�
 bound for any arbitrary destination may be re
overed,the re
overy may be performed regardless of the sour
e. This also holds true for ther/b Table solution sin
e all possible destinations are present in both the rTable and thebTable. However, the use of a separate routing table for normal operation introdu
e aproblem;
• In a failure situation, the immediate upstream node may experien
e a situationwhere it has the option to re
over tra�
 using either the red or the blue path.However, be
ause a separate routing table is used for forwarding in a failure-freeenvironment IPRT has no information available on the possibility that one of the40



re
overy paths may en
ounter the same failure further downstream. This situationrequires the node initiating the re
overy to have a node degree of at least three andfurthermore, neighbors that are present in the real topology that are not adja
entnodes in the re
overy trees.Consider the situation shown in Figure 5.3. In this example the tra�
 from sour
enode R1 traverse the failed node F during failure-free operation. Furthermore, during afailure R1 may freely 
hoose between either the red or the blue re
overy path. However,if the red path is 
hosen the re
overed tra�
 would en
ounter the same failure a se
ondtime when being forwarded from router R2.

Figure 5.3: A node with di�erent IPRT neighbors and real neighborsTo 
ounter this problem some additional 
omputation is needed in the IPRT rout-ing pro
edure to be able to tell whi
h routes are valid options in a re
overy pro
edure.This information may be pre-
al
ulated and made available to the re
overy pro
edure inadvan
e of any failure.Two possible solutions are des
ribed:
• An exa
t pro
edure, where the healthy re
overy path is identi�ed by 
omputation
• A probabilisti
 pro
edure, where potentially a�e
ted re
overy paths are identi�edThe exa
t pro
edure is implementation dependant but logi
ally ea
h node needs tobe veri�ed to 
he
k if the failure-free, i.e. default, next-hop towards the root is 
ontainedamong the red or blue next-hop of a redundant tree pair. If this is not true, the algorithmmay need to traverse the red and blue path in order to verify whi
h, if any, of the pathsare a�e
ted by su
h a failure.Another, and probabilisti
, approa
h to the problem, that requires less 
omputation,is to use a di�eren
e in the set of neighbor nodes found in the real topology and theneighbors found in a pair of redundant trees to result in su

essful identi�
ation of a41



preferred re
overy path, i.e. no e�ort is made to examine what re
overy paths are healthy.Furthermore, a positive identi�
ation results in a default route sele
tion regardless of whatpath or paths provides a valid re
overy path. However, the forwarding pro
edure mustsupport to move re
overed tra�
 between the red and blue path; assume that the redFIB is always sele
ted in su
h re
overy situations, and the only valid 
hange of 
olor isfrom red to blue. Furthermore, assume that a node F has failed and that the failureis a�e
ting tra�
 forwarded from node R1, using a link di�erent from the available redand blue next-hops. At this stage there is no easy way of evaluating voltages, i.e, if
v(R1) > v(F ), thus it is by 
han
e if the red path provides a working re
overy path. Ifthe re
overed tra�
 en
ounters the same failure a se
ond time being forwarded from R2the voltage of the di�erent nodes must be v(F ) < v(R2) < v(R1). Be
ause v(F ) < v(R2)the blue path must always provide a failure-free path to the destination. This is be
auseif the same error was en
ountered a third time v(F ) must have been higher than v(R2),whi
h is impossible in a

ordan
e to the voltage rule. This shows it is possible to de�e
tre
overed tra�
 from between the two 
olors. However the de�e
tion should only be doneon
e to 
ounter the possible loops that may arise from multiple 
on
urrent failures.The probabilisti
 pro
edure may result in undesirable behavior; in
reasing the networkload and de�e
t healthy re
overed tra�
 in the event of multiple 
on
urrent failures. Theuse of de�e
tion may result in longer re
overy-paths. E.g. pa
kets bound for a faileddestination will be re
overed at the last hop, furthermore, if they use the red re
overyFIB they will be de�e
ted when they are tried delivered to the failed destination a se
ondtime. When a re
overed pa
ket traverse an in
reased number of links it generate loadat more links and thus in
rease the total load in the network. Furthermore, multiple
on
urrent failures may provide a problem. This is be
ause the method may not be ableto distinguish between two di�erent failures. Consider some re
overed tra�
 followinga red path. If one assumes that the red path was the 
orre
t 
hoi
e for the re
overedtra�
, i.e. the red path provides a path una�e
ted by the �rst en
ountered failure. Ifthis tra�
 were a�e
ted by a se
ond failure, the forward pro
edure would de�e
t thetra�
 to the blue path. This may lead to a situation where the tra�
 may loop ba
k anden
ounter the �rst failure again. Thus, adding to the total amount of tra�
 without beingable to a

omplish a su

essful re
overy. In addition, the de�e
tion routing adds to the
omplexity of the forward pro
edure, as additional de
isions be
ome available. However,the de�e
tion may enable pa
kets to be su

essfully re
overed from a se
ond failure, i.e.the new blue re
overy path does not ne
essarily equal the reverse red path, but this isoutside the s
ope of this thesis. In addition, the de�e
tion pro
edure does enable theIPRT method to operate in a transparent manner in the presen
e of ECMP routing ifdesired, but this is outside the s
ope of the thesis.The exa
t pro
edure does enable the re
overy pro
edures to pi
k the 
orre
t, i.e.failure-free, re
overy path at �rst try. Thus, this approa
h does not have a negative im-pa
t on the length of a re
overy path. In addition, this pro
edure trades 
omputationthat is more 
omplex during the routing pro
edure to enable the use of a simpler for-warding pro
edure. I.e., De�e
tion routing may be used even if the 
orre
t re
overy pathsare known in advan
e to get the bene�ts of a possible better 
overage during multiple
on
urrent failures. In addition, this approa
h may be utilized in a distributed fashion42



where ea
h router only is required to verify their own neighbors. I.e., ea
h router onlyneeds to verify their own next-hops in ea
h redundant tree set. Thus, the time neededto 
ompute the a�e
ted re
overy paths may not be of signi�
an
e if 
ompared to thede�e
tion approa
h. However, the gain of using this me
hanism in a distributed fashionvaries between the various link degrees of the nodes in a given topology.5.3.2 Representing the lo
al re
overy path 
orre
tionWhen the paths that may be a�e
ted by a single failure a se
ond time are known, theinformation must be made available to the forward pro
edure. Sin
e the situation wherea re
overy path in
ludes the failed node as an intermediate node requires the next-hopon both re
overy paths to be operational, the forwarding pro
edure needs to be able tomake an informed de
ision. The idea presented here is to let a pair of bits indi
ate whi
hre
overy path is healthy.Two possible solutions are des
ribed here:
• Utilize an additional re
overy helper FIB. In su
h a solution, ea
h vulnerable tripletof failed interfa
e, destination and safe re
overy path is maintained in a separatetable.
• Store the information dire
tly in the FIB. In this solution one or two, dependingon the implementation, additional bits are used at ea
h entry in one of the FIBsindi
ating the preferred next-hop.When the re
overy helper FIB is used, an additional lookup is required when per-forming the initial re
overy pro
edure. However, if bits are stored dire
tly in the FIBs,the needed information may be retrieved at the time of a normal table-lookup pro
edure.Thus, this approa
h may require a lower total number of lookups in the forward pro
edureduring a failure situation.The sele
ted data-stru
ture may have an in�uen
e on the total amount of state-information needed. When a separate helper table is used, only the destinations thathave a re
overy path that may be en
ounter the same failure a se
ond time will be repre-sented. The drawba
k of this solution is that ea
h entry requires additional information,i.e. destination and failed interfa
e, to be properly represented. However, when the infor-mation is stored dire
tly in the FIB every entry must 
ontain the additional bits. Thus,depending on the re
overy paths and the topology, the two approa
hes have s
enarioswhere they less state information than the other. Generally will the re
overy helper FIBprovide less additional state information when few paths must be identi�ed.Both the methods des
ribed provide the forwarding pro
edure with the amount ofinformation needed to guarantee a su

essful re
overy in the event of a single failure andare thus valid approa
hes. However, as shown in the next se
tion (see 5.3.3), the bitsmay be used for other purposes in
reasing the amount of paths that must be identi�edby the bits. Thus this approa
h, from now named �Qbit�, is used to store the neededinformation. 43



5.3.3 Quality bit (Qbit)When a node upstream of the failure dete
ts a failure and needs to re
over tra�
 there isa possibility that the next hop for both the red and the blue re
overy path is una�e
tedby the failure. For this to happen the upstream node needs to have a link degree of atleast three, i.e. one failed and two remaining healthy links - one for ea
h of the re
overypaths. Furthermore, in su
h a situation it is also a possibility that the length of the twoavailable re
overy paths are of di�erent size. The idea of the Quality bit is to let thenode make an informed de
ision on whi
h of the two paths it should 
hoose, rather thanleaving it to 
han
e, and thus trading in
reased 
omputational 
osts with a potentiallybetter network utilization. When using this QoS optimization the paths that may bea�e
ted by failure have pre
eden
e.The possibility that a single-failure should a�e
t the next-hop of a pa
ket and at thesame time leave both the red and the blue re
overy path usable is highly dependant onthe topology, node-degree and algorithm used to 
reate the 
y
le and ar
hes in the IPRTre
overy routing proto
ol. As an example pi
ture a root node in a network where theinitial 
y
le is 
reated from the boarder nodes of the network. In su
h a situation thereis a fair 
han
e that node dire
tly opposite, e.g. at the �other end� of the topology, ofthe root node use a shortest path traversing dire
tly through the network as a workingpath during failure free operation. Thus leaving both of the red and blue re
overy pathavailable if a failure should arise.An example is shown in �gure 5.4 where the sender normally would send the tra�
along the bla
k dotted line. Thus when the middle node fails this leaves the node withthe option of using either the red or blue tree. As shown if the blue tree is the longest,and 
ould be avoided with if the router was given the needed information.

Figure 5.4: Two available re
overypaths in a r/bTable enabled networkTo let the node 
hoose the best re
overy path this information needs to be pre-
al
ulated along with the FIB at ea
h node. A simple approa
h would be to registerthe length to ea
h destination in the two trees, and then store this information in one ofthe FIBs, as des
ribed in the former se
tion.44



5.4 ForwardingTo be able to 
orre
tly forward pa
kets in an IPRT enabled network where r/bTables isused in 
onjun
tion with marked pa
kets for signaling, the forward pro
edure needs tobe expanded. In this environment the forward pro
edure is expanded with two separateand distin
t responsibilities; 1)the re
overy pro
edure where the re
overy FIB needs tobe identi�ed and sele
ted, and 2)the subsequent forwarding along the next-hops based onthe signaled FIB.1. When a failure is present in one of the adja
ent links or routers, the forward pro
e-dure at the nodes upstream of the failure must identify whi
h pa
kets are a�e
ted.Furthermore, the router forward pro
edure must 
onsult both Qbit information andthe re
overy FIBs be able to determine the re
overy paths that may be used.2. Ea
h individual pa
ket needs to be inspe
ted at arrival to identify re
overed pa
kets.If re
overed pa
kets are en
ountered the lookup pro
edure should do a table lookupin a

ordan
e to the signaled FIB ID. If no signals are present in the pa
ket theforward pro
edure may use the default normal FIB.The basi
 forward pro
edure may be done through a four-step pro
edure(see Figure5.5). In the des
ribed pro
edure, the re
overy helper FIB is a logi
al entity, and may berepresented as a data stru
ture of its own or information 
ontained in the normal or redFIB as des
ribed in Qbit. The only di�eren
e being how mu
h time is spent retrieving theinformation. After a su

essful lookup pro
edure, the pa
ket must be marked a

ordingto the sele
ted re
overy FIB, if re
overy was ne
essary, and subsequently forwarded tothe sele
ted outgoing interfa
e.First, the normal routing table is 
onsulted. If this lookup returns a non-failed inter-fa
e, the pa
ket is not a�e
ted and may be forwarded a

ording to the result. However, ifthe sele
ted interfa
e has failed the forward pro
edure must identify what re
overy pathis to be used. This may be done by �rst 
onsulting the red re
overy FIB to see if it hasa valid outgoing interfa
e. If the interfa
e returned is a valid interfa
e, the forward pro-
edure must 
he
k the re
overy helper FIB to see if the result is valid. If the destinationis not 
ontained in the helper FIB, or the helper FIB returns that the red FIB should beused, the pa
ket may be forwarded a

ording to the red FIB. However, if the re
overyhelper FIB returns that the blue FIB should be used the pa
ket must be forwarded a
-
ordingly. Furthermore, if the red FIB returns the failed link the re
overy pro
edure maypro
eed to try the blue FIB. If both the red and the blue FIB returns a failed outgoinginterfa
e the node is experien
ing more than one failure, and the pa
ket must be dropped.There are several possible optimizations to this lookup pro
edure. For example, ifQbit is used the forward pro
edure is in e�e
t a three-step pro
edure, and the pla
ementof the Qbit information may help skew the possibilities of 
ompleting pro
edure withinthe shortest possible timeframe.Another possibility is for the lookup pro
edure to rearrange the order of whi
h there
overy tables are tried. To do this one 
ould rearrange the tables su
h that the table45



Figure 5.5: The forward pro
edure
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with the least outgoing interfa
es in 
ommon with the normal operation FIB is 
he
kedFirst. This may be done internally at ea
h router if it does not a�e
t the other routersin the network - i.e. the pa
kets gets marked with the 
orre
t FIB ID regardless of theorder they are tried.Furthermore, if Qbit is not used but rather an external data stru
ture, the nodesuna�e
ted by the �hidden neighbors� problem des
ribed in the re
overy se
tion, mayomit the 
he
k for a valid re
overy path.However, given a router with enough 
omputational resour
es, these are optimizationsdone in the forward pro
edure and does not a�e
t the a
tual performan
e of the IPRTmethod. In addition, the simulator is not likely to be able to simulate the exa
t timeneeded inside a router and even in the event of this being possible; the simulator modelwould grow immensely in 
omplexity.5.4.1 Sele
ting best FIB for storing QbitThe exa
t lo
ation to pla
e Qbit information may in�uen
e the number of needed tablelookups in a failure situation. There are two possibilities when storing this information- the �rst re
overy FIB to be a

essed when a failure arise or the normal operation FIB.None of them adds to the worst 
ase s
enario in number of lookups, but they might
hange the distribution in number of lookups within the original range.If the information is stored in the �rst a

essed re
overy FIB, i.e. the red re
overy FIBthen the average number of lookups might grow when 
ompared to the original forwardingpro
edure. This is be
ause the quality information introdu
es a situation where the �rsttried lookup might yield a valid result that at the same time is undesired. Thus, a se
ondre
overy lookup would have to be performed, and there is no guarantee that this lookupwould yield an entry not a�e
ted by the failure.If the information is pla
ed in the FIB used for normal information this table wouldgrow in size. The impa
t the in
rease in size would have on real performan
e is dependingon the implementation of the FIB and the lookup pro
edure. However, when the infor-mation is pla
ed in the normal operation FIB the number of lookups may be redu
ed.When a failure is dete
ted the best table is then already known and the �rst re
overylookup may try this table. If the �rst 
hoi
e fails the next table would be tried. Withthis approa
h the average number of lookups should be about the same as for the originalforward pro
edure. However, sin
e the lookup order might have been 
hanged the averagenumber of lookups might be skewed when 
ompared to the original pro
edure, but thiswould be depending on both IPRT routing algorithms and topologies. I.e. this enablesthe lookup pro
edure to try the preferred FIB �rst and by doing this the 
han
e of gettinga valid result from the �rst tried re
overy table that does not yield the preferred re
overypath is non-existent.Both solutions may be used with the r/bTable solution and only needs to use oneadditional bit indi
ating either the red or blue tree. For an implementation in a simulator47



the 
ombination of 
hoi
es and the pla
ement of the bits be
omes of less importan
e asthe same amount of memory is needed for all 
ombinations and thus only the number oflookups will have a real impa
t on simulation time.
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Chapter 6IPRT ImplementationThe IPRT implementation is divided into two distin
t parts; the IPRT tree generator,and the extensions to the J-sim network simulator. The tree generator is used to mimi
parts of the IPRT routing proto
ol, and is responsible for 
reating the re
overy topologyfor ea
h node in the network. The J-sim extensions use these pre-
al
ulated topologies topopulate the FIBs at ea
h node, and in addition provide the modules needed to simulateIPRT enabled networks.The reason for separating the simulation environment and the IPRT tree generation,was initially to provide an easier start on the programming assignment for this thesis.This approa
h allowed the graph environment to be tailored for IPRT tree generation.Furthermore, several methods for mapping the resulting topologies were readily availablein J-sim. Thus, this approa
h provided tried methods for representing topologies andpopulating the FIBs, and was therefore less prone to failure. After the generator wasimplemented, no big drawba
ks were present, removing the need to merge the J-simimplementation and the generator. Another advantage is that the re
overy trees of atopology may be 
omputed on
e, and subsequently be used in an arbitrary number ofexperiments, thus 
utting the time needed to prepare a simulated s
enario. The separatedenvironment allows the tree generator to be freely used independently of the simulator.The implementation has four general requirements to the topology and the addressings
heme.
• The networks used must be at least two-vertex 
onne
ted.
• The node id in the graphs, and the IP addressing s
heme used during simulation,must 
orrespond to ea
h other.
• The nodes must be given addresses ranging from zero to n − 1.
• The link 
ost must be non-negative, and assigned in su
h a manner that the lowestweight indi
ates the link that is most likely to be used.The reasons for these requirements will be 
lari�ed in the following se
tions.49



6.1 IPRT Tree generatorThe IPRT tree generator is implemented as a standalone appli
ation using the Javaprogramming language. Its primary task is to 
al
ulate the redundant trees of a topology.In addition, the implementation provides an optional 
apability to 
onsider QoS in thetree generation pro
ess. It may use link-weight when 
onstru
ting the 
y
le and ar
hesof a tree, and furthermore, it may be 
on�gured to 
ompute QoS Qbit information.The IPRT tree generator is implemented in a simple manner, following the originalRT algorithm as 
losely as possible. As it is meant to be used o�ine, it does not fo
uson a
hieving optimized run-time. Thus, optimal run-time is traded for simpli
ity and atidy 
ode-base. To provide an easy way to 
hange between di�erent sele
tion-algorithmsshould the need arise, the methods are kept as modularized as possible. The IPRT treegenerator 
ontains several 
lasses, shown in Table 6.1.The 
ore responsibilities for the IPRT tree generator are:
• Create a graph representation of the original network.
• Generate a series of redundant tree pairs, so that every node be
omes the root nodeof a red and blue tree.
• For ea
h node, generate Qbit information needed to ensure a su

essful lo
al re
ov-ery pro
edure.
• Present the 
reated re
overy trees and Qbit tables so that they may be easily utilizedin the J-sim environment.The responsibilities are des
ribed in more detail in the following se
tions.Class Des
riptionNode Used to represent the nodes in the network.Link Used to represent the links in the network.Graph Administration of links and nodes.RTGen Main 
lass.Qbit Used for 
reating Qbit information.CreateTreesQoS Used for 
reating redundant trees.VerifyTrees Used to verify properties of the redundant trees.NodeOrder Used for sorting and 
omparing nodes.FileHandler Used for reading and writing �les.Djikstra Djikstra implementation.Table 6.1: RTGen 
lasses
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6.1.1 Creating the graphsWhen the IPRT tree generator starts, its �rst responsibility is to 
reate a graph represen-tation of the network from an input topology. This graph is used provide the foundationfrom whi
h the redundant trees may be generated. Furthermore, at a later stage, thegraph environment is used to represent the redundant trees. In this se
tion, the initialmapping of the original graph and the options o�ered will be presented.The IPRT tree generator models the network by representing both links and nodes asobje
ts. This approa
h gives a good representation of the network, and allows arbitraryamounts of information to be asso
iated with both links and nodes. Furthermore, an ad-ja
en
y list representation is used to 
onne
t the network entities. The list representationfor
es any sear
h for a given node or property to iterate the list from the top. However,it is not a�e
ted by any de
line in 
onne
tivity, and is the preferred data stru
ture forany graph that has sparse 
onne
tivity, e.g. |e| < |v2|. However, the amount of nodes tobe used in the networks that the IPRT tree generator is to 
ompute, is not big enough tohave any great in�uen
e on the sele
tion of the data stru
ture. Nevertheless, a linked listrepresentation was used in the implementation, as this is the standard for low 
onne
tivitygraphs.The implementation only supports one link between any given pair of nodes. Thisis done to provide an easier graph environment for the IPRT tree generation algorithm.Furthermore, it was not needed more than one link between any nodes in the topologyused to 
ondu
t the experiments.Spe
ifying link-
ostThe most important option, that may be spe
i�ed when 
reating the initial graph repre-sentation of the network, is how the link-
ost is represented. Depending on the 
hoi
e,this will, at a later stage, de
ide if the redundant trees will be 
reated a

ording to thelink-
ost spe
i�ed by the input topology, and thus show the ability of IPRT to respondto the use of link-
ost.When mapping the original network, the IPRT tree generator provides the option ofusing the link-
ost spe
i�ed by the input topology, or to ignore this information, and seta �at 
ost on all links. The default behavior of the generator is to use a �at link-
ost.Be
ause of limitations in the IPRT sele
tion-algorithm, the weight used to representthe link-
ost must be non-negative. Furthermore, it is assumed that the link-
ost issymmetri
, i.e. the 
ost of a link does not depend on whi
h dire
tion the link is traversed.The reason for 
hoosing this approa
h, was also to provide an easier environment for theIPRT tree generation algorithm.6.1.2 Creating the redundant treesThe redundant trees 
reated in this implementation support re
overy of tra�
 
aused bya single node failure. Furthermore, the tree generation pro
ess honours the link weight51



spe
i�ed in the topology when 
onstru
ting the 
y
le, and subsequently ar
hes. In thisse
tion the method used to 
reate the trees is reviewed. The implementation has threemain tasks it attends to:
• It must ensure that all nodes is the root of a pair of red and blue trees and informthe user if this fails.
• It is responsible for identifying the 
y
les and ar
hes that form the redundant trees.
• It must guarantee that the trees are generated in a 
orre
t fashion a

ording to thevoltage rule.To 
reate all the redundant trees, the pro
ess iterates through all the nodes in thenetwork and uses ea
h node as the root of a red and blue re
overy tree. If it at anystage fails to build the tree pairs, the 
omputation will be halted, and an error messageprodu
ed.When 
reating ea
h individual pair of redundant trees, the IPRT algorithm tries tofollow the original RT algorithm as 
losely as possible, i.e. the redundant trees aregenerated by growing them in a series of stages. Furthermore, the algorithm used inIPRT is implemented in a greedy manner, where the algorithm, at ea
h stage, 
hoose theshortest 
y
le and subsequently ar
hes available.The sele
tion-algorithm used, i.e. the algorithm that 
hooses the 
y
le and the ar
hes,is a simple implementation of the Dijkstra algorithm that 
onsiders the weight of linkswhen sear
hing for the shortest path tree. This algorithm was 
hosen in order to keep thelength of the 
y
le and ar
hes to a minimum at ea
h stage. Furthermore, it is implementedin su
h a manner that it is able to avoid any nodes that are already 
ontained in theredundant trees generated at this stage.A 
andidate node indi
ates a node that is not in the tree itself, but whi
h has aneighbor 
ontained in the tree, i.e. it is a node at the border of a node already added tothe trees and thus a strong 
andidate to be in
orporated in the redundant trees at thisstage.To generate the initial 
y
le, the 
andidate nodes are identi�ed. Furthermore, ashortest-path tree is generated for ea
h 
andidate node. In this shortest path 
al
ulation,the root is avoided and is thus not in
luded in the sear
h. Subsequently, ea
h tree is
he
ked to �nd the path that provides the smallest 
ost between any two of the 
andidates,in
luding the 
ost needed to rea
h the root node from ea
h tested pair of neighbors.The shortest of these paths is subsequently used as a basis for the initial 
y
le. If nopath is found between the 
andidate nodes it is 
onsidered a failure, and the exe
utionis halted and an error-message produ
ed. This approa
h guarantees that if the initial
y
le is found, it 
ontains at least two nodes in addition to the root node. A possibleoptimization 
ould be de
reasing the number of shortest path tree 
al
ulations. However,su
h an optimization was not implemented.52



The same pro
edure is used to identify the shortest ar
h at ea
h subsequent stage. Inaddition to 
al
ulating the shortest path trees from ea
h 
andidate node, ea
h 
andidateis individually examined to determine if it has two or more distin
t neighbors that are
ontained in the redundant trees. By adding this last 
he
k, the ar
hes may 
ontainone or more nodes in addition to the start and end nodes, that are already part of theredundant trees.When assigning the voltages, the maximum voltage is derived from the number ofnodes in the network. Furthermore, the voltages assigned are distributed evenly withina voltage range. The voltage range is 
onstrained by the highest of the two voltagesobtained from the head and tail of the 
y
le or ar
h, and the voltage assigned to thetree that is immediately beneath the �rst. With this approa
h, the worst possible as-signment s
enario entails that ar
hes of minimal size is added in su
h a fashion that theavailable voltage range is 
ut in half with ea
h new added ar
h. To 
ounter this e�e
t,the implementation represents the voltages using a double representation. Additionally,a relatively large maximum voltage is used. If the voltage range should prove to be toosmall to be represented, the implementation will halt the tree generation, and produ
ean error message. Other valid approa
hes might have been to provide a max voltage that
ould be proven large enough given the worst-
ase s
enario, or to rearrange the voltages,should the need arise. If the voltages were to be rearranged, it would be important thatthe ordering of the nodes was kept inta
t. However, the worst-
ase s
enario is unlikelyto happen in pra
ti
e, and the implemented approa
h has proven to be adequate for thetopologies used in this thesis.By utilizing this greedy approa
h to 
onstru
t the trees, the implementation providesan approximation to the optimal solution for ea
h pair of re
overy trees. The reason for
hoosing this approa
h, is that it might resemble an approa
h that 
ould be pra
ti
alto implement in a real-life routing proto
ol. In this manner, the greedy approa
h willprovide with results that are more realisti
.6.1.3 Cal
ulating Qbit informationThe Qbit information 
al
ulated in the implementation may be used for two purposes.Firstly, it is to be used to ensure the provisioning of lo
al re
overy. Se
ondly, it maybe used for sele
ting the shorter of two valid re
overy paths when available. In theimplementation, the bits set to ensure 
orre
t forwarding has pre
eden
e over any QoSoptimizations. Both methods for populating the Qbit are optional, allowing for moreexperimentation with di�erent 
on�gurations.The Qbit has three states. The two �rst indi
ate if either the red or the blue treeprovides with the shortest re
overy path, and whether the 
ost towards the destinationis equal for both re
overy paths. The last state is not needed to populate the Qbit table
orre
tly, but is used in the implementation to enable the measurement of the s
enarioswhere this me
hanism is useful.In the design 
hapter, two options were presented for 
reating the Qbit informationused to ensure a su

essful lo
al re
overy pro
edure: The Qbit information 
ould be53



populated with exa
t results, identi�ed by the re
overy paths that will traverse a failure,or a probabilisti
 approa
h that for
es the use of the red path, if the neighbor topology
ould result in a re
overy path that traversed the failure. In this thesis, the latter approa
hwas used.The reasons for 
hoosing this latter approa
h were twofold. The implementation of thestati
 routing proto
ol in the J-sim simulator uses a spe
ialized and optimized shortest-path route 
omputation, making it di�
ult to identify the shortest path used during thesimulation in the IPRT tree generator. Furthermore, the graph representation used in theJ-sim implementation di�ers from the representation used in the IPRT tree generator,making it hard to map the outgoing interfa
es to 
orrespond between the IPRT treegenerator and the J-sim LSDB. Thus, the implementation of the tree generator populatesthe Qbit based upon the presen
e of a topology environment that potentially 
ould resultin an invalid re
overy path. It is anti
ipated that this approa
h may provide less thanideal QoS Qbit results, as the implemented approa
h may identify false positives, redu
ingthe ability to freely 
on�gure the QoS Qbit for additional sour
e/destination pairs.In order to 
al
ulate the Qbit information used to ensure a su

essful lo
al re
overy,the implementation iterates through all pairs of red and blue re
overy trees. For ea
h setof trees, all the nodes are examined to see if the union of neighbor nodes 
ontained inthe red and blue tree, di�er from the neighbor nodes present in the original topology. Ifthere are more nodes present in the original topology, the red and blue re
overy paths tothe root node are traversed in order to 
he
k if any of the missing neighbors are presentin these paths. If missing neighbors are found in both paths, the Qbit is set to follow thered path towards the root of the tree. If they are present in only one of the paths, theopposite 
olor is set in the Qbit table.The method used for 
al
ulating the QoS Qbit uses a shortest-path algorithm that
al
ulates the 
ost from the root node to all other nodes in ea
h tree. For ea
h pair ofredundant trees, the nodes are examined to see if the 
ost di�ers between the two trees.If the Qbit is not already populated by the forwarding 
orre
tion method, it is set toidentify the shortest possible path towards the root of the tree.6.1.4 ResultsThe results obtained by the IPRT generator are written to three di�erent �les, separatingthe topology representations, Qbits and link-
ost.6.2 J-sim implementationThe extensions to the J-sim implementation 
over a diversity of tasks. However, the mostimportant are the methods that support populating multiple FIBs at ea
h node, i.e. therouting proto
ol, and the ability to perform re
overy and properly forward tra�
 botha�e
ted and una�e
ted by a simulated failure, i.e. the forwarding pro
edure. In the54



simulation environment, two stages logi
ally separate the implementation. The �Setup-stage� provides the methods needed to 
on�gure the simulated environment before thesimulation is started - su
h as building the network, populating the FIBs, preparingthe tra�
 generators, and s
heduling failures. The next stage, the �Operational-stage�,provides methods for 
orre
t IPRT simulation a

ording to the 
on�gurations performedin the �Setup-stage�, su
h as forwarding with or without IPRT re
overy, simulating failuresand performing measurements.Many of the J-sim extensions implemented in this thesis are inspired by the J-simimplementation of RRL. Most of the 
lass stru
ture is gathered from this implementa-tion, and some of the 
lasses are used with only minor 
hanges to variable names. The
hanges in variable names was intended both as an exer
ise to enable understanding ofthe stru
ture, and to separate the two implementations. These 
lasses are used to supportor provide fun
tionality outside the 
ore of IPRT. Classes that only have been subje
tto minor 
hanges are CoreLayer, Shiva, RTConstants, RTPa
ket, Builder, LinkCost andNamTra
e. The 
lasses that provide the 
ore IPRT fun
tionality, i.e. the routing proto
oland the forwarding pro
edure, and other utilities used to 
on�gure the IPRT environment,are 
ompletely rewritten, or altered to a great extent. The di�erent 
lasses are shown inTable 6.2.Class Des
riptionBuilder Used to 
onne
t the 
omponents used in the simulator.CoreLayer Container Class for building a network node.Dispat
her Used to implement the IPRT forwarding pro
edure.GetHops A J-sim appli
ation for probing path lengths.GetHops_pkt The pa
ket used by the GetHop appli
ation.LinkCost Used to represent the weight of a link.NamTra
e Used to produ
e a tra
e�le of all network tra�
.Routing Used to implement stati
 routing and IPRT re
overy routing.RTConstants Used to hold 
onstants used in the implementation.RTFileTopology Used to read the �les produ
ed by the IPRT tree generator.RTPa
ket Extension of the IP pa
ket format, adds a �eld for tree 
olor.Shiva Used to trigger faults in the network.Util Used to 
on�gure the simulation s
enarios.Table 6.2: IPRT J-sim extensions6.2.1 Routing proto
olThe implementation of the routing proto
ol is an extension to the original stati
 routingproto
ol found in J-sim. This is done to add the 
abability of populating more than oneFIB, and to provide the fun
tionality needed to 
reate the entries in the r/bTables. Therouting proto
ol may only be utilized in the �Setup-stage� of the implementation. To beable to address more than one FIB, the implementation stores the di�erent FIBs in a55



stati
 manner, using an array, where the �rst entry is the routing table used for normaloperation. The rTable and bTable are stored in the se
ond and third entry in the FIBarray, respe
tively.When populating the FIB used for failure-free operation, the stati
 routing proto
olfollows the standard behavior of the J-sim implementation. This implies that an imple-mentation of the Dijkstra algorithm is used to 
al
ulate the minimum shortest path treesrooted at ea
h node in the network. Next, this information is used to populate the FIBused for normal operation in ea
h node. The only 
hange in this pro
edure is that it ispossible to spe
ify whi
h FIB to populate.The stati
 routing proto
ol supports non-negative weighted links. In the implemen-tation of the utility fun
tions, preparing the network expe
ts the link-
ost to be spe
i�edeven if it only 
ontains a uni�ed �at 
ost on all links. Thus, the link 
ost is always
onsidered when using the Dijkstra implementation found in J-sim.Populating the r/bTablesTo populate the r/bTable, the J-sim implementation reads the redundant trees 
reatedby the IPRT tree generator in su
h a way that the root and 
olor of ea
h tree is identi�ed
orre
tly. Furthermore, the trees are used in turn to populate a single FIB entry, a

ordingto the tree 
olor, ea
h node identifying the next-hop towards the root node. By iteratingthrough all the trees obtained from the IPRT tree generator, the r/bTables are fullypopulated.In the implementation, the trees are not modelled as virtual topologies, but ratherused to assign new link-
osts to the original topology. In this pro
ess, all the weights ofthe links are initiated with a high 
ost and subsequently the links found in a spe
i�
 treeis assigned a low 
ost.Subsequently, the original topology and the newly obtained link 
ost matrix are usedin a modi�ed version of the J-sim stati
 routing proto
ol. The link 
ost for
es the J-simimplementation of the Dijkstra algorithm to follow the path a

ording to the redundanttree, when 
al
ulating the shortest path tree rooted in the root node of the redundanttree. When the shortest path algorithm has �nished, only the entries identifying thenext-hop towards the root are installed at the FIBs. Whi
h FIB to update is determinedby the 
olor of the tree being pro
essed.By using this approa
h, the interfa
e ID, i.e. the ID identifying the di�erent linksatta
hed to a node, does not need to be syn
hronized or translated between the IPRTtree generator and the J-sim implementation. The drawba
k of using this approa
h isthat unne
essary 
al
ulations are done in the Dijkstra algorithm, as shortest-path treesrooted in ea
h node are 
al
ulated - even though only the root node of the redundant treebeing pro
essed is used. 56



Preparing the Qbit informationThe Qbit information is read from the Qbit �le generated by the IPRT tree generator,and made available to the forwarding pro
edure at ea
h node.The Qbit information is not stored as a part of the routing table, but rather 
ontainedin a separate data-stru
ture. The reason for 
hoosing a separate data-stru
ture, was thatthis approa
h provides the simplest solution, as it does not require any 
hanges to theFIB entries or to the table-lookup pro
edure as found in the J-sim implementation.Furthermore, the implementation requires the nodes to be given addresses, rangingfrom zero to n− 1, to minimize the time needed for obtaining the Qbit information. Thisredu
tion may be a
hieved be
ause the addressing s
heme allows the Qbit informationto be stored in an array, where the entries 
orrespond to the address of the di�erentdestinations, enabling the Qbit information to be retrieved in O(1) time given a knowndestination.6.2.2 ForwardingThe forwarding pro
edure has been implemented using the SIMULA RRL J-sim imple-mentation as a template, where key parts have been rewritten to �t the IPRT implemen-tation. In essen
e, the implementation of the forwarding pro
edure of RRL and IPRTfollows the same general pro
edures. For example, re
overed pa
kets are marked in the IPheader, and re
eiving a pa
ket so marked requires a table lookup in a re
overy FIB. Fur-thermore, available safe layers or tree 
olors must be identi�ed during the initial re
overypro
edure.Generally, the dispat
her, i.e. the entity 
ontaining the forwarding pro
edures, maywork in two di�erent environments; either in a failure-free environment or in an environ-ment where lo
al failures are present.The implementation of the dispat
her will dete
t if a pa
ket has been attemptedforwarded over a failed link. Furthermore, the pa
ket will go through a series of 
he
ks toidentify if the pa
ket already has been re
overed, or if this is the �rst re
overy attempt.If the pa
ket has never been re
overed, the IP header of the pa
ket is 
onverted to anIPRT header. The new header in
ludes an extra �eld 
ontaining the FIB ID, keeping thevalue of all the original �elds in the IP header. To populate this header, the dispat
herprovides a method for determining whi
h of the re
overy FIB are to be used. The im-plementation of this pro
edure follows a two-lookup pro
edure. This implies that as thenormal routing table is veri�ed to have failed, one of the re
overy tables must provide avalid outgoing interfa
e. When entering this pro
edure, the Qbit is obtained before anytable lookup, emulating a situation in whi
h the Qbit information was made availablethrough the normal operation FIB, or obtained from a separate data-stru
ture in ad-van
e of identifying the re
overy FIB. When de
iding whi
h tree to 
hoose, the pro
edure�rst attempts the red tree, and if it returns a valid result, and the Qbit 
orresponds to the57



FIB 
olor, the FIB ID is returned. If it returns an invalid interfa
e, or the Qbit indi
atesthat the blue FIB gives the best result, a se
ond table-lookup is performed, returning theblue FIB ID if the table lookup was su

essful. However, if the latter returns a failedlink, the red FIB ID is returned anyway.This approa
h di�ers from the ideal implementation given the time the Qbit wasknown. However, it is a valid approa
h, and it gives the opportunity to more 
loselymonitor the gain from using QoS Qbit. Furthermore, the pa
ket is re-queued to beforwarded by the router. This approa
h has no e�e
t on the headers, as they are updatedat arrival, and not in the forwarding pro
edure.In a failure-free environment, the IP header of ea
h pa
ket is 
he
ked to see if itmat
hes the IPRT header. If this is the 
ase, the forwarding pro
edure routes the pa
ketusing the FIB identi�ed by the header, otherwise the normal FIB is used.De�e
tionThe Qbit information responsible for providing a guaranteed su

essful lo
al re
overypro
edure, is 
omputed with the probabilisti
 approa
h (see se
tion 5.3.1). This makes itne
essary to support de�e
tion, i.e. requiring the forwarding pro
edure to move re
overedtra�
 from the red to the blue path if a failure is en
ountered twi
e. This is done byexpanding the forward pro
edure.When the forwarding pro
edure re
eives a pa
ket already en
apsulated in an IPRTheader, it may either be a se
ond failure or the red re
overy path has been followed andthe same failure en
ountered for a se
ond time. Thus, the forward pro
edure 
he
ks tosee if the FIB ID registered in the IPRT header is equal to the red FIB ID. If this is the
ase, the IPRT header is updated to equal the blue FIB ID and sent to be forwardedagain. Furthermore, if the pa
ket 
ontains a blue FIB ID, this is registered as a s
enariowhere a se
ond failure has been en
ountered and the pa
ket is dropped.6.2.3 UtilitiesThe implementation 
ontains several utilities. Generally, these are designed for automat-ing tasks that would otherwise have to be done by hand during 
on�guration of a simu-lation s
enario. In addition, some utilities are designed to help obtaining results in theexperiments, and have a dire
t in�uen
e on how the experiments are 
ondu
ted. The twomost important utilities used for obtaining results in experiments are des
ribed here.Tra�
 generatorThe tra�
 generator may be used to install tra�
 generators on ea
h of the nodes inthe network. In the implementation, a Poisson tra�
 generator, in
luded in J-sim, isused as a basis for produ
ing tra�
. In ea
h node, several generators are installed, ea
hrepresenting the di�erent destinations the node may send tra�
 to.58



The implementation allows refraining from installing sour
es bound for a spe
i�
 node,in addition to avoiding installing any sour
es on the spe
i�ed node. This is done without
hanging the rate at whi
h the sour
es generate tra�
, had the node not been removed.GetHopsThe GetHops appli
ation is written to obtain the path length between a sour
e andpossible destinations. It uses the �raw� IP proto
ol, and provides no guarantee for delivery.The appli
ation may be used to obtain path length from a sour
e to a single desti-nation, to all destinations, or to all destinations minus one spe
i�ed ex
eption. It alsohas the ability to perform two separate measurements during a s
enario, and 
omparingthem with ea
h other.If a destination is unrea
hable, GetHops does not provide any information as to why.This due to it not being able to guarantee the delivery of the probe pa
kets. However,it has fun
tionality to dete
t whether the number of replies di�ers between two separatemeasurements, or if the number of replies di�ers from the number of requests.
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Chapter 7Design of simulation s
enariosThe authenti
ity and trustworthiness of the results obtained from simulation s
enarioswill depend on how the network is modelled. In this 
hapter, the key 
hara
teristi
s ofthese models are reviewed, as well as alternative methods for their implementation.7.1 NetworkThe network topology, and the manner in whi
h it is modelled, forms the foundation forhow the simulation s
enarios may be implemented. In this se
tion the key properties aredis
ussed.7.1.1 TopologyThe network topologies play a 
ru
ial role in how well IPRT, and any other multi-hop re-
overy s
hemes, performs. The most important property of the networks being modelled,is that they are two-vertex 
onne
ted. This is needed for IPRT to provide full 
overagefor both node and link failure, and is a requirement for all topologies used in this thesis.However, within the boundaries of this 
riterion, it is expe
ted that di�eren
es in networkproperties may in�uen
e the performan
e of IPRT. In this se
tion, the main attributes,and di�erent means to obtain the topologies, will be dis
ussed.Some of the main attributes of a network topology may be des
ribed through averagenode degree, 
onne
tivity and layout.Among the various topology properties, it is expe
ted that the average node degreeis the most in�uential. Generally, an in
rease will result in more links to be present, andthus more options are available during the tree generation phase of IPRT. This enablesthe trees to 
ontain smaller 
y
les and ar
hes and thus provide shorter re
overy paths.The vertex 
onne
tivity of a topology is de�ned to be equal to the number of verti
esthat may be removed, before 
onne
tivity is lost between any of the nodes in the network.60



Following Menger's theorem, it is known that IPRT requires two-vertex 
onne
tivity tobe able to 
onstru
t the red and blue trees. However, if the 
onne
tivity rises, more pathsbe
ome available for the IPRT tree generator to use.Even when two networks has the same average node degree and 
onne
tivity, theremay be di�eren
es in the performan
e, 
aused by topology layout. For example, if nodeswith low 
onne
tivity degrees are lo
ated at the edge of a network, the result may be aminor redu
tion of the average re
overy path length of a re
overy s
heme, 
ompared to atopology where they are lo
ated at the edge of the network. This is be
ause a failure atthe edge of the network is likely to a�e
t tra�
 less.The topologies may be whether modelled from real or syntheti
 networks. Manynetwork operators, espe
ially from big networks, make available data from the networks.For example, Sprint makes available large amounts of data, that may be used to produ
ehigh-�delity simulations, based on real network topologies, and tra�
 data that maysimulate a real event. Another possibility is to utilize topology generators. Several freeand 
ommer
ial appli
ations 
an be used to generate syntheti
 topologies.The di�eren
e between using a syntheti
 topology and real ones does not have agreat impa
t on RT. However, real topologies are generally both known and used inmeasurements, and thus make it easier to obtain and 
ompare results a
ross studies. Adrawba
k of using real topologies is that their number is limited as opposed to those fromtopology generators. Conversely, a drawba
k to using a syntheti
 topology is that designissues are not as well-validated as real topologies. Consequently, when real topologiesare used, there is generally a better 
han
e of the networks having been subje
t of bothdis
ussion and informed design de
isions.For this thesis, a mix of well-known real and syntheti
 topologies will be used. Fur-thermore, the topologies should provide variety in the network properties.7.1.2 Link 
apa
ityLink 
apa
ity is a property of networks that sets the limits on how mu
h tra�
 it maysu

essfully transport. As o�ered tra�
 in the network 
onverges towards the limits foundin the links, pa
kets will be dropped. It is usual to utilize me
hanisms that ensure thatthis 
ongestion does not interfere with the routing proto
ol, allowing routing tra�
 to
ontinue.In a network, it is not unusual to have some diversity in the link 
apa
ity, and to usetra�
 engineering to distribute the load in an e�
ient manner. However, when re
overypro
edures are introdu
ed in networks, a failure will result in tra�
 being moved from itsusual routes, and introdu
ed into other paths in the network. This 
ould lead to situationswhere the o�ered load ex
eeds the available 
apa
ity and result in pa
ket drops.If it should be desirable to determine whether this s
enario happens during simulation,the load of the network should be modelled after the load usually found in the simulated61



networks. Also, the link 
apa
ity should be set in a

ordan
e to the topology informationavailable. If 
ongestion o

urs, the total o�ered load on a link may be measured asa 
ombination of link load and dropped pa
kages. However, if it is not desireable toobserve pa
ket drop as a result of 
ongestion, the link 
apa
ity may be set relatively highas 
ompared to o�ered tra�
. This does only a�e
t pa
ket drop; it is still possible toobserve if the tra�
 on a spe
i�
 link is higher than expe
ted.When the link 
apa
ity and o�ered load is modelled to mimi
 that of an a
tual net-work, the simulation results give the most a

urate des
ription of the performan
e of there
overy pro
edure. The disadvantage to this approa
h, is that it is mu
h more 
omplexboth to model, and to measure. Furthermore, when the link 
apa
ity is set so that the linkdoes not risk experien
ing 
ongestion, the results obtained may also be used to measurethe same e�e
ts that 
an be found in the more a

urate simulation s
enarios.In this thesis, the link 
apa
ity will be set to su
h a value that no pa
ket loss mayresult from la
k of bandwidth.7.1.3 Link metri
sLink metri
s may be used to in�uen
e the path sele
tion of a routing proto
ol whenseveral paths to a destination exists. By asso
iating a 
ost to ea
h link, the networkresour
es may be utilized in a more e�
ient manner, allowing the routing proto
ols toprovide a higher quality of servi
e to the network. In this thesis, both the J-sim stati
routing proto
ol, and the IPRT tree generator, may use link metri
s when 
al
ulating thepaths. Furthermore, they both use the Dijkstra shortest-path algorithm to 
al
ulate thepaths.The routing algorithm governs the metri
 values that may be used. When a Dijkstrashortest-path algorithms is used, the link 
ost may not be negative, as this would keepthe algorithm from terminating. Furthermore, the link 
ost must be of su
h a nature thatthe link most likely to be used, is represented through the smallest values in the di�erentlink metri
s of a network.One of the big problems when using metri
s, is that the di�erent re
overy pro
eduresmight need di�erent metri
s to perform as optimally as possible. The optimal metri
s areoften de�ned through heuristi
s. In RT and thus in IPRT, there is still ongoing resear
h intrying to �nd good heuristi
s, but this is not part of the goals for this thesis. Nevertheless,the use of metri
s may give an indi
ation of whether IPRT is able to respond to them.Thus, the thesis will in
lude the metri
s obtained as a part of the network topologies,even though there is no guarantee that they used will produ
e good results.There is not ne
essarily a 
onne
tion between the link 
apa
ity and the link metri
s.Even if the link 
apa
ity is not set a

ording to the real topologies used in this thesis, themetri
s may help a
hieve 
orre
t results. However, the metri
s should be derived fromthe real topologies, as a mismat
h between the link bandwidth and the metri
s used when
reating the FIB, might result in the tra�
 following paths not intended for heavy use.62



7.2 Tra�
When tra�
 is generated, it forms a network-wide load pattern, i.e. the load found on alllinks at a given time or interval. When a failure o

urs in a network, the tra�
 a�e
tedby the failure will be rerouted - following new paths in the network and forming a newnetwork-wide load pattern. How well IPRT is able to distribute this generated load is ofimportan
e when evaluating its performan
e.Chara
teristi
s in the tra�
 imposed on networks may play a 
ru
ial role in evaluatingthe performan
e of re
overy s
hemes. There are two major in�uen
es to the performan
eand behavior of networks during a failure; �rstly, the amount and destinations of tra�
introdu
ed in the network, and se
ondly, in what manner the tra�
 is transported. Inthis se
tion, these properties will be examined to provide solutions used in the simulations
enarios in this thesis.7.2.1 Transport layer proto
olThe IP pa
ket stru
ture is designed to provide a minimal set of me
hanisms to transporttra�
 in a 
onne
tionless environment, and has proven itself a versatile pa
ket represen-tation, leaving the preferred 
hoi
e of tra�
 delivery methods to the upper layers. TCPand UPD are two 
ommonly known transport proto
ols used to extend the 
apabilitiesof IP, and both transport proto
ols are implemented in the J-sim simulator. Generally,TCP is used to transport the majority of internet tra�
 (72-94 %) while UDP is theother signi�
ant 
ontributor (5-27%) [30℄. The proto
ols di�er in the manner they deliverpa
kets, and this di�eren
e may in�uen
e the obtained results, or the manner in whi
hthe simulations are 
ondu
ted.The main feature of the TCP transport proto
ol is to provide me
hanisms for the re-liable delivery of pa
kets. One of these is TCP slow start, whi
h adjusts the transmissionrate in a

ordan
e with the per
eived 
apabilities of the network and the re
eiver. Whena pa
ket is initially a�e
ted by a failure, it will need to be re-routed using an alternativepath to rea
h the destination. If the pa
ket needs to traverse more links a

ording to thenew path, this may result in a temporary 
hange in the rate the sender re
eives a
knowl-edgements. This may lead TCP to interpet the 
hange in the reply rate as 
ongestion,or loss of pa
kets, triggering the TCP slow start me
hanism. Initial tests with the J-simTCP implementation revealed that the TCP streams did go into TCP slow start duringa simulated failure - even though re
overy me
hanisms were present.The approa
h used by UDP does not di�er mu
h from a raw IP delivery proto
ol, asit provides a �best e�ort� delivery s
heme of pa
kets, that is, no guarantees are made asto delivery. The UPD proto
ol provides an option to use a slow-start me
hanism, but thisme
hanism will not be used in this thesis. A

ordingly, when UDP is used to transportpa
kets in a network experien
ing failure, the sender is not informed whether deliverywas su

essful. This enables any sour
e using UDP as transport proto
ol to send at a
onstant rate, regardless of the 
ondition of the network itself.63



When using TCP, several of its spe
i�
 me
hanisms in�uen
e the network-wide loadduring failure. Tra�
 transported using TCP will experien
e a TCP slow start, where thesending rate is redu
ed to a minimum for a period. For a period following immediatelyafter the failure, the load will be una�e
ted, as re
overed pa
kets traverse the new path totheir destination. Furthermore, after the sour
es intiate the TCP slow start me
hanism,the length of the period during whi
h tra�
 is restored to its full sending rate, depends onboth the time needed for the J-sim TCP implementation to itself restore the transmissionrate after the TCP slow start, and the propagation time of a pa
ket between ea
h sour
eand destination. The impa
t of the TCP slow start relation would depend on the durationof the failure. Furthermore, when the failure is prolonged, and no re
overy pro
edure iso�ered, tra�
 bound for a failed node will experien
e a series of TCP slow starts, starvingthe network of this tra�
. By using UDP for transport, the simulation s
enario be
omeseasier to administrate, as the transmission rate does not depend on the network 
onditionor the a
tual delivery of the pa
kets.Considering the distribution of the transport proto
ols used in the Internet, a real-isti
 approa
h would be to utilize a 
ombination of TCP and UDP. However, by usingTCP, the 
onstru
tion of a simulated s
enario be
omes more 
omplex both to 
on�gureand to analyze. By only using UDP, the simulated s
enario may represent a worst-
ases
enario. This also removes the dependen
y between the duration of the node-failure andthe obtained measurements, and shows the results that would be obtained if the failurewas long-lived and all tra�
 bound for a failed destination was using UDP.For this thesis, the transport proto
ols used will be either UDP, or a pure IP solution.The reason for 
hoosing this approa
h is to enable measuring the generated load in aworst-
ase s
enario, and to provide an easy environment to analyze.7.2.2 Generating tra�
There exists a number of ways to model the tra�
 to be introdu
ed into a network.Generally, it is desirable that the generated tra�
 resembles that of a real-life network,as this gives a good foundation for evaluation of a
tual performan
e. However, properlygenerating tra�
 that resembles the tra�
 found in the Internet is a topi
 that is heavilydebated, without a 
lear 
onsensus. Thus, a model has been 
hosen without too mu
hdis
ussion on all the available options.The tra�
 introdu
ed into the network should be extensive enough to ensure to a
-
urate veri�
ation of network performan
e. E.g. if a tra�
 generator only produ
es onesingle pa
ket every se
ond it would be hard to determine any e�e
ts in the load patterns.To generate the network-wide load two te
hniques are used:
• A tra�
 generator based on the Poisson distribution, to generate the load betweenall sour
es and destinations.
• A tra�
 matrix is used to individually s
ale the load of the tra�
 generators, inorder to provide load-distribution. 64



In the arti
le by Thomas Karagiannis et.al. [31℄, the authors anti
ipate that Poissonmodels may be used to a

urately model Internet ba
kbone tra�
 on sub-se
ond times
ales. Furthermore, the arti
les states that simulations may get su�
iently a

urateresults by varying the arrival rate of a Poisson pro
ess. In J-sim, several tra�
 generatorsare available, and for this thesis, a Poisson tra�
 sour
e from the J-sim pa
kage will beused.The tra�
 will be weighted a

ording to a tra�
 matrix made to mimi
 the load-distribution found in ea
h individual network [32℄. The tra�
 matrix des
ribes the de-mand between all sour
es and destinations, but it does not des
ribe how the tra�
 isrouted, nor the amount of tra�
 to be generated. The use of a tra�
 matrix providesmany features not 
overed in this thesis. Commonly, the tra�
 matrix would be s
aled tomat
h the generated load to the link 
apa
ity. However, in this thesis, it is only used forgenerating a 
redible load pattern between sour
es and destinations, as the link 
apa
ityof the network modelled does not re�e
t a
tual 
apa
ity. This is be
ause the goal for thisthesis does not in
lude determining the best load distribution IPRT is able to provide,but rather to determine if IPRT is able to distribute load at all.In the thesis, a total load generated by all sour
es 
ombined will be spe
i�ed. Thisenables the J-sim tra�
 generator utility, des
ribed in the IPRT implementation 
hapter,to 
al
ulate the average load generated by all Poisson sour
es. Furthermore, the di�erenttra�
 sour
es are s
aled a

ording to a tra�
 matrix, whi
h spe
i�es a relative ratio ofthe amount of tra�
 bound between every sour
e/destination pair in a given network.This enables the tra�
 to resemble the network-wide load pattern that 
old potentiallybe present in the topologies.7.3 Failure modelsThe failure model used in the simulator governs the results that are possible to obtainfrom the simulated s
enarios and the time needed to simulate all possible failures. Ina real network, failures may originate for a multitude of reasons, di�ering in s
ale andseverity. They may be either physi
al or logi
al, and arise from either external or internal
auses. An example of an external physi
al error 
ould be a 
able 
ut, while an internallogi
al error 
ould be 
aused by an erroneous 
on�guration. Furthermore, not all errorso

ur by a

ident, but are rather the result of planned servi
e events - hardware upgradesor large 
on�guration 
hanges, for example. However, in this thesis, a simpler failure-s
enario resembling severe physi
al error will be used - simulating a 
omplete failure,where the failed entity 
eases operation.The failure models that may be used in
lude:
• Node failure, the model whi
h provides the most 
omprehensive failures, as a nodefailure also entails a failure on all adja
ent links of the node.
• Link failure, whi
h produ
e a sub-set of the failures generated in the node failuremodel. It allows the nodes to remain operational, and retain fun
tionality on alloperational links. 65



The node failure model is the model that provides the most 
omprehensive failures,as it entails a failure on all adja
ent links of the failed node. Be
ause IPRT has beendesigned to withstand node failure, this property should be veri�ed in the simulateds
enarios. Node failure should also be the failure model that provides the fastest a

essto a full veri�
ation of the IPRT model. However, by using node failure as the only failuremodel, the �last-hop problem� may not be 
on�rmed in the simulator. This is be
ause the�last-hop problem� deals with how to re
over tra�
 when the node immediately upstreamof the failure is the last-hop node before rea
hing the destination address, and the 
auseof failure is unknown.The link failure model will produ
e a subset of failures generated in the node failuremodel. It may not be used to verify the IPRT method, as it is not 
apable of providingan environment where tra�
 meant to avoid a spe
i�
 node is easily dete
ted. To dete
tsu
h tra�
 would require additional information in the re
overed pa
ket, and spe
i�
dete
tion logi
 would be required in the dispat
her. However, by using this failure model,it may be shown in the simulated environment that the IPRT method solves the �last-hopproblem�.It would be possible to utilize a 
ombination of the two failure models, to show thatIPRT is 
apable to re
over tra�
 when a node failure is present, and to solve the �last-hop problem� when a link failure is present at the destination node. However, this wouldrequire a large in
rease in the number of simulation s
enarios.Be
ause of a desire to keep the number of simulations down, and that it has been shownin theory that IPRT is 
apable of solving the �last-hop problem�, the node failure modelwill be used in this thesis. Furthermore, if IPRT is 
apable of providing fast re
overyduring all possible node failures, there are no good reason for it to not be 
apable ofsolving the �last-hop problem�.7.4 Modeling re-
onverged s
enariosThe re-
onverged results are not modelled a

urately in a

ordan
e to a real s
enario.However, the model ensures that the failed node in the network is not used to generate,re
eive, or forward any tra�
. The di�eren
es may be found in the way the routing tablesare 
reated.
• The routing tables used in the re-
onverged s
enario 
ontain an entry to the failednode.To ensure that the failed node is not used as an intermediate node for any tra�
, theadja
ent links are given a very high 
ost when initializing the s
enario. The 
ost is set sohigh that the shortest-path stati
 routing algorithm does not use the node in any path,ex
ept where the failed node is the destination.When simulating the re-
onverged s
enarios, the failed node is failed with the sameme
hanisms used to model failure when simulating an IPRT or RRL enabled network.66



This ensures that no tra�
 bound for or traversing the failed node may be su

essfullydelivered.To verify the behavior of the re-
onverged model, the 
overage of the re-
onvergeds
enario may be tested. It should provide full 
overage when ex
luding the failed desti-nation.7.5 Performing measurementsWhen performing measurements on a simulated s
enario, some 
hanges in the networkstate may need a transient period. More pre
isely, a period during whi
h the state 
hangefundamentally alters the network behavior, introdu
ing a duration where some time isneeded for the network to rea
h a new equilibrium. During this period, any measurements
ould potentially provide data that may skew the results in an unrealisti
 dire
tion. Forexample, if the J-sim TCP implementation was to be used for transport, a node failurewould result in a TCP slow start of the sour
es a�e
ted by the failure, lowering thethroughput of a network immediately following the failure. Furthermore, during thispost-failure period, there will be a time span where the tra�
 a�e
ted by the failure isbeing rerouted, and be
ause of the propagation time, there will be a delay before thee�e
t of the failure may be seen in the link-load of the links downstream of the failure. Ifthe measurements are based on this post-failure period, they may not provide an a

uratepi
ture of the a
tual in�uen
e of the state 
hange on the network.In the simulated experiments with IPRT, the main fo
us is the duration betweenfailure and subsequent re-
onvergen
e. It has been shown that the IP re-
onvergen
emay be redu
ed to sub-se
ond response time [7℄. However, an important motivation forimplementing IP fast re
over me
hanisms, is to provide the re-
onvergen
e pro
ess withmore time to properly respond to the failure, and thus, the duration of the re
overypro
edure should be 
onsidered a larger interval.To ensure that the results obtained from the simulation are 
orre
t, the durationbetween failure and re-
onvergen
e should be run more than on
e. There are several waysof a
hieving this, but a 
ommonly used approa
h is to use a simulation te
hnique namedse
tioning [33℄. This method allows a single s
enario to 
ount as a series of independentruns, by running the same s
enario for a magnitude longer than the original durationthe simulation was intended to run for. This is done by splitting the simulation intoa series of dis
rete periods where measurements are performed, and furthermore desistfrom measuring for a short interval between the periods, in order to make the dis
retemeasured periods independent. By using this te
hnique, less total time is required forthe transient period, i.e., the period from system startup until a stable state is rea
hed,while it is still possible to provide a range of independent measurements.
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Chapter 8ExperimentsIn this 
hapter, the experiments will be des
ribed and the results obtained from thesimulated s
enarios will be shown, followed by a dis
ussion of the results.The main goal of the experiments is to show that the IPRT me
hanism may be usedfor re
overy in 
onventional IP networks. Thus, an important part of the experimentsis to show that no pa
ket a�e
ted by a single node failure, ex
luding the tra�
 sent tothe failed node, is lost during the duration of the failure. Furthermore, a sub-goal of theexperiments is to show to show how the IPRT method performs in terms of re
overy andhow the method a�e
ts the network-wide load.8.1 Experiment des
riptionIn this se
tion, the experiments and their aims will be presented. Furthermore, in theseexperiments, the IPRT spe
i�
 parameters that will be varied in
lude what 
ost has beenused, when the re
overy trees have been generated, the use of QoS information in theQbit tables, and the use of de�e
tion in the forwarding pro
edure:
• Either the trees may be 
onstru
ted using a �at 
ost on all links or use the link-
ostspe
i�ed obtained from the topology. By using a the 
ost obtained from the topolo-gies it may be possible to see if the algorithm used in the IPRT tree generator isable to respond to 
hanges in link-
ost.
• Qbit may be used for optimization, i.e. sele
ting the best outgoing interfa
e, andguaranteeing a 
orre
t forwarding pro
edure using lo
al re
overy, i.e. sele
ting avalid re
overy path. When referring to Qbit in this 
hapter it is the QoS respon-sibilities that are referred. Thus, the Qbit tables are always populated with theinformation needed to ensure 
orre
t forwarding, but does not in
lude the QoS in-formation unless expli
it stated otherwise.68



• The Qbit information responsible for provide a guaranteed su

essful lo
al re
overypro
edure is 
omputed with the probabilisti
 approa
h (see se
tion 5.3.1), makingit ne
essary to support de�e
tion, i.e. require the forwarding pro
edure to movere
overed tra�
 from the red to the blue path is a failure is en
ountered twi
e.By turning o� de�e
tion, it may prove that the re
overy FIBs represent a valid
on�guration for forwarding without de�e
tion, i.e. a set of trees that 
ould havebeen 
omputed from the exa
t pro
edure to populate the Qbit information. Thus,enable the experiments to in
lude an assertion on the e�e
ts of using de�e
tion inthe forwarding pro
edure.8.1.1 Coverage and model veri�
ationThe degree of 
overage the IPRT may provide is the most important experiment in thisthesis. The goal of the test is to show the amount of tra�
 a�e
ted by a single failure thatthe re
overy method may su

essfully deliver to the destinations. Furthermore, be
auseit is proven in theory that the 
overage should be 100%, this test is able to verify thesimulation model. A se
ondary goal of this test is to investigate the degree of 
overagea
hieved when de�e
tion is turned o� in the forwarding pro
edure.To verify the 
overage of IPRT, the test needs to be able to determine the per
entageof destinations that 
an be re
overed during a single failure, and furthermore, ensure thatall potential failure situations are 
overed. Furthermore, the test needs to be able toverify a su

essful re
overy pro
edure, or dis
over if a re
overy pro
edure has failed.In order to identify the nodes that may be rea
hed during a single failure, the testdoes only need to verify the amount of nodes that the neighbors of the failed node maysu

essfully rea
h. This is be
ause IPRT provide lo
al re
overy, and thus, only the neigh-bors of a failed node may initiate a re
overy pro
edure. A possible optimization 
ould beto verify the destinations where the next-hop would have been the failed node, and thus,redu
e the number of destinations that needs to be 
he
ked.In order to verify every failure situation the method for verifying the 
overage ofa single failure needs to be applied su
h that ea
h node in the network is failed on
e.Be
ause the re
overy path to a destination is determined by the pair of redundant treesof whi
h the destination is the root node of, the path of a re
overed pa
ket depends onthe destination, the geographi
al position of the node initiating the re
overy, and whi
hof the redundant trees are failure-free.This approa
h ensures that all possible lo
al-re
overy s
enarios for a spe
i�
 failuresituation are tested. Furthermore, to ensure that the time between to failure situations isof su
h a degree that there is no 
han
e for a pa
ket to be a�e
ted by two di�erent failuresbefore it rea
hes the destination, the 
overage provided during a single node-failure willbe tested in separate simulation s
enarios.The test must be able to verify that the la
k of 
overage is su

essfully determined.In order to provide a su

essful re
overy IPRT needs to ful�ll two 
riterions, whi
h formsthe foundation for the 
overage veri�
ation:69



• The initial re
overy needs to be su

essfully performed i.e., the forwarding pro
edureneeds to be able to identify the pa
kets a�e
ted by the failure and 
hoose whi
hre
overy tree to use.
• All nodes in the network need to be able to forward the re
overed pa
kets along thespe
i�ed tree.One possible way of verifying the amount of su

essful re
overy pro
edures is to verifythat all sent pa
kets are a
tually delivered, and furthermore identify when pa
kets aredropped. The 
overage 
ould be determined by only verifying the su

essful deliveryof pa
kets. However, by identifying the dropped pa
kets it is possible determine thereason for a failed delivery in more detail. In order to ensure that a pa
ket is deliveredit is possible to use the GetHop utility, whi
h will report if a destination has not beenrea
hed. Furthermore, it is possible to instru
t the dispat
hers at ea
h node to reportwhen pa
kets are dropped and a detailed des
ription on the reason for the drop. Thus, ifa pa
ket drop o

urs this will be re
orded in the log �le of the simulation.Thus, the 
overage will be veri�ed based on a multiple simulation runs for ea
h listeds
enario where results are drawn from two separate measurement methods. In ea
h run,a single node is failed, and furthermore, one of the neighbors of the failed node tries to
ommuni
ate with all other nodes ex
ept itself and the failed node. The test iterates su
hthat for ea
h simulated node-failure, all neighbor nodes initiate the 
ommuni
ation on
e.The node initiating the 
ommuni
ation keeps tra
k of whi
h nodes it was able to rea
hbefore and after the failure. These results are 
ompared against ea
h other. Furthermore,the dispat
her at ea
h node is 
on�gured to log any pa
ket drop.8.1.2 Path-lengthThe s
enario needed to determine path-length is very similar to the 
overage and modelveri�
ation test. However, it is ne
essary to in
lude measurements from more nodes inea
h failure-situation. Furthermore, this test will in
lude measurements from failure-free,re-
onverged and RRL-re
overy operation to 
ompare to IPRT performan
e.The test needs to verify how IPRT in�uen
e the path length between a sour
e anddestination. It should also be able to ensure that all situations where failure may in�uen
ea path are 
overed by the test. The test does not need to verify the number of paths thatmay not be re
overed, as this will be apparent from the 
overage test.
• When measuring path-length it is the entire path that needs to be measured. Thisis ne
essary to be able to determine the di�eren
es between results obtained fromthe normal, re
overy and re-
onverged s
enarios, as the intermediate nodes foundin a path between a spe
i�
 sour
e and destination may have 
hanged between thes
enarios. 70



• The re
overy path to a destination is partly determined by the geographi
al positionof the node initiating the re
overy, and whi
h of the redundant trees are failure-free.Thus, even if the same destination node is used, a failure on di�erent intermediatenodes in the path between a sour
e and destination may yield di�erent in
reases inpath-length. This makes it important to, for ea
h single-node failure, measure thein�uen
e the failure have on the paths where the failed node would be a part of thepath during failure-free operation.As in the 
overage test, the path-length test utilizes the HopCount appli
ation. Thisappli
ation is run at ea
h node. At the sour
e node, the appli
ation is used to probethe network, sending a single HopCount pa
ket to a spe
i�ed set of nodes. At the ea
hre
eiving nodes, the appli
ation re
ords the number of hops and if the pa
ket has beenre
overed. Subsequently it in
lude this information in a reply sent to the sour
e node.To obtain the results the simulation is repeated su
h that ea
h operational node initiatethe 
ommuni
ation on
e in ea
h node-failure s
enario. The network is probed on
e duringfailure free operation to be able to give a referen
e point to the path lengths in a failurefree environment. Subsequently a single node is failed, and the appli
ation is rerun. Thetime between the �rst and the se
ond run of the pa
kets is set large enough to guaranteethat the failure does not in�uen
e the results obtained at ea
h stage. Furthermore, alist is printed to the log, spe
ifying the hop-
ount of paths a�e
ted by a failure. Thisenables the 
olle
tion of data on the path-length before and after the failure in additionto spe
ifying the node initiating the 
ommuni
ation and the node re
eiving the pa
kets.Subsequently, the pairs of sender and re
eivers are re
orded and used as input to theHopCount appli
ation in a re-
onverged simulation s
enario. However, this step is only
ondu
ted if the �rst run reveals paths in�uen
ed by the failure.Care must be taken to avoid produ
ing erroneous results. A potential sour
e to errorsoriginates from the time between the measurements and the failed node. Thus, 
aremust be exer
ises to ensure that the failure and the measurements do not interfere withea
h other. By using a high link 
apa
ity and a substantial amount of time betweenthe 
he
kpoints in the simulation this is guaranteed. I.e. the time and the link 
apa
ityand propagation time must ex
eed the time to live, su
h that no tra�
 is present in thenetwork at the time the failure is simulated.8.1.3 Throughput and load distributionThe throughput test aims to reveal the 
apabilities of IPRT to spread load in the net-work. Furthermore, it will be used to determine how de�e
tion in the forward pro
edurein�uen
es the load in the network.Be
ause every destination node has a di�erent set of redundant trees, and the redun-dant trees are generated through means of short 
y
le and ar
hes, it is anti
ipated thatIPRT may be able to spread the load of a re
overed tra�
 in a way that may resemblethe re-
onverged paths. To verify this assumption the results of the throughput test willbe shown on link-level, giving detailed des
ription on the load observed at ea
h link.71



When using the de�e
tion me
hanisms to assure that all tra�
 is 
apable of beingre
overed it is anti
ipated that the method may generate a higher load than an approa
hwhere a

urate Qbit was pre-
omputed for this purpose. Furthermore, it is anti
ipatedthat about half of the tra�
 bound for a failed destination will be de�e
ted. This isbe
ause the forward 
orre
tion Qbit is not set for the destination and when tra�
 fromall other nodes is present the overall tra�
 re
overed to the lower ID is expe
ted toa

ount for an average of half the tra�
 bound for the failed node.To gather the results ea
h link is �tted with a tra�
 monitor as implemented in theJ-sim simulator. It is able to print the total throughput of a link every se
ond, resettingthe 
ounters at ea
h log point. However, when no load is present on a link it is not able tolog this as a zero load. This 
ould lead to a problem; if a link is operational but not usedto transport tra�
, its load of zero would not be registered as part of the measurements.This is solved by generating a log�le resembling the result that would have been produ
edby the tra�
 monitor had it been able to log 
orre
tly. The �les are only generated forlinks that were operational but not used to transport pa
kets by using the s
enario log�leto separate failed and operational links.To obtain the results ea
h experiment is repeated on
e for every possible node-failure.In ea
h run, the tra�
 generators are installed and a single node is failed at simulationstartup. The tra�
 monitor will start to measure after the s
enario has been running for 5se
onds, and the entire s
enario ends at 1000 se
onds. Be
ause UDP is used to transportthe tra�
, this duration should be su�
ient for the s
enario to stabilize the load atea
h link. Furthermore, when analyzing the results, it is assumed that the time betweenfailure-dete
tion and re-
onvergen
e is 10 se
onds and 1 se
ond is used to separate these
tions.When simulating the re-
onverged s
enario, the tra�
 generators generating tra�
bound for the failed node are not removed. This enables a dire
t 
omparison between there-
onverged s
enario and the IPRT s
enario in terms of the amount of tra�
 introdu
edin the network. However, this makes the re-
onverged s
enario less realisti
 as it normallywould not have any route to the failed node, and thus, in a real s
enario, no tra�
 boundfor this node would be introdu
ed in the network.To generate the load a series of Poisson tra�
 generators, where ea
h load is s
aleda

ording to the tra�
 matrix of the topology, will be used. All sour
es 
ombined willbe 
on�gured to generate a total load of 10 Mbps of tra�
 regardless of the topology.By introdu
ing a total of 10 Mbps, ea
h sour
e generates an average of 111 Kbps if 10nodes are present in the network or 26 Kbps when 20 nodes are used. Furthermore, thesour
e will generate pa
kets with a 
onstant size of 480 bit in the payload, thus produ
ingpa
kets of 500 bits when the IP header is in
luded.To guarantee that no tra�
 is lost due to small link-
apa
ity the links are 
on�guredto handle a load of 100 Mbps.
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8.1.4 TopologiesThe topologies used to evaluate IPRT behavior is Abilene (8.3), Geant (8.1), Uninett (8.4)and Cost239 (8.2). They provide a variety in both 
onne
tivity and layout and averagenode degree, and are well-known topologies often used in resear
h and evaluation. Be
auseof the variety in the network, properties it is expe
ted that the results obtained from thedi�erent topologies will vary. E.g. Abilene provide a topology that is expe
ted to produ
elonger re
overy paths than Cost239.

Figure 8.1: The Geant topology
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Figure 8.2: The Cost239 topology

Figure 8.3: The Abilene topology
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Figure 8.4: The Uninett topology
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8.2 ResultsThis se
tion 
ontains the results from the experiments des
ribed. All dis
ussion will be
ondu
ted in se
tion 8.3.The RRL layers was generated by an layer generator obtained at SIMULA. The layergenerator was an old implementation and may not represent the a
tual qualities of RRLor Multiple Routing Con�gurations (MRC) [34℄, whi
h is a further development of RRL.The number of layers used in the simulations is shown in table 8.1.Network Layers usedAbilene 5Cost239 2Geant 5Uninett 7Table 8.1: The number of re
overy layers used by RRL in the simulations8.2.1 CoverageTable 8.2 and 8.3 shows the 
overage of IPRT and RRL with the di�erent parameters.Network Link-
ost Qbit CoverageAbilene Yes Yes 100%No 100%No Yes 100%No 100%Cost 239 No Yes 100%No 100%Geant Yes Yes 100%No 100%No Yes 100%No 100%Uninett Yes Yes 100%No 100%No Yes 100%No 100%Table 8.2: IPRT re
overy 
overageThe tests was repeated on
e with forward de�e
tion, i.e. the ability to move tra�
from the red to the blue path, turned o�. The 
overage obtained from this test was thesame as for the one with de�e
tion turned on, i.e. full 
overage. These results validates76



Network Link-
ost CoverageAbilene no 100%Cost239 no 100%Geant no 100%Uninett no 100%Table 8.3: RRL re
overy 
overagefurther testing with de�e
tion turned o� in the forwarding de
isions even though the treeswere not initially generated to support this usage. This may be done be
ause it has beenshown that the re
overy FIBs used represent valid 
on�gurations for forwarding withoutde�e
tion. I.e. it has been shown in the 
overage se
tion that they provide with 100 %
overage without de�e
tion turned on.8.2.2 Path-lengthThe graphs found in Figure 8.5, 8.6, 8.7, 8.8, 8.9, 8.10 and 8.11 show the distributionof path-lengths a�e
ted by a failure. The path-length is a measurement on the amountof links a pa
ket must traverse to get from the sour
e to the destination. In IPRT there
overy path is determined by the redundant trees of whi
h the destination is the rootnode of, the geographi
al position of the node initiating the re
overy and whi
h of theredundant trees are available for this node to use. Thus, A→B and B→A are disjun
tpaths and treated as su
h - even though they might follow the same links. Paths una�e
tedby failure are not in
luded in the graphs.
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8.2.3 Load distributionThe graphs found in Figure 8.12, 8.13, 8.14, 8.15, 8.16, 8.17, 8.18 and 8.19 show the medianthroughput in
luding the 97.5 and 2.5 per
entile measured at ea
h link. In the tests UDPwas used as a transport proto
ol making the measured values mimi
 a worst-
ase s
enario.In addition the tra�
 between ea
h sour
e and destination node was weighted a

ordingto topology spe
i�
 tra�
 matrixes.The results obtained from running the simulations with QoS Qbit are omitted as theydid not di�er from the results obtained without QoS Qbit turned on.Note that the re-
onverged results in
lude tra�
 from sour
es sending tra�
 to failednodes. This tra�
 is dropped at the last-hop before it rea
h the failed nodes.
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8.3 Dis
ussion8.3.1 CoverageOf the results obtained from the simulation runs, the 
overage results show the mostimportant feature of IPRT. Both IPRT and RRL are proven 
apable of delivering 100 %
overage, whi
h is an ex
ellent result 
onsidering this may be the single most importantproperty to legitimate the use of extra resour
es in a network in order to provide IPfast reroute re
overy. However, IPRT is able to provide this 
overage using a small and
onstant amount of additional state information. In these tests RRL needed betweentwo and seven re
overy FIBs (see �g. 8.1) while IPRT used a 
onstant amount of twoadditional FIBs.Be
ause it has been proven in theory that the IPRT method should be able to provide100 % 
overage, the results seems to verify that the IPRT simulator model has beenimplemented 
orre
tly. Sin
e node failure has been used as the only failure-model in thisthesis, it has not been shown in the simulator that the IPRT solve the �last-hop problem�.However, following dire
tly from the tree-generation pro
ess it is proven in theory thatIPRT does solve this problem without the need of any additional fun
tionality in theIPRT model.8.3.2 Path-lengthThe results obtained from the path-length tests shows that IPRT is 
apable of deliveringshort re
overy paths. This is an important property be
ause the number of links used toforward the pa
kets in�uen
e dire
tly on the total amount of load generated in a network.When the number of links used to forward a pa
ket in
rease the total load in
rease asthe pa
ket generate load on all links it traverse.The graphs show that all normal tra�
 a�e
ted by a failure has a path-length of twoor more. This is be
ause the measured paths show the path-length of tra�
 a�e
tedby failure that is bound for an operational node. Be
ause the destination needs to bedownstream of the failure to be a�e
ted by the failure, the path-length needs to be atleast two hops. In some 
ir
umstan
es, when link 
ost has been enabled, the path-lengthafter a re-
onvergen
e be
omes only one hop. This is be
ause the re-
onverged tra�
then follows a path with higher 
ost.Furthermore, it may be observed that the routes obtained after a re-
onvergen
eare shorter than the re
overy paths obtained from both RRL and IPRT. This may beexplained from the fa
t that a re-
onvergen
e may be 
ompared to the best result thata global re
overy 
ould produ
e. Furthermore, both RRL and IPRT needs to implementa lo
al re
overy pro
edure resulting in paths that may need to ba
ktra
k upstream ofthe failure. In addition, both RRL and IPRT are using restri
ted sub-topologies to routepa
kets a�e
ted by the failure as a result of the layer 
reation or tree 
reation needed toguarantee full 
overage. 86



In these tests, IPRT and RRL provide re
overy paths that are 
omparable in termsof re
overy path-length distribution. However, the test result should only be 
onsideredto give indi
ations on the relative performan
e of IPRT. RRL was not tweaked to obtaingood results, and the number of layers was set to the minimum number of layers that thelayer generator 
ould provide for ea
h topology. Furthermore, RRL 
ould use more layersto provide with shorter re
overy paths.8.3.3 Load distributionIn this se
tion, IPRTs general ability to distribute load is analyzed. In addition, it isshown that the use of de�e
tion, i.e. the ability to move a IPRT pa
ket with a RED FIBID to a BLUE FIB ID, does in
rease the load in some worst-
ase s
enarios and shouldbe avoided. The QoS spe
i�
 properties, i.e. the ability to respond to link-
ost and QoSQbit, are dis
ussed in the next se
tion.The measurements obtained from the post-failure load-distribution experiment giveinformation on several aspe
ts of the IPRT re
overy pro
edure. The most importantobservations are listed and dis
ussed below.
• IPRT is generally 
apable to follow the load distribution obtained at re-
onvergen
e.
• The median load is generally higher when IPRT is used (see �g. 8.4).
• In some failure situations IPRT in
rease the maximum load on spe
i�
 links signif-i
antly.In the measurements obtained from simulating the re-
onverged state in the network,the failed nodes have tra�
 bound for them. Thus, the amount of tra�
 introdu
ed inthe network does not di�er between the IPRT re
overy s
enarios and the re-
onvergeds
enarios.In the s
enarios where IPRT re
overy is used, only the tra�
 a�e
ted by the failureis rerouted by the IPRT re
overy pro
edure. In most failure situations the tra�
 willbe una�e
ted by the failure, allowing the tra�
 to be forwarded a

ording to the FIBsobtained from the normal routing pro
edure. When re-
onvergen
e is used, the routeswill be very similar to the normal routing table, as only the shortest paths a�e
ted by thesimulated failure are altered. Thus it may be expe
ted that most of the tra�
 introdu
edin the network will follow the same links and thus to a great extent allow tra�
 to followthe same paths in both failure-free and failed situations. This is also valid when 
ost isused as the link-
ost is not altered, ex
ept for when the re-
onvergen
e is simulated, andthen only links a�e
ted by the failure are altered.The redundant trees are generated to provide with re
overy paths that are 
lose to theshortest path available. Thus, it is likely, that the re
overy paths follow the re-
onvergedshortest path in a 
lose manner. However, be
ause the IPRT redundant tree generator87



needs to follow stri
t rules when 
onstru
ting the trees, it is expe
ted that there will, toa small extent, be some deviation from the shortest path at most times.The paths found in the r/bTables are based on ea
h individual nodes pair of redundanttrees. This should enable IPRT to provide good spread of tra�
 downstream of a failure.However, in this implementation it is partly governed by 
han
e. I.e. if there is a linkwith low 
ost downstream of the failure and link-
ost is used, it is a higher probabilitythat the link will be in
luded in all trees. However, be
ause of the redundant properties ofthe red and blue paths the link will probably not be in
luded in all the available re
overypaths downstream of the failure.Network Link-
ost De�e
t avg total in
 min link in
 max link in
Abilene Yes Yes 6.65% -1.53% 45.89%No 5.89% -1.53% 45.89%No Yes 7.27% -0.29% 139.15%No 6.82% -0.29% 109.48%Cost 239 No Yes 1.15% -4.00% 11.50%No 1.15% -4.00% 11.50%Geant Yes Yes 1.42% -2.39% 15.00% *No 1.42% -2.39% 15.00% *No Yes 1.39% -3.55% 11.11%No 1.39% -3.55% 11.11%Uninett Yes Yes 0.70% -3.70% 100.00% *No 0.68% -3.70% 100.00% *No Yes 0.70% -1.04% 12.28%No 0.70% -1.04% 12.28%Table 8.4: IPRT median throughput 
ompared to re-
onverged values on total load andlink-level load (* does not in
lude measurements where re-
onverged link-load is zero)The general in
rease in the median load when IPRT is used, is 
aused by the fa
tthat IPRT is using a lo
al re
overy strategy. When using a lo
al re
overy strategy thelength of the re
overy paths usually 
ontains more hops than if a global re
overy strategyis used. It is apparent from the path-length experiments that this is valid for IPRT.Be
ause more links are used to forward the tra�
 a single pa
ket that has been subje
t ofre
overy, is bound to generate more load as more links are used to transport the pa
ketto its destination.Furthermore, some load-spikes may be observed in the results from the simulations.It may be observed that it is during only a few of the failure situations that a load-spikeis present be
ause of the deviation between the median value and the high per
entile. Anexample on su
h spikes may be seen in Figure 8.12 and 8.13 on link 2 (
onne
ting node1 and 2) and link 3 (
onne
ting node 3 and 4), similar examples are also present in allthe other topologies. There are several reasons to why the spikes 
ome to presen
e butgenerally they are a result of one or more of the two 
ir
umstan
es listed below.88



1. When IPRT is enabled, all tra�
 a�e
ted by failure is treated uniformly and thustra�
 bound for failed nodes are subje
t for the re
overy pro
edures of IPRT.Furthermore, the initial 
y
le used when generating the redundant trees follows ashortest path starting and ending in the root node. This approa
h makes it likelythat the re
overed tra�
 destined to the failed node to be 
ontained in a neargeographi
al proximity of the failed node and thus 
reating a �hot-spot� of tra�
.2. When re
overed tra�
 en
ounters a failure for the se
ond time, i.e. re
overed tra�
with the failed node as destination, the tra�
 following a red path is tried re
overeda se
ond time. In the simulations used here the only tra�
 that is subje
t for thisde�e
tion is the tra�
 bound for the failed node, thus in
reasing the �hot-spot�e�e
t. Generally, the amount of tra�
 that is de�e
ted equal to half the tra�
bound for the failed destination. This may be observed from the measurementsperformed with de�e
tion turned o�.The observed e�e
t from these two 
ir
umstan
es are further in
reased by the re-
onverged s
enarios tra�
 bound for the failed node is not tried re
overed. In addition, thetra�
 matrix used to vary the load generated by the tra�
 generators 
ontain variationsin the amount of tra�
 bound for a node and a few of the tra�
 generators generates anabove average heavy load.To verify the �ndings the simulation of the Abilene topology, where the exampleload-spikes were shown, was repeated and the results may be seen in �gure 8.20 and8.21. However, in these experiments all tra�
 bound for a failed node was pruned fromthe network. I.e, the tra�
 generators sending tra�
 to the failed destination were notinstalled. Thus, the results obtained from these simulations 
ontains less tra�
 thanthe previous 
ondu
ted experiments, and may not be 
ompared dire
tly to the previousshown graphs. Furthermore, the results does not show an a

urate pi
ture of how IPRTwould perform as the tra�
 should be tried re
overed. I.e., the upstream node shouldpresume that all failures are link-failures, as this approa
h is the only approa
h that mayguarantee 100 % 
overage of all failures, i.e. the �last-hop problem�. However, the resultsobtained here seem to 
on�rm the 
laim that the re
overy of pa
kets bound for the failednode is responsible for the load-spikes.The observed in
rease in load makes it 
lear that the probabilisti
 approa
h to pop-ulate the Qbit tables - in order to ensure lo
al re
overy, is a poor 
hoi
e. The de�e
tionresult in a in
rease in link-load when the destination node has failed. Thus, the better
hoi
e between the probabilisti
 and exa
t approa
h, is the latter approa
h - even thoughthis 
hoi
e requires a small in
rease in 
omputational requirements.8.3.4 QoSThis se
tion aims to dis
uss IPRTs ability to support QoS routing, i.e. the observed e�e
tof QoS Qbit and IPRTs ability to respond to the use of link-
ost and how this in�uen
ethe load-distribution. 89
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two re
overy paths when available. The results show that the QoS Qbits did not haveany in�uen
e on the results gathered from the simulations, with the ex
eption of the
ost239 network. In 
ost239, it did redu
e the average length of the re
overy path, andfurthermore, it was shown that the redu
tion in re
overy path-length did not in�uen
ethe worst-
ase link-load in the network (see Figure 8.18 and 8.19).The reason for the low bene�t obtained from using QoS Qbit in terms of betterperforman
e may be a result of several 
ir
umstan
es.
• Be
ause of the requirement of a degree of three or more on the number of links onlya subset of the nodes in the network may potentially bene�t from QoS Qbit.
• The redundant trees are generated in su
h a way that the 
y
le and ar
hes are triedkept to a minimum length. Thus a greater amount of links are used and makesit more likely that one of the paths follows the path used for routing in normaloperation. A good example on this e�e
t is found in the simulation with the Geanttopology where the log �les showed that there were no 
ir
umstan
es where bothre
overy paths were available during a failure.
• The topology requirements that needs to be ful�lled to provide QoS Qbit is verysimilar to the s
enarios where Qbit forward 
orre
tion needs to be utilized. Further-more, be
ause de�e
tion was used, the basis for setting and lo
king a Qbit entrywere based on whether or not it was potentially needed and thus this method mayin
lude false positives.
• When the Qbit information was 
al
ulated equal 
ost paths was tagged with a�third-
olor� and always interpreted as a free sele
tion resulting in the red pathbeing 
hosen.The author does still believe that the use of QoS Qbit may potentially bene�t theperforman
e of IPRT. However, given the 
ir
umstan
es used in the simulations in thisthesis, it is 
lear that the 
ost of 
al
ulating the QoS Qbit is not justi�ed in terms ofbetter performan
e.CostFrom the results it may be observed that the IPRT method is generally 
apable of re-sponding to 
hanges in link-
ost.One way to observe the 
hanges in link-
ost is to 
onsider the median obained from themeasurements done on the topologies. An example 
an be found in the abilene (Figure8.13 and 8.12) in links 4, 6, 8, 9 and 10 or uninett (Figure 8.17 and 8.16) in links 3, 5,6, 17 and 27. In both these examples the median in the re-
onverged simulations has a
lear 
hange in the link-load and in both examples IPRT is able to follow the 
hanges.In Table 8.4 one may observe that the median total load show a stable average when
ost is introdu
ed in geant and uninett. As more links are used to transfer pa
kets between91



the destinations, it is expe
ted that the total load generated will in
rease when link-
ost isused. However, in both geant and uninett it may also be observed an elevated per
entagevalue in max link in
rease and a de
rease in per
entage values in minimum link in
rease.This gives an indi
ation that IPRT and the re-
onverged re
overy paths di�ers more,
ompared to that of a �at link-
ost, when using the 
ost spe
i�ed by the topology. In theabilene topology this situation is reversed - providing more 
losely related paths whenlink-
ost is introdu
ed.The reason for observing the di�eren
es between geant or uninett and abilene maystem from the IPRT tree generation. In the abilene topology the link 
ost enabled thepaths obtained in the re-
onverged s
enario to more 
losely relate to the IPRT re
overypaths as the topology provide only small variations in the trees. In a similar manner,the geant or uninett re-
onverged s
enarios using link-
ost provided paths that IPRT wasnot �exible enough to fully respond to the 
hanges. However, be
ause IPRT is a lo
alre
overy pro
edure, it is expe
ted that the re
overy method may not be able to providean optimal solution when 
ompared to a re-
onverged s
enario. Another reason for someof the links to be utilized, even if it has a low 
ost, may stem from the way the redundanttrees are built. In the implementation used in this thesis the tree generation needs tofollow stri
t rules, and may not always be able to freely 
hoose between all available links.Even though IPRT is generally 
apable of responding to the use of link-
ost, morework needs to be done in order to obtain knowledge on how to 
on�gure and utilize link-
ost in a IPRT enabled network. This is apparent from the link-load, where some failures
enarios do result in a utilization of links that should have been avoided.
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Chapter 9Con
lusions and future workIPRT is based on the redundant tree approa
h presented by Medard et.al [1℄, extended toprovide a resour
e e�
ient way to populate the ba
kup Forward Information Base (FIB)and furthermore, the me
hanisms needed to utilize this information in the forwardingpro
edure. By reversing the redundant trees obtained for the tree generator and use theroot as a destination, IPRT is able to provide IP fast re
overy using two re
overy FIBsand guarantee full 
overage of all failures. Furthermore, IPRT may be the only IP fastre
overy pro
edure to provide a �xed requirement in additional state information neededat the routers.The main goal of the thesis has been solved:
• By supplementing the FIB used for normal operation with the two additional re
ov-ery FIBs, named r/bTable, and use tunneling or IP header marking for identifyingre
overed pa
kets, IPRT is able to 
o-exist with normal routing proto
ols in timesof failure-free operation.
• In order to provide lo
al re
overy, IPRT uses Qbits, a bit indi
ating what re
overyFIB is preferred in a re
overy situation, to be able to identify a re
overy pathuna�e
ted of failure. The data-stru
ture holding the Qbit information may bemerged with the FIBs or be self-
ontained as an addition to the re
overy FIBs.The Qbits may be populated through means of a probabilisti
 algorithm that isable to identify and mark the needed paths in a fast way, or through use of anexa
t pro
edure that requires more CPU usage but avoid the use of de�e
tion inthe forwarding pro
edure (see se
tion 5.3.1). However, the exa
t pro
edure shouldbe used in order to de
rease the additional load asso
iated with the use of IP fastre
overy.
• Be
ause the re
overy FIBs are self-
ontained they are una�e
ted by any potentialre-
onvergen
e.One of the strongest assets of IPRT is the ability to provide 100 % 
overage with aminimal 
onstant amount of extra state information in ea
h router. This may be a
hievedthrough use of the r/bTable solution for populating the re
overy FIBs. In 
omparison to93



RRL, this is a very good result; even though RRL is shown to need a small number oflayers to provide IP fast re
overy no guarantees may be given on the upper bounds.Be
ause IPRT may identify and 
orre
tly forward pa
kets based on only the 
olor ofthe re
overy path and the destination, it gains an advantage in state information needed toprovide the signaling me
hanism. By guaranteeing that only two bits needs to be set in theIP header to 
orre
tly forward a re
overed pa
ket IPRT it may be easier to a

ommodatefor IP headers to be used as signal-
arriers in a real implementation. This 
ould enableIPRT to be used without tunneling and thus avoid the in
reased overhead in networkload and possible pa
ket fragmentation asso
iated with the use of IP en
apsulating.The ability to provide low additional state information is a
hieved at the 
ost ofin
reased amounts of 
al
ulations when 
ompared to RRL. To be able to populate ther/bTable ea
h node in the network needs to perform a number of shortest path tree (SPT)
al
ulations equal to two times the number of nodes in the network. RRL also requiresone additional SPT 
omputation per layer, but the number of layers needed by RRL is
onsiderable lower than the number of redundant trees needed to populate the r/bTablesin IPRT. At the present time the best known algorithm for generating a pair of redundanttrees has a run-time of O(n + v) [27℄.The Qbits may provide QoS properties, however the me
hanisms and situations wherethis may be fully utilized is not yet understood to a full extent; other approa
hes togenerate the redundant trees may bene�t from QoS Qbit to a larger degree than observedin this thesis.IPRT is able to provide with a good load-distribution in failure situation, and providesgood potential in the ability to respond to QoS link-
ost. In the present implementation,there are situations that 
reate hot-spots on 
ertain links. However, the e�e
t may beminimized by populate the Qbit in su
h a way that de�e
tion may be disabled.9.1 Future workThe main disadvantage of IPRT is the number of 
omputations needed to 
reate all theredundant trees. Future work should in
lude an investigation if it is possible to providein
remental 
al
ulations of the trees. If this is possible, it 
ould strengthen IPRT as a
ontestant among the IP fast reroute re
overy pro
edures.In this thesis, IPRT was implemented with a stati
 routing approa
h. Future work
ould in
lude resear
h on how IPRT may intera
t with a real routing algorithm imple-mentation as OSPF or IS-IS. In addition, it 
ould prove interesting to learn how IPRTmay be implemented in a hierar
hi
al, segmented or area routing environment. Anothertopi
 that is to some extent related to this kind of routing environment is to providere
overy of multihomed destinations. IPRT may provide with an environment where this
ould be solved, and future work 
ould in
lude a resear
h in this area.94



IPRT may bene�t from improved load-balan
ing and good heuristi
s for 
on�guringthe link-
ost. Work has been done in this area by Xue et.al [16℄ [17℄, however the e�e
tfrom using these algorithms are not known. Furthermore, IPRT may operate free of therouting proto
ol used for normal routing and 
ould potentially gain from using separatelink-
osts or link-metri
s. A possible path to follow is to dynami
ally update the metri
sas the trees are built, gradually in
reasing the 
ost of the links in
luded in the tree.Another approa
h may be to investigate if the Qbits may be used to spread the tra�
more evenly during spe
i�
 failures. I.e. try to balan
e used outgoing interfa
es throughuse of Qbits given a spe
i�
 neighbor node failure. This 
ould be done lo
ally on ea
hnode as the use of Qbit only governs the 
olor of the re
overy path.Another topi
 for future work may be to investigate the ability to withstand n-failuresituations. The pro
edure used to provide single failure IP fast re
overy with IPRT maybe used to prote
t against failures that are 
oherent. However, it is anti
ipated that otherapproa
hes apart from RT must be used to generate the appropriate trees, and run-timeof su
h an algorithm may be of importan
e.
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Chapter 10APPENDIX AAppended to the thesis is a CD-ROM 
ontaining the following hightlights:
• Readme �le
• Sour
e 
ode for IPRT Tree Generator
• Sour
e 
ode for IPRT J-sim extentions
• Sour
e 
ode for J-sim 1.3 v3
• Simple example explaining how to simulate an IPRT enabled network in J-sim
• Topologies and tra�
 matrixes used in this thesisThe Readme �le may be found at the root of the CD - spe
ifying further usage and
ontent.
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