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Abstract 

Background: Fecal Immunochemical Test (FIT) is a widely used colorectal cancer (CRC) 

screening method, which will be used in the new national colorectal cancer screening in 

Norway. FIT has shown to reduce both CRC incidence and mortality. Nevertheless, the test 

sensitivity and specificity is suboptimal, resulting in undetected cases (suboptimal sensitivity) 

and unnecessary references to colonoscopy (suboptimal specificity). Diet and lifestyle are 

important risk factors for CRC. Incorporation of a risk prediction models, created with risk 

factors, in the screening setting can contribute to a more accurate screening offer. Objectives: 

To create a risk stratification algorithm using Random Forest to predict participants with the 

need of colonoscopy in a FIT-positive population. Specifically, we wanted to investigate the 

difference when using dietary, lifestyle demographic and FIT data in the algorithm compared 

to using dietary data. Participants and method: In this master’s thesis, 1476 FIT-positive 

participants from the CRCbiome study were included. The machine learning algorithm was 

created with the use of Random Forest and each prediction tree was built on a bootstrapped 

dataset. We used an 80/20 split, where 1183 participants were used to train the model, and the 

best models were then evaluated in the test dataset including 293 participants. We created 

four different datasets with input variables obtained from self-reported questionnaires (a 

validated food frequency questionnaire and a lifestyle and demographic questionnaire), as 

well as the screening database (the FIT value). Diagnostic information from a follow-up 

colonoscopy formed the basis for the outcome classification, and participants were allocated 

into “true negatives” and “critical to find”. Outcome classification was done in four different 

ways. Results: The best performing model included 11 dietary variables known to have an 

impact on CRC risk, 7 lifestyle and demographic risk variables and the result of the FIT test. 

This model was created within a cohort only including participants with advanced adenoma or 

CRC and participants without adenoma or other lesions. The model showed an area under the 

receiver operating characteristic curve (AUROC) of 0.64 and 0.59 in the training dataset and 

the test dataset, respectively. Further, a model only including the CRC relevant dietary 

variables trained within the same cohort gave an AUROC of 0.61 in the training dataset and 

0.59 in the test dataset. Conclusion: None of the models were able to give a satisfying 

prediction of who among the screening participants were in need of a colonoscopy. However, 

our results highlight the potential added benefit of including dietary variables in CRC 

prediction models.  
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1 Introduction 

1.1 Colorectal cancer  

1.1.1 Incidence, mortality and survival rates  

In 2020, colorectal cancer (CRC) was the third most diagnosed type of cancer in the world, 

responsible for 10 % of all cancers (1). Moreover, nearly 1 million people died from CRC the 

same year, making it the second most deadly cancer worldwide (1). Norway is one of the 

countries with the highest incidence rates (1, 2), with CRC as the second most diagnosed 

cancer across sex (3). The number of cases per 100 000 people was 51 and 54 for colon 

cancer, and 18 and 21 for rectal cancer, for women and men, respectively (3). Norwegians 

developing CRC are mostly diagnosed with CRC between the age of 60 and 84 years (3). 

However, there has been an increase in CRC incidence among adults under the age of 50 

years in some high income-countries (2). Despite an increasing incidence of CRC in Norway, 

more people survive the diagnosis than before (3). Five-year survival rate for colon cancer is 

69 % for men and 71 % for women, and for rectal cancer the rate is 71 % and 72 % for men 

and women, respectively (3).  

1.1.2 Pathology of colorectal cancer  

CRC refers to cancer in the colon or in the rectum. The growth of a colorectal tumour takes 

several years (4). The development of CRC can be divided into non-advanced adenoma, 

advanced adenomas/serrated lesions, and CRC. Advanced adenomas have a size larger than 

10 mm, a villous structure, or a high-grade dysplasia; this make them more prone to develop 

into a cancer (5).   

 

The initiation of carcinogenesis is often caused by alteration in two to eight “driver genes”. 

Driver genes are important in signalling pathways that regulate genome maintenance, cell fate 

and cell survival. Hence, alteration in these genes enables favourable cell growth to the cell in 

which it occurs (6). The cells proliferate and this leads to abnormal growth, a neoplasm (7). 

As the neoplasm develops progressively into a benign tumour, which may transform into a 

malign tumour with metastatic potential, the cells accumulate more mutations (7). These 

genetic alterations include gain of function defects in some oncogenes and loss of function 

defects in some tumour suppressor genes (8). The biological capabilities a normal cell 
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acquires when developing into a cancer cell has been described by Hanahan and Weinberg 

(9). These biological capabilities, or hallmarks, include  sustaining proliferative signalling, 

evading growth suppressors, resisting cell death, including angiogenesis, enabling replicative 

immortality and activation of invasion and metastasis (9). A metastatic tumour has migrated 

from the organ of origin to another, through lymph or blood vessels. In a new tissue the 

tumour cells may settle and potentially form a tumour (9). The most common metastatic site 

for CRC is in the liver, accompanied by bone and lung tissue (7). It is not easy to estimate the 

duration of each phase of tumour development and metastasis, in general it takes decades, and 

it varies between different tumour types (7). 

 

There are three main global epigenetic and genetic abnormalities in colorectal carcinogenesis. 

The first aberration is chromosomal instability (CIN), which is characterized by abnormalities 

in chromosomal copy number, for instance resulting in aneuploidy or polyploidy, and in the 

chromosomal structure. These error commonly occur during mitosis due to defects 

centrosome number and in mitotic checkpoint proteins (7). The second aberration is CpG 

island methylator phenotype (CIMP). A type of ocular epigenetic modification that has 

occurred in repetitive CG dinucleotides in the promoter region of tumour suppressor genes, 

causing silencing of gene expression. The definition of CIMP varies greatly and the 

underlying cause is not entirely clear (7). Microsatellite instability (MSI) is the third major 

aberration, defined as changes in the length of short nucleotide tandem repeats in DNA 

sequences, microsatellites. MSI is probably caused by gene silencing due to promotor hyper 

methylation, resulting in loss of function in DNA mismatch repair genes (7).  

 

Approximately 60-65 % of all incident cancers arise sporadically; these are tumours that 

occur in individuals without any inherited genetic mutation that increases the risk or with 

family history of CRC (7). There are two precursor subtypes responsible for most of these 

CRCs, the adenomatous polyps (adenomas) and the serrated polyps (7). Adenomas are the 

result of CIN and are a part of the adenoma-carcinoma pathway. This pathway is considered 

the traditional pathway (10) and is estimated to be responsible for 80-95 % of all sporadic 

CRCs (7). Serrated polyps are estimated to be responsible for 10-15 % of all sporadic CRC 

(7) and is a group of diverse lesions. This type of polyp belongs to the serrated neoplasia 

pathway, characterised by CIMP (10). In addition, a carcinogenic pathway driven by chronic 

bowel inflammation has been proposed (11). A cohort analysis by Jess et al. estimated a 
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nearly two and a half as high chance of CRC in people with inflammatory bowel disease 

compared to the general population (12). However, this inflammatory pathway is responsible 

for less than two percent of all cancer incidents (7). Family history is present in 25 % of all 

cancer cases, however, only 5 % are attributed to hereditary cancer syndromes such as 

Familial adenomatous polyposis or hereditary nonpolyposis colorectal cancer (Lynch 

syndrome) (7). 

 

The anatomic site of the tumour or polyp presents a way to classify CRC subtypes into 

different groups. It is common to separate the intestine into three segments: the proximal 

colon (the right side), the distal colon (left side) and rectum (7). It is suggested that tumours at 

different locations in the large intestine have different aetiology (7, 13) and are affected 

differently by risk factors (13, 14). The explanation to this may be different response and 

exposures to environmental factors between proximal and distal colon, due to different 

embryological origin as well as postnatal changes in the mucosa (15). Studies exanimating the 

heterogeneity in risk factors and anatomical subside are inconclusive (13, 16). The European 

Investigating into cancer and Nutrition study (EPIC) found an inverse relation between 

physical activity and proximal and distal cancer, but not for cancer in the rectum (13). 

Further, current smokers were found to have an increased risk on proximal colon and rectal 

cancer, but not distal colon cancer (13) . A prospective cohort study by Wei et al. found a 

significant association between consumption of red meat, processed meat, folate and alcohol 

with colon cancer, but not with rectal cancer (16). Women have a higher prevalence of 

tumours in the proximal colon compared to men who have a higher prevalence of cancer in 

the distal colon (7). The serrated neoplasia pathway is more often the cause of a tumour found 

in the proximal colon whereas the adenoma-carcinoma pathway is more likely to be the cause 

of a tumour found in the distal colon (7, 17). Tumours found, at an advanced stage, in the 

right side of the colon are associated with an overall worse prognosis compared to tumours in 

later stages found at the left side (17). 

1.2 Risk factors for colorectal cancer  

CRC is a multifactorial disease with many identified risk factors, both modifiable and non- 

modifiable (10, 18). Many of the modifiable risk factors are related to our way of living, and 

influence the risk of developing the disease dramatically. It is estimated that nearly half of all 

CRC cases could have been prevented with a healthier lifestyle (19). Many of the 
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demographic and medical related risk factors, such as age and family history of CRC are 

among the non-modifiable risk factors. These are more determinant risk factors, which are 

difficult to influence (18).  

1.2.1 Demographic and medical risk factors   

Some of the personal medical history influencing the risk of CRC is sex and age. In Norway, 

which is a high-incidence country, the cumulative risk for developing CRC before the age of 

75 years is 5 % for the general population (10, 20) . Increasing age is a risk factor; hence, 

most people receive the diagnosis after the age of 50 years (3, 7). Sex also influences the risk 

of developing the disease, in total more men than women are diagnosed with CRC both in 

Norway and worldwide (3, 10). Other medical conditions strongly related to CRC risk is 

Inflammatory Bowel Disease (21), Diabetes Mellitus (22) and previous history of cancer or 

adenomas of the intestine (23). People with one or more first-degree relatives diagnosed with 

CRC and people with hereditary cancer syndromes have a higher risk (10, 18). A meta-

analysis including 16 studies found a nearly double risk of CRC in participants with first 

degree relatives diagnosed with CRC compared to those without family history (21). The 

incidence of various types of cancer is often reflected by socioeconomic status (SES) (e.g. 

education, income or occupation), both at an individual and a geographic level (24). A body 

of research has investigated the relationship between SES and CRC, however the results are 

inconsistent for different countries and ways to measure SES (24-26). A review by Arts et al. 

found a higher incidence of CRC among screening participants with high SES in Europa, 

South Korea and Australia (26). However, Lynge et al. found that the distribution among 

different socioeconomic classes in Norway has changed over time and that all socioeconomic 

groups now contribute to the increase in colon cancer incidence (27).  

1.2.2 Lifestyle risk factors   

World Cancer Research Fund (WCRF) and American Institute of cancer research (AICR) 

regularly publish a report with the latest research and findings regarding the relationship 

between lifestyle factors and CRC (19). The aim is to help people make informed choices and 

avert development of preventable cancers. The latest report from 2017 established strong 

evidence for physical activity reducing the risk of colon cancer (19). In fact, it is one of the 

few cancers where absence of physical activity is an established risk factor (28). It is thought 
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that physical activities reduce the risk of CRC by having a favourable effect on the immune 

system, metabolic hormones, inflammation and motility in the gut (29).  

 

Further in the report, convincing evidence was obtained for a decreased risk of CRC with 

regular consumption of wholegrain, dietary fiber, dairy products, and calcium supplement 

(19). Contrariwise, regular intake of red and processed meat, as well as more than one 

alcoholic beverage a day was strongly associated with increased risk of CRC (19). The report 

suggested that regular consumption of vitamin D, foods with vitamin C and regular 

implementation of fish in the diet might have a protective effect (19). This was suggested for 

the use of multivitamins as well; however, the different combinations of ingredients in the 

supplements made it difficult to detect the active ingredient (19). Other dietary habits 

increasing the risk was low consumption of fruits and vegetables, as well as high consumption 

of foods with haem-iron (19). 

 

Other lifestyle factors related to increased risk is overweight and obesity (30). Especially the 

abdominal visceral fat of people with excessive body mass are of greater concern and are 

shown to increases the risk (30). The adipocytes are thought to cause low grade inflammation 

(31, 32) and high insulin concentration (33-35) which contributes to CRC development. 

Smoking has also shown to be an important lifestyle factor that increases the risk of CRC 

(36). In a meta-analysis the relationship between smoking and CRC, smoking increased the 

risk of with 15-20 % (36). 

 

Nonetheless, these risk factors are associated with overall CRC, but there is a difference in 

how strong the association between risk factors and the different types of lesions is (37).  He 

et al. found that adenomas are more associated with dietary factors compared to serrated 

polyps, which has shown a stronger link to alcohol intake, smoking and BMI than adenomas 

(37).  

1.3 Screening for colorectal cancer  

In the literature, randomized clinical trials have shown that CRC screening reduces incidence 

(38-41) and mortality (38-45). Some regard screening as the most powerful tool to reduce 

incidence and mortality of CRC due to the major difficulties when trying to implement 

prevention strategies or changing people’s way of living (46). With screening it is possible to 
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detect asymptomatic cancer early in the carcinogenic process and remove precursor lesions 

and thus prevent disease development (47). Survival of CRC is strongly related to stage at the 

time of diagnosis (3). 

 

As of today, several different screening techniques are in use. Some methods are more 

invasive such as colonoscopy and flexible sigmoidoscopy. These methods, along with 

computed tomography colonography, allows direct visualization of the colon and the rectum 

(46). Colonoscopy is regarded as the gold standard method (48). However, colonoscopy is 

seldom used as a primary screening tool. Rather it is used as a second-step approach in 

screening programs for diagnostic classification after a positive test result from another less 

invasive screening method has been detected (48).  

 

Both FIT and the guaiac-based fecal occult blood test (gFOBT) are inexpensive and non-

invasive screening methods designed to detect blood in feces. The gFOBT is based upon the 

oxidation of guaiac by hydrogen peroxide. Therefore, dietary and medical restrictions are 

often needed prior to testing. In addition, to enhance the diagnostic accuracy, it is 

recommended to collect three stool samples at each screening round (46). In contrast to the 

gFOBT, the FIT test uses antibodies to detect human haemoglobin in stool and as a 

consequence no dietary restrictions are needed. In addition, only one stool sample is required 

at each screening round (46). Because of these advantages and the fact that the FIT test has 

been shown to have higher sensitivity for detection of adenomas and CRC compared to the 

gFOBT, FIT is the preferred stool test in screening (47). 

 

Although FIT is widely used, it is suboptimal – both regarding sensitivity and specificity (46). 

Studies have shown great differences in diagnostic performance when it comes to type, 

location and severity of the neoplastic lesion (49), but also age (50) and sex (50, 51). Since 

the test does not have optimal sensitivity and specificity, some neoplasms are missed while 

some individuals are unnecessarily referred to colonoscopy (46). Even though colonoscopy is 

performed by skilled professionals, with high quality equipment, adverse events such as 

bleeding, perforation and pain can occur (47, 52). Results from a large meta-analysis has 

shown a greater incidence of perforation in colonoscopies following a positive FIT test 

compared with colonoscopies in average risk populations (53). Further, colonoscopy is a 

costly procedure and burdensome, hence the resource is limited and should only be 
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considered for people with the need of the examination (46, 54). There are also concerns 

about the limited capacity of the FIT to detect all precancerous lesions, following a missed 

opportunity to prevent cancer by removing these lesions (49).    

1.4 Risk prediction models  

During the past decades, in response to the growing incidence of CRC, development of risk 

models with potential to stratify participants into risk categories have been developed (55). 

These models offer the potential of improving the effectiveness of screening by personalizing 

the programs (55). Numerous risk factors in various combinations have been used to predict 

colorectal neoplasia (advanced adenoma or CRC) in average risk populations (55-59). 

Prediction models have been created with anything from two (60) to 15 variables (55, 61). 

Most prediction models use easy to collect lifestyle and demographic variables, such as sex, 

age and family history of CRC (58). However, some also include information from clinical 

tests and laboratory analyses. Usher-smith et al. conducted a systematic review where 52 risk 

models were compared, including in total 87 different predictor variables in different 

combinations, ranging from personal characteristics to diet and lifestyle factors, drug use, 

biomarkers and results from other screening tests (55). Other have also investigated the 

potential utility of genetic factors alone and in combination with other more commonly used 

variables (62).  

There are some studies that examine the use of risk variables in combination with the FIT 

result in prediction models (63-71). These models are designed to be used in screening 

referral decisions (63-71). Stegeman et al. created a prediction model in which the result of 

the FIT test, along with sex, age, BMI, smoking status, calcium intake, NSAIDs and family 

history of CRC were used. Using this model, they were able to identify five more individuals 

with advanced neoplasia if 120 underwent colonoscopy, compared with FIT alone (63). A risk 

prediction model by Li et al. combined personalized characteristics such as diarrhea, 

constipation and bleeding, all potential symptoms of CRC, with the FIT result. The model 

was found to be better to predict people with advanced neoplasia compared to the FIT test 

alone (71). Tao et al. investigated the use of four blood based inflammatory markers against 

and in combination with the FIT test result, which did not yield an improved detection of 

neither advanced adenoma nor CRC (65). However, only three of the studies include FIT-

positive participants only (66, 68, 69). A Danish cross-sectional study among FIT-positive 
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participants, created a prediction model based on age, sex and the result of the FIT test to 

predict advanced neoplasia and CRC. The model was validated and showed an area under the 

receiver operating characteristic curve (AUROC) of 0.67 and 0.74 for prediction of advanced 

neoplasia and CRC, respectively (69). The same positive results have been seen in a Spanish 

study when combining sex, age and FIT result (66). 

1.5 Machine learning  

Machine learning (ML) is a branch of artificial intelligence. In ML, algorithms are used to 

discover patterns in data with limited human input or programming (72-74). Datasets may 

include a high number of variables as well as a multitude of observations, and it is often less 

structured. Consequently, it may be difficult to handle for some traditional statistical methods 

(74). ML algorithms are often classified based on the type of approach used: supervised 

learning or unsupervised learning (73, 74). In supervised learning, the aim is to build a model 

for prediction based on a known target or output. This is in contrast to unsupervised learning, 

which is used to identify patterns in the data without consideration of any outcome variables. 

Supervised learning can further be divided into regression or classification models depending 

on the type of output variable. If the model aims to predict a continuous output variable it is 

referred to as a regression model, whereas classification models indicate prediction of a 

categorical output variable (75). In this master`s thesis a supervised classification model is 

used.   

 

ML is becoming increasingly more common in medical and epidemiological research as it 

provides new tools to handle problems that are difficult to solve with traditional statistics 

(75). However, there are few studies within nutritional epidemiology who utilize this 

approach even though it may be beneficial (74). Some studies have used machine learning to 

investigate the relationship between diet and cardio metabolic risk (76-80). For instance, a 

study by Rigdon et al. found that the inclusion of multilevel dietary data in a ML model, 

improved cardiovascular risk prediction (76). Another study, on pregnant women, used 

machine learning to explore the relationship between fruit and vegetable consumption and 

adverse pregnancy outcomes (81). Further, with inclusion of data on dietary habits, 

anthropometry, physical activity, blood parameters and gut microbiota, Zeevi et al. created a 

prediction algorithm that correctly predicted personal postprandial glycemic response after 

meals (82). Others have used classification algorithms to predict obesity, hypertension, 



9 

 

dyslipidemia and type 2 diabetes mellitus (83). There are to our knowledge only a few studies 

investigating the relation between dietary information and CRC using this approach (84-86).  

 
Although the opportunities are there, few studies as of now are using ML to predict CRC or 

its precursor lesions (68, 85, 87-91). To the best of our knowledge, only one previous study 

has examined the ability of ML to aid in the detection of advanced neoplasms (advanced 

adenoma or CRC) following a positive FIT test (68). Further, no studies have investigated the 

possible predictive value of dietary information alone on CRC and its precursor lesions in 

such a high risk population. 
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2 Aim of the study  

This master’s thesis is a sub-project of the CRCbiome study, a screening trial where all 

participants have received a positive FIT test and consequently have been referred for follow-

up colonoscopy. The overall objective of the master`s thesis is to distinguish participants with 

a true positive test (i.e. detection of some kind of neoplastic lesion at colonoscopy) from 

participants with a false positive test by applying dietary and other questionnaire data in a 

machine learning approach.  

Primary aim:  

 To examine to what degree demographic, lifestyle and dietary data can be used to 

identify participants with a positive FIT screening test that have a need for further 

colonoscopy examination, by use of machine learning  

Secondary aim:  

 To examine how the accuracy of the classification algorithm is affected by using a 

combination of demographic, lifestyle and dietary data as input variables compared to 

using dietary data only 
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3 Methods  

3.1 The CRCbiome study  

The CRCbiome study is a large ongoing prospective cohort study carried out by the Cancer 

Registry of Norway. The main aim of the study is to use gut metagenome, demographic and 

lifestyle data to develop a classification algorithm for identification of advanced colorectal 

lesions (92).  

 

The CRCbiome study is a sub-study of the Bowel Cancer Screening in Norway (BCSN). 

BCSN is a randomized controlled screening trial, started in 2012 as a pilot for the upcoming 

national CRC screening program. BCSN is designed to compare FIT tests given every second 

year (with a maximum of four repetitions) with a single sigmoidoscopy examination. In 2024, 

the FIT arm of the study is expected to be completed. All the participants in the BCSN trial 

who received a positive FIT test during the period 2017-2021 were invited to join the 

CRCbiome study (47). If the haemoglobin content exceeded 15 mcg/g feces it was considered 

a positive FIT test (92). 

 

The FIT tests were conducted at home, and the stool sample kits were mailed to the 

participants. In a test, 10 mg of stool was collected using a plastic stick and stored in 2 ml 

buffer (4-(2-hydroxyethyl)-1-piperazineethanesulfonic, Bovine serum albumin and sodium 

acid). Further, samples were mailed to a laboratory at Oslo University Hospital for storage at 

– 80 ˚C and analysis. The OC-Sensor Diana (Eiken Chemical, Tokyo, Japan) was used to 

conduct the immunochemical testing of haemoglobin in stool. No dietary or medical 

restrictions were needed prior to the test (92). 

 

Only the FIT positive participants were selected to contribute to the CRCbiome study. These 

participants were selected as they, according to the BCSN trial protocol, were to be referred 

for follow-up colonoscopies (47, 92). The colonoscopy examination provides detailed clinic 

pathological information, information that is not available for the participants with negative 

FIT tests (92).  

 

Prior to the colonoscopy examination, participants were invited to the CRCbiome study 

(Supplementary file 1). Along with the information letter, participants received two 
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questionnaires: a lifestyle and demographic questionnaire (LDQ) and a food frequency 

questionnaire (FFQ). The questionnaires were to be completed before the colonoscopy. 

Return of at least one of the questionnaires was considered as consent to the CRCbiome study 

(92).  

3.2 Participants and eligibility  

Men and women, living in either one of two municipalities in South-East Norway (Bærum or 

Moss), aged 50-74 years in 2012, were invited to the CRCbiome study. In total, 2698 

participants were invited, of which 1653 agreed to participate (92). In total 1616, participants 

from the CRCbiome study completed the FFQ and were considered for this master project 

(Figure 3). However, 15 participants withdrew from the study after baseline. A number of 

participants were excluded in the analyses due to not showing up for colonoscopy (n = 39); 

having a low or medium quality FFQ (n = 21 and 10, respectively); reporting a too low (<600 

and <800 kcal/day for women and men, respectively, n = 9) or a too high energy intake (> 

3500 and 4200 kcal/day for women and men, respectively, n = 46). In total, 1476 participants 

were included in this master`s thesis, of this 1183 were randomly selected to be in the training 

data set and 293 were randomly selected to be in the test data set.  

 

 

Figure1. Flowchart for the master`s thesis 
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3.3 Assessment of dietary intake  

A semiquantitative FFQ was used to assess the usual dietary intake during the preceding year 

(Supplementary file 2). Participants filled out the FFQ by themselves after receiving a 

positive FIT result and before colonoscopy. The questionnaire used contains 23 main 

questions, covering 256 food items. In addition, the questionnaire includes open fields for 

entry of free text to report food items that the FFQ does not cover. For most of the questions, 

participants were asked to report on how often they consumed the food item, the answer 

options ranging from “seldom/never” to “several times a day”. Furthermore, the participants 

were asked to estimate portion sizes, typically given in different household units such as 

glasses, spoons and deciliters (92). For “preferred cooking fat” there was no question about 

frequency or portion size. The questionnaire is a modified version of a FFQ developed and 

validated at the Department of Nutrition, University of Oslo (93-98). The FFQ has been 

validated for selected food items and food groups (95-98), energy intake (93-98), as well as 

intake of macro and micronutrients (93, 95, 98). Scanning of the FFQs was done with the use 

of the Cardiff TeleForm program (Datascan, Oslo, Norway). Calculation of dietary intake 

(food and nutrient intake) was done using “Kostberegningssystemet” (KBS), developed at the 

Department of Nutrition, University of Oslo. The database AE-18 was used, which was the 

latest version available at the time the study was conducted. Missing answers about frequency 

in the FFQ were imputed as null intake, and missing answers about portion size were imputed 

as the smallest portion (92). The FFQs were quality controlled and evaluated by trained 

personnel according to a list of predefined criteria (Supplementary file 3).    

3.4 Assessment of lifestyle and demographic data 

A four-page questionnaire (LDQ) with ten main questions was used to collect information 

about demographic and lifestyle factors (92) (Supplementary file 4). Information about CRC 

among first-degree relatives, education, nationality, smoking habits, and the past year`s 

physical activity level were retrieved from the LDQ. The questionnaire is a modified version 

of a questionnaire used in previous national surveys (99, 100). The questionnaire was tested 

on a pilot group prior to study start and adjusted based on participant’s feedback. Information 

about weight and height were obtained from the FFQ and sex, age and the FIT result were 

obtained from the screening database (92).  
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The physical activity reported in the LDQ was calculated into a “physical activity score”. This 

was the sum of physical activity with moderate intensity plus the amount of physical activity 

with high intensity times two. This recalculation was done to compensate for the fact that the 

recommendation for physical activity can be achieved through 75 min / week with high-

intensity physical activity, instead of the standard recommendation of 150 min / week of 

moderate physical activity (101). A “family history of CRC” was defined as having a parent, 

sibling or a child with CRC. The participant’s reported nationality was classified as either 

“native” or “non-native”, where native was synonymous to Norwegian and non-native 

included all other countries.  

3.5 Assessment of outcome information  

From the BCSN database, we received clinic pathological information about the colorectal 

lesions detected at follow-up colonoscopy. Based on the diagnostic findings, participants were 

categorized into the groups “no adenoma”, “non-advanced serrated lesions/other lesions”, 

“non-advanced adenoma <3”, “non-advanced adenomas ≥3”, “advanced serrated lesions”, 

“advanced adenomas” or “CRC”. For the main analysis, we created the outcome groups  

“critical to find” and “true negatives” to be used in the prediction models (Table 1). 

Participants allocated to the critical to find group were diagnosed with advanced serrated 

lesions, non-advanced adenoma (≥3), advanced adenomas and CRC. Participants with no 

adenoma, non-advanced serrated lesions/other lesions or non-advanced adenoma (<3) were 

considered to be true negatives. The splitting was based on the European Society of 

Gastrointestinal Endoscopy guidelines about who would need endoscopic surveillance after 

polypectomy (102) and can therefore be interpreted as distinguishing those at need for 

colonoscopy when screened.  

 

In addition to the main split including all study participants, we progressively excluded 

diagnostic groups, to see if it could improve the prediction models. The first diagnostic group 

to be excluded was "non-advanced adenoma (<3)". This was done because removing these 

adenomas during the colonoscopy, considerably limits their potential to progress to cancer. 

“Advanced serrated lesions” was the next group to be excluded because these lesions do not 

have the same risk factors or etiology as adenomas (103). For the last analysis, only those 
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with serious findings (i.e. CRC or advanced adenoma) and those without any findings were 

included in the model.  

 

Table 1. Division of the participants into different cohorts 
Overall cohort  Outcome variables 

 

No.1  

 n=1183 

Critical to find (n = 436)  

 advanced serrated lesions  

 non-advanced adenomas (≥3) 

 advanced adenomas  

 CRC 

 

True negative (n = 747)  

 non-advanced adenoma (<3) 

 non-advanced serrated lesions/other lesions 

 no adenoma 

 

Sub-cohort Outcome variables for sub-cohort analysis 

 

No. 2 

 n=872 

 

Critical to find (n = 436) 

 advanced serrated lesions  

 non-advanced adenomas (≥3) 

 advanced adenomas  

 CRC 

 

True negatives (n = 436)  

 non-advanced serrated lesions/other lesions 

 no adenoma 

 

 

No.3  

 n=813 

  

Critical to find (n = 377) 

 non-advanced adenomas (≥3) 

 advanced adenomas  

 CRC 

 

True negatives (n = 436)  

 non-advanced serrated lesions/other lesions  

 no adenoma 

 

 

 

No.4 

 n=708  

Critical to find (n = 272) 

 advanced adenomas  

 CRC 

True negatives (n = 436)  

 non-advanced serrated lesions/other lesions 

 no adenoma 
Abbreviations: No.; number, n; number of participants, CRC; colorectal cancer   

3.6  Data analysis  

3.6.1 Random forest 

For prediction of “critical to find” participants we used a supervised machine learning 

technique named Random Forest (RF) (104) (see Figure 2). RF is a ML technique based on 

random subsampling and decision trees. Before creating the prediction model, the dataset is 

divided into two; one dataset to train the model, and one dataset to test the model. The 

training dataset is used to create numerous decision trees that work as an ensemble to generate 

the best prediction model. Each decision tree is grown with a bootstrapped dataset, this is a 

dataset made from randomly drawn samples, with replacement, from the training set. Each 

decision tree consists of a series of nodes which each split the dataset in two (internal nodes) 

based on the value of a variable. At each split in the decision tree, a given number of variables 

are randomly selected. The designated variable is the one that best splits the sample, as 

measured by the impurity of classes in the two resulting datasets. The tree keeps on splitting 

the samples until there are only a given number of samples left in the node, this is a so-called 
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leaf node. When all the trees are grown, the test set samples are used to test the classification 

accuracy of the RF model. Each sample is tested on each tree, and each tree contributes with a 

prediction for each sample. The prediction given by most of the trees “wins”. The proportion 

of test samples that is correctly classified is used to measure the accuracy of the model (104). 

Alternatively, the fraction of trees supporting an outcome class can be treated as a continuous 

variable describing the probability that the tested sample belongs to that class. 

 

 

Figure 2.Simplified model of Random Forest  

 

To construct the algorithm, the R package ranger (105) was used, as implemented in 

Ttidymodels (106), using the packages Parsnip (107), Recipes (108), Tune (109) and 

Yardstick (110) for model specification, data preprocessing, hyperparameter tuning and 

evaluation, respectively. The dataset was split in two parts: a training dataset containing 80 % 

of the original data and a test dataset containing the remaining 20 %. To ensure equality 

between the training and the test set a stratified split was performed. The stratified split was 

performed to ensure even distribution between the datasets regarding age, sex and 
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colonoscopy result. The training dataset was used for initial model performance, enabling 

comparison of different models before final evaluation in the test dataset. Here, we split the 

training dataset once more, randomly 80/20 to internal training/test datasets. In each internal 

training split, we tuned hyperparameters using 5-fold cross validation. The model was trained 

with different hyperparameter settings, and then validated for each setting. Hyperparameter 

tuning was used for: 1) the number of trees, 2) the number of variables considered when 

splitting a node and 3) the number of data samples needed to keep splitting the nodes. Using 

the area under the receiver operating characteristic curve (AUROC) as a measure of model 

performance, we found the optimal parameters to use in the model (see Figure 3). An 

AUROC curve is defined as a plot of the sensitivity versus 1-specificity for a diagnostic test 

(111). It is commonly used when sensitivity and specificity are appropriate measurements but 

the predictor is continuous or ordinal (111). The model trained in the internal training dataset 

was further evaluated in the internal test dataset. The models showing the best AUROC in the 

training dataset was acknowledged as the final model. The final model was then evaluated 

with the test dataset.  

 

Each model was built with 50 to 500 decision trees. A hyperparameter grid search was 

implemented to obtain optimal parameters. To select the number of variables randomly 

sampled as candidates at each split, a range from the square root of all implemented variables 

divided by four to the square root of all implemented variables times four was used. A range 

from 5 to 15, was also used to determine the number of data points needed to keep splitting. 

The script of the Random forest is provided in Supplementary file 5.  
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Figure 3. Random Forest pipeline. An 80/20 split was done on the dataset, creating a training set and a test 

set. To maintain the distribution between sets we used stratification. To select the best hyperparameter settings 

to train the models, we used 5 fold cross validation. To evaluate the model we used the held-out test set. The 

figure is inspired by Topçuoğlu et al. (112).  

3.6.2  Selection of input variables 

To answer the research questions, different combinations of input variables were tested. A total 

of four different variable combinations were tested. The first dataset included the FIT result, 

demographic and lifestyle information, as well as all dietary data (Overall diet plus). The second 

dataset included all dietary information only (Overall diet). The third data set included the FIT 

result demographic and lifestyle data, as well as selected dietary variables known to have an 

impact on CRC risk (CRC relevant dietary factors plus). The forth dataset contained only the 

CRC relevant dietary variables (CRC relevant dietary factors). 

The demographic and lifestyle variables included in Overall diet plus and CRC relevant dietary 

factors plus were “sex”, “age”, “BMI”, “physical activity score”, “smoking habits”, 

“education” and “family history of CRC” (Supplementary file 6). These variables are known 

predictors of CRC risk. In addition, “FIT value” was implemented in these datasets.  
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The dietary data used as input variables in Overall diet plus and Overall diet were selected 

with the intention of giving an overall impression of the participants’ diet (not nutrients). 

Prior to this master's thesis, dietary information obtained from the FFQ had been calculated in 

KBS, resulting in a dataset with variables based on standard KBS grouping. The grouping of 

food items in KBS follows a hierarchical structure and is based on traditional categorization 

of food items. Each food group is subdivided into smaller categories, finally ending up as 

food items.  An example of this is the variable “Bread” (a category 1 variable), which is 

divided further into "White bread", "Kneipp bread", "Whole wheat bread/Dark bread" and 

"Crispbread/Flat bread"(category 2 variables), where for example the variable "White bread" 

is further divided into smaller categories (category 3 variables, e.g. “White bread or roll from 

known brand”), which can be further divided into even smaller categories (e.g. “Hamburger 

bread”, “Ciabatta”). In this study, category 2 variables were mostly chosen, nevertheless 

where a finer division was needed, category 3 variables were used and where a larger group 

made more sense to use, category 1 was used. Some variables were left to be as they 

originally were, and some were merged with other variables with similar nutrient content to 

create more inclusive variables or variables considered more relevant to the study. For the 

variables “Egg”, “Cake” and “Spices and herbs” the category 1 variable was used. An 

example of where category 3 was used was “fish offal” and “shellfish”, as these two were 

included in the same category 2 variable from standard KBS grouping. An example of 

different variables merged together was “unprocessed potatoes”, consisting of the three 

category 2 variables “raw potatoes”, “boiled potatoes” and “fried potatoes”.  

The standard KBS grouping of food items is based on foods categories and not nutrient 

content. To make the content in the different dietary variables most relevant for this theses 

some regrouping of food items was done. To accomplish this we were given access to a 

dataset where the smallest grouping was at the food level, hence some regrouping of food 

items was done if the food item did not fit optimally within the variable category. As an 

example, “ice tea with sugar” was regrouped from the category 2 variable “TEA” into a new 

variable named “Energy drinks and ice lolly”. In total this was done with 14 different food 

items.  

Two of the included category 2 variables (i.e. pasta dish and stew), consisting of compound 

dishes, were not further divided in to category 3 variables with the KBS grouping. Therefore 

they were split, and merged with other variables. As an example “Pasta dish”, which only 
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contained the food item lasagna, was split into three: A third was put together with "Pasta, 

rice and grains", a third with "Sauce" and a third with "Processed red meat". A variable 

named “Infant food” containing nutrient drink as the only food item, and “drinking water” 

was excluded. In total 46 dietary variables were selected, and the grouping of the included 

dietary variables is accounted for in Supplementary file 7.  

In the datasets CRC relevant dietary factors plus and CRC relevant dietary factors, only 

dietary factors or nutrients suggested to have an impact on CRC risk were included (19, 113). 

The variables were “fiber”, “wholegrain”, “red meat “, “processed meat”, “alcohol”, “dairy 

products”, “fruits”, “vegetables”, “fish”, “calcium” and “vitamin D” (Supplementary file 8).  

3.6.3  Statistics  

R was used for data processing, to perform statistical analyses and machine learning. The 

baseline characteristics are presented as number (n) and percentage (%) for categorical 

variables. Continuous variables are presented as median or mean, with 25- and 75 percentile 

(Q1, Q3) or standard deviation (SD), respectively. Differences between diagnostic groups 

were investigated with the use of chi-square test for categorical variables, and Kruskal-Wallis 

one way analysis of variance test or one way ANOVA analysis for continuous variables. The 

test was performed with an assumption of independence between the different observations. 

Nevertheless, for chi-square test when the expected count for some cells was below 5 (i.e. 

people categorized as "missing"), thus the participants categorized as “missing” were 

excluded from the analysis. The level of significance was defined to be p < 0.05.  

 

To ensure complete datasets for the RF models, participants with missing information about 

BMI, age and physical activity score were allocated the median value in the population. 

Missing information about family history of CRC, education and smoking habits were set as 

“Missing”. The performance of each model was assessed by computing the area under the 

receiver operating characteristic curve (AUROC). Other performance metrics used to evaluate 

the models include sensitivity and specificity. As all models run in the training dataset were 

carried out using a 5-fold cross validation with 10 times repetition, the means and SD is 

provided for all metrics in the training dataset.  
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To understand how the RF models generate their predictions and which variables were 

important for the predicative performance, a mean variable importance was calculated. Gini 

importance/mean decrease in impurity was used for the calculation and conducted for all 

input variables in a model. As described above, in a tree, each node split is based on the 

measure of impurity in the two resulting datasets/internal nodes. Gini importance is calculated 

from the sum a variable has to decrease the impurity across all decision trees in the forest. The 

decrease in impurity is measured by the difference between the impurity of a node and the 

weighted impurity of the resulting internal nodes (104, 114). We provided the mean variable 

importance as all models are trained with 10 iterations. 

In nutritional epidemiology, energy adjustment is often used to take into account differences 

in energy intake (115). As described by Willet et al. energy intake are, among other factors, 

determined by body size. Thus, energy adjustment may be appropriate as a crude intake of 

some nutrient will be less of an effect for people with larger body sizes compared with a 

smaller one, due to higher energy consume (115). Accordingly, we wanted to investigate if 

energy adjustment could improve predictive performance. Dietary variables in the four 

datasets were energy adjusted into intake per 1000kcal. 

 

Previous literature has shown that males are more prone to developing adenoma compared to 

females (116). Therefore, we investigated if any of the models created with the overall cohort 

would perform better for either males or females. This was done by dividing the overall 

cohort into groups based on gender. 

3.6.4 Sample size and statistical power   

To provide a sufficient power for development of a classification algorithm, the number of 

participants included should enable 1) a sufficiently large training set for development of a 

classification model, and 2) a leave-out test set of sufficient size for validation. The 

CRCbiome study employs a strategy where the dataset is split 80/20 to a training set and a 

leave-out test set (92), which is designed to fulfill these aims. To mitigate any issues of data 

leakage, the master`s thesis uses the split into a training and test set that was defined for the 

CRCbiome study as a whole.  
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3.6.5 Ethics  

Regional Committee for Medical and Health Research Ethics (REC) has given ethical 

approval for the CRCbiome study and the BCSN trial (REC protocol Approval no. 63148 and 

2011/1272, respectively) (Supplementary file 9). Analyses performed as part of this master`s 

thesis are covered by the REC approval of the CRCbiome study. The BCSN trial is registered 

at the National Institute of Health Clinical Trails (identified: NCT0153855). All sensitive data 

are processed in accordance with the General Data Protection Regulation and Norwegian Data 

Protection Act.  
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4 Results  

4.1 Participant characteristics in the training dataset  

The FIT result, lifestyle and demographic characteristics for the participants in the training 

dataset are presented in Table 2 by colonoscopy result. Overall, 527 (44.5 %) of the 

participants in the training dataset were female. Median age at recruitment was 67 years, 

however, there was a significant difference in age between colonoscopy result groups (p < 

0.01). Across all groups, most participants were Norwegian (90 %), and had a degree from 

high school or higher (81.7 %). In total, 16.3 % reported a family history of CRC, with no 

significant difference between groups. Nonetheless, 30 % of the participants diagnosed with 

CRC reported a family history of CRC. Most participants had a BMI higher than 25 kg/m2 

(65.5 %), and 19 % of the participants had a BMI > 30 kg/m2. There was a significant 

difference in the distribution of BMI categories across the diagnostic groups (p = 0.03), with 

more participants having a BMI < 25 kg/m2 in the no adenoma group (42 %) and most 

participants having a BMI > 30 kg/m2 in the non-advanced serrated/other lesion group (56 %). 

The median physical activity score for all participants was 135 minutes/week; there were no 

significant differences between groups.  

Table 3 shows the consumption of nutrients and food for participants in each diagnostic 

group. The average intake of protein, sugar, fiber, vitamin D, calcium, total fat and alcohol 

was in accordance with the Norwegian Directorate of Health’s recommendations (117, 118). 

The mean consumption of saturated fat was higher than the recommended level for all 

diagnostic groups (<10 Energy %) (117). A significant difference in alcohol and wholegrain 

consumption was found between diagnostic groups. Over all, the median intake of red and 

processed meat in the training dataset was 441 g/week. This is in line with the Norwegian 

dietary recommendations to minimalize the consumption of red and processed meat to less 

than 500 g/week (117). The total median intake of fruits and vegetables (when juice 

contributes with up to 100 g), was 432 g/day, which is lower than the recommendation (> 500 

g/day) (117). Median consumption of dairy products was lowest among participants with 

CRC (250 g/day; 25 and 75 percentile: 119, 495), and highest among participants with 

advanced serrated lesions (348 g/day, 25 and 75 percentile: 138, 595).  
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Table 2. Participant characteristics by colonoscopy result in the training dataset  
 No adenoma 

(n = 352)  

Non-advanced 

serrate/other 

lesion (n = 84) 

Non-advanced 

adenoma (<3)  

(n = 311) 

Non-advanced 

adenoma (>3) 

(n = 105) 

Advanced 

serrated lesion  

(n = 59) 

Advanced 

adenoma  

(n = 222) 

CRC 

(n = 50) 

p-

values1  

Sex         0.005 

Female  182 (51.7) 43 (51.2) 134 (43.1) 41 (39) 26 (44.1) 78 (35) 23 (46)  

Male  170 (48.3) 41 (48.8) 177 (56) 64 (61) 33 (55.9) 144 (64.9) 27 (54)  

Age (years)  65.8 (60.6, 71.1) 65.1 (60.4, 69.9) 67.2 (62.2, 72.1) 70.1 (64.8, 74) 69.9 (65.1, 72.2) 67.1 (62.9, 71.9) 66.8 (61.6, 72.7) <0.001± 

Nationality         0.55c 

Native Norwegian 319 (90.6) 78 (92.9) 278 (89.4) 91 (86.7) 52 (88.1) 202 (91) 43 (86)  

Non-native 25 (7.1) 3 (3.6) 16 (5.1) 7 6.7) 3 (5.1) 9 (4.1) 5 (10)  

Missing 8 (2.3) 3 (3.6) 15 (5.5) 7 (6.7) 4 (6.8) 11 (5.0) 2 (4.0)  

Education        0.52c 

Primary school  67 (19.0) 7 (8.3) 44 (14.1) 20 (19) 10 (16.9) 39 (17.6) 8 (16)  

High school 132 (37.5) 41 (48.8) 116 (37.3) 41 (39) 23 (39) 85 (38.3) 21 (42)  

University/college  147 (41.8) 35 (41.7) 147 (47.3) 41 (39) 23 (39) 93 (41.9) 21 (42)  

Missing  6 (1.7 ) 1 (1.2) 4 (1.3) 3 (2.9) 3 (5.159) 5 (2.3) 0  

Family history of CRC         0.26 

Yes  52(14.8) 12 (14.3) 48 (15.4) 18 (17.1) 10 (16.9) 38 (17.1) 15 (30)  

No  260 (73.9) 62 (73.8) 242 (77.8) 74 (70.5) 43 (72.9) 166 (74.8) 30 (60)  

Unknown  40 (11.4) 10 (11.9) 21 (6.8) 13 (12.4) 6 (10.25) 18 (8.1) 5 (10)  

BMI (kg/m2)b+ 26.6 (4.5) 27.0 (4.0) 26.9 (4.2) 27.6 (4.1) 26.6 (3.2) 27.1 (3.9) 27.3 (3.9) 0.37∞ 

BMI categories          

BMI < 25 kg/m2 148 (42) 23 (27.4) 102 (32.8) 29 (27.6) 18 (30.5) 65 (29.3) 17 (34) 0.03 
BMI 25-29.9 kg/m2 66 (18.8) 12 (15.5) 69 (19.3) 22 (21) 9 (15.3) 42 (18.9) 13 (26)  

BMI >30 kg/m2  137 (28.9) 47 (56) 148 (47.6) 53 (50.5) 32 (54.2) 114 (51.4) 19 (38)  

Missing  8 (2.3) 1 (1.2) 1 (0.3) 1 (15) 0 1 (0.5) 1 (2)  

Smoking habits         0.08c 

Smoker  55 (15.6) 20 (23.8) 68 (21.9) 25 (23.8) 16 (27.1) 48 (21.6) 6 (12)  

Non-smoker  291 (82.7) 63 (75) 238 (76.5) 78 (74.3) 41(69.5) 169 (76.1) 44 (88)  

Missing 6 (1.7) 1 (1.2) 5 (1.6) 2 (1.9) 2 (3.45) 5 (2.3) 0  

Physical activitya*  135 (15, 315) 180 (0, 300) 135 (7.5, 300) 105 (15, 308) 135 (0,315) 135 (0, 300) 135 (22.5, 292) 0.95
±
 

FIT value* 

(mcg haemoglobin /g feces) 

32.6 (20.4, 70.2) 33.4 (24, 58.8) 32.2 (21.6, 63) 31.2 (22.4, 58.8) 30.4 (21.2, 58.8) 41.6 (27.6, 102.6) 79.8 (46, 280)  <0.001
±
 

Abbreviations: FIT value, Faecal Immunochemical Test value; BMI, Body Mass Index; mcg/g; micrograms per gram. Data are presented as +mean with standard deviation 

(SD) or *median with 25-and 75 percentile (Q1, Q3) for continuous variables, and numbers (%) categorical variables. 1P-values are collected from ±Kruskal-Wallis one 

way analysis of variance test, ∞One way ANOVA and chi-square test. Information available from a1165 participants and b1177 participants. c.Participants categorized as 

missing were not included in the analysis. BMI are tested as a continuous variable and as a categorical variable.  
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Table 3. Nutrient and food intake by colonoscopy result in the training dataset  
 No adenoma 

(n = 352) 

Non advanced 

serrate/other 

lesion (n = 84) 

Non-advanced 

adenoma (<3) 

(n = 311)  

Non-

advanced 

adenoma (>3) 

(n =105) 

Advanced 

serrated 

lesion  

(n = 59) 

Advanced 

adenoma  

(n = 222) 

CRC 

(n = 50) 

p-

values1  

Energy         

Kcal/d  2210 (639) 2282 (742) 2207 (666) 2128 (670) 2327 (634) 2327(664) 2117 (690) 0.09 

KJ/d 9250 (1670) 9550 (3100) 9240 (2780) 8910 (2800) 9700 (2730) 9740 (2780) 8860 (2890) 0.09 

Protein (E %) 17 (3) 17 (3) 16 (3) 17 (3) 16 (2) 17 (2) 17(3) 0.80 

Carbohydrates (E %) 42 (7) 42 (7) 41 (7) 41 (7) 42 (6) 41 (7) 42 (7) 0.31 

Sugar (E %) 5 (4) 5 (4) 5 (4) 5 (5) 6 (4) 5 (4) 5 (4) 0.66 

Fiber (g/d)  29 (10) 29 (10) 28(10) 28 (11) 30 (9) 30 (11) 29 (10) 0.43 

Wholegrain (g/day)  66 (45, 95) 70 (51, 96) 68 (43, 92) 57 (37, 83) 70 (46, 95) 61 (41, 91) 60 (36, 77) 0.01± 

Fat (E %)  35 (6) 34 (6) 35 (6) 35 (7) 35 (6) 35 (5) 35 (6) 0.93 

Saturated fat (E %) 12 (3) 12 (3) 12(3) 12 (3) 12 (3) 12 (3) 12 (2) 0.91  

Alcohol (E %) 3 (1, 5) 4 (1, 7) 3 (1, 6) 3 (1, 8) 3 (1, 5) 4 (1, 6) 3 (1, 7) 0.03± 

Alcohol (g/day) 7 (2, 17) 12 (3, 22) 10 (2, 20) 8 (1, 20) 11 (4, 17) 12 (4, 20) 8 (3, 20) 0.006± 

Calcium (mg/day) 960 

(720, 1260) 

1020 

(716, 1380) 

933 

(714, 1310) 

893 

(593, 1150) 

1010 

(696, 1410) 

913 

(648,1210) 

834 

(651, 1240) 

0.32± 

Vitamin D (µg/day) 14 (8, 24) 15 (9, 24) 14 (7, 25) 13 (7, 25) 14 (7, 24) 14 (8, 25) 12 (9, 20) 0.95± 

Unprocessed red meat (g/day) 35 (21, 50) 35 (24, 46) 32 (20, 49) 32 (18, 48) 44 (19, 59) 37 (23, 55) 33 (21, 49) 0.14± 

Processed meat (g/day) 26 (12, 41) 26 (16, 40) 27 (15, 43) 31 (11, 42) 25 (13, 48) 32 (18, 51) 26 (16, 39) 0.03± 

Fruit (g/day)  206 

(117, 300) 

197 

(99, 328) 

184 

(105, 299) 

178 

(109, 290) 

219 

(137, 320) 

196 

(115, 338) 

218 

(129, 368) 
0.70

±
 

Vegetables (g/day)  246 

(149, 365) 

221 

(150, 325) 

228 

(146, 326) 

232 

(153, 349) 

230 

(149, 360) 

235 

(155, 355) 

272 

(182, 366) 
0.52

±
 

Dairy products (g/day)  331 

(214, 574) 

341 

(160, 589) 

322 

(167, 643) 

279 

(137, 503) 

348 

(138, 595) 

268 

(127, 527) 

250 

(119, 495) 
0.15

±
 

Fish (g/day)  60 (37, 84) 54 (36, 76) 57 (36, 83) 56 (37, 85) 65 (32, 97) 64 (42, 93) 52 (31, 77) 0.17
±
 

Abbreviation: Kcal/d, kilocalories per day; KJ/d, kilo Joules per day, E %, energy percent; g/d, gram per day; mg/d, milligram per day; µg/d, microgram per day. Nutrient 

and food group intake presented as mean with standard deviation (SD) or median with 25-and 75 percentile (Q1, Q3). 1P-values from One way ANOVA and ±Kruskal-

Wallis One way analysis of variance test. P-values presented in bold font type are statistically significant (<0.05). Definition of unprocessed red meat, processed meat, 

fruits, vegetables, dairy products and fish are presented in supplementary file 7. 
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4.2 Model performance within the training dataset  

We wanted to investigate if it was possible to create a prediction model that was able to 

identify participants who were in need of colonoscopy in a FIT-positive population. Which of 

the participants considered to be critical to find varies among cohort, described in Table 1, 

pg. 15. Four datasets were created: Overall diet plus, Overall diet, CRC relevant dietary 

factors plus and CRC relevant dietary factors. Table 4 shows an overview of the model 

names, input dataset and cohort used as outcome.  

 

Table 4. Prediction model names  
 Overall 

cohort  

Sub-

cohort 

no.2  

Sub- 

cohort 

no.3  

Sub- 

cohort 

no.4 

Dataset input  n=1183 n=872 n=813 n=708 

Overall diet plus  

(46 dietary variables, 7 lifestyle and demographic 

variables and FIT values)   

Model 1 Model 1.2 Model 1.3 Model 1.4 

Overall diet (46 dietary variables) Model 2 Model 2.2 Model 2.3 Model 2.4 

CRC relevant dietary factors plus   

(11 dietary variables with impact on CRC 

development, 7 lifestyle and demographic variables 

and FIT values)   

Model 3 Model 3.2 Model 3.3 Model 3.4 

CRC relevant dietary factors   

(11 dietary variables with impact on CRC 

development) 

Model 4 Model 4.2 Model 4.3 Model 4.4 

4.2.1 Model performance when including the overall cohort  

Initially, we created four different models with each of the datasets and the overall cohort. All 

prediction models included in the results of this thesis were created with down sampling; this 

is done by only selecting as many samples from the majority class as from the rarest class. In 

terms of predictive performance within the overall cohort, Model 3.4 was best at 

distinguishing those who were in greater need of colonoscopy from true negatives with an 

AUROC of 0.59, see Table 5. Further, 3.4 had the highest sensitivity (0.59) and specificity 

(0.53) thus it has a greater ability to correctly designate participants compared with the other 

models created with the other datasets, in the overall cohort. 
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Table 5. Model performance with the overall cohort (n = 1183)  

Sensitivity  Specificity AUROC 

Model 1 

 

0.56 (0.04) 

 

0.51 (0.02) 0.55 (0.02) 

Model 2 0.55 (0.05) 

 

0.49 (0.04) 0.51 (0.02) 

Model 3 0.59 (0.05) 

 

0.53 (0.02) 0.59 (0.03) 

Model 4 0.54 (0.05) 0.51 (0.02) 0.54 (0.03) 

Abbreviations: AUROC, Area under the curve receiver operating characteristic. Models created with the 

datasets Overall diet plus, Overall diet, CRC relevant dietary factors plus and CRC relevant dietary factors, all 

trained in the overall cohort. All models are run with 10 iteration. Performance is presented as mean sensitivity, 

specificity and AUROC, with standard deviation (SD).All models are created with downsampling.  

4.2.2 Sub-cohort analysis 

Further, we wanted to investigate if it was possible to create a model with better performance 

training the models in the sub-cohorts (described in Table 1. Pg. 15). Overall, Model 3.4 

showed the highest predictive performance, see Table 6. Moreover, the three models created 

with the dataset CRC relevant dietary factors plus generated the highest accuracy with an 

AUROC ranging from 0.61 to 0.64 depending on which sub-cohort the model was trained in. 

Models created in the sub-cohort no.4 (models named Model X.4) had the highest AUROC 

compared to models trained in the other sub-cohorts. Model 3.2 and Model 3.4 were best at 

classifying participants with adverse colorectal findings into the critical to find group, with 

both yielding a sensitivity of 0.62. The highest specificity was obtained for Model 4.3 (0.63), 

showing the highest accuracy in classification of participants without adverse findings.  

 

Table 6. Model performance for the sub-cohorts, within the training dataset  

Abbreviations: Sens, sensitivity; Spec, specificity; AUROC, Area under the curve receiver operating 

characteristic. Models created with Overall diet plus, Overall diet, CRC relevant dietary factors plus and CRC 

relevant dietary factors trained within the three sub-cohorts. All models are run with 10 iterations. Performance 

is presented as mean sensitivity, specificity and AUROC, with standard deviation (SD). All models are created 

with downsampling. 

 Sens Spec AUROC  Sens Spec AUROC  Sens Spec AUROC 

Model 1.2 
0.59 

(0.07) 

0.55 

(0.04) 

0.58 

(0.02) 
Model 1.3 

0.58 

(0.05) 

0.55 

(0.06) 

0.57 

(0.04) 
Model 1.4 

0.57 

(0.10) 

0.59 

(0.06) 

0.62 

(0.05) 

Model 2.2 
0.55 

(0.06) 

0.50 

(0.05) 

0.53 

(0.04) 
Model 2.3 

0.52 

(0.04) 

0.52 

(0.05) 

0.52 

(0.04) 
Model 2.4 

0.55 

(0.05) 

0.49 

(0.04) 

0.51 

(0.03) 

Model 3.2 
0.62 

(0.05) 

0.57 

(0.06) 

0.62 

(0.03) 
Model 3.3 

0.59 

(0.05) 

0.56 

(0.04) 

0.61 

(0.04) 
Model 3.4 

0.62 

(0.09) 

0.60 

(0.04) 
0.64 

(0.05) 

Model 4.2 
0.58 

(0.05) 

0.54 

(0.04) 

0.57 

(0.03) 
Model 4.3 

0.45 

(0.04) 

0.63 

(0.05) 

0.56 

(0.02) 
Model 4.4 

0.61 

(0.08) 

0.56 

(0.06) 

0.61 

(0.07) 



28 

 

4.2.3 Variable importance 

To understand how the Random Forest models generate their predictions, variable importance 

is calculated. This was done for all models created with all the four datasets and trained within 

the different cohorts. We report the mean variable importance for the 10 iterations in the 

training dataset.  

Table 7 lists the 10 most important variables ranked according to their contribution in the 

model, alongside their mean importance score. The models created with Overall diet plus and 

CRC relevant dietary factors plus, including the FIT result, lifestyle, and demographic 

variables as input only ranked “FIT value”, “age” and “BMI” among the non-dietary variables 

to be among the ten most important. Moreover, it is worth noticing that “FIT value” and “age” 

were ranked as top two for most models. Both Model 1.4 and Model 3.4 ranked “FIT value” 

as the most important variable, with a mean importance calculated of 12.56 and 15.50, 

respectively. Further the models ranked “milk & yoghurt” and “dairy products” with a mean 

importance of 7.13 and 11.35, respectively. A gap in mean importance was seen between the 

“FIT value” until the next variable.  

Variable importance for models created with Overall diet plus or Overall diet were 

homogeneous. Almost all models ranked “milk and yoghurt”, “white cheese” and “grain 

products” among their ten most important variables. Other variables identified as important 

for models trained with this dataset was “processed red meat”, “wine and liquor” and “fresh 

and frozen fruit”. Interestingly, several models additionally ranked “unprocessed potatoes” 

and “conserved vegetables” to be among the most important variables.  

Models created with CRC relevant dietary factors plus or CRC relevant dietary factors 

showed similar findings as described above. Almost all models ranked both “dairy products”, 

“wholegrain” and “processed meat” as the most important dietary variables for the prediction. 

Further “red meat”, “alcohol”, “vitamin D” and “fish” were ranked among the ten variables of 

importance for most models.  
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Table 7. Mean variable importance for models  
Model 1 Model 1.2 Model 1.3 Model 1.4 

FIT value 10.98 FIT value 12.36 Age  10.90 FIT value  12.56 

Age 9.58 Age 11.86 FIT value 10.60 Milk & yoghurt 7.13  

Milk & yoghurt  8.70 Milk & yoghurt 10.77 Milk & yoghurt  9.10  Proc red meat  5.76  

Cons veg 7.55 BMI  10.04 BMI  7.72 Wine & liquor  5.38  

Grain products  7.41  Wine and liquor  8.69  Proc red meat  6.74  Age  5.28  

Butter  7.31 Grain products  8.59  Wine and liquor  6.71 Cons veg 4.95 

White cheese  7.29  White cheese  7.85 Conserved fruits  6.69  BMI  4.94 

BMI 7.24 Vegetables  7.79  White cheese 6.62 Cream products 4.84 

Unproc potato  7.22  Unproc potato  7.70 Grain products 6.42  White cheese  4.81  

Sause  7.13  Conserved fruits  7.64  Cream products  6.37  Grain products 4.74  

Model 2 Model 2.2 Model 2.3 Model 2.4 

Milk & yoghurt  10.02 Milk & yoghurt  12.23 Milk & yoghurt  11.06 Milk & yoghurt  8.22  

Unproc potato  8.77 Unproc potato 9.85  Conserved fruits  8.16  Proc red meat  6.62  

Butter 8.69  Grain products  9.51  Proc. read meat  8.05  Cream products 5.92  

Grain products  8.53  Wine and liquor  8.92 Cream products  7.96  Wine and liquor  5.86  

Cons veg  8.34  Cream products  8.64  Unproc potato 7.67  Cons veg  5.65  

Lean fish  8.04  Fatty fish  8.64  Fatty fish  7.51  Grain products  5.60  

White cheese  8.03 Proc red meat  8.63  White cheese  7.42  Unproc potato 5.60 

Sweetener  7.94  Fre/froz fruits  8.54 Lean fish  7.37  Butter 5.53 

Fre/froz. fruits  7.79  Vegetables  8.46  Wine and liquor  7.35  Fre/ froz fruits  5.38  

Sause  7.78  Sause  8.40  Fre/froz fruits  7.34  Sauce  5.37  

Model 3 Model 3.2 Model 3.3 Model 3.4 

FIT value  17.42  Age  20.80  Age  13.07  FIT value  15.50 

Age  16.06 FIT value  19.82  Dairy products 12.93  Dairy products  11.35  

Vitamin D  15.24 Wholegrain  17.90  FIT value 12.82  Alcohol  10.78 

Wholegrain  14.99 Vitamin D  17.66  Wholegrain  12.37  Processed meat  10.73 

Red meat  14.73  Dairy products  17.21  Processed meat  11.72  Wholegrain  10.37 

Processed meat  14.36  Red meat  17.17  BMI  11.72  Red meat  10.32  

Fish  14.24  Alcohol  17.11 Calcium  11.71 Vitamin D  10.01  

Vegetables 14.20  BMI  16.66  Red meat  11.61  Age  9.86  

Fruits  14.04  Fish  16.36  Alcohol  11.47 Fruits  9.52 

Alcohol  13.98  Processed meat  16.15  Fish  11.30  Fish  9.37  

Model 4 Model 4.2 Model 4.3 Model 4.4 

Fish  25.02 Dairy products 27.34 Wholegrain  25.54 Dairy products  19.15 

Wholegrain  24.69  Wholegrain  26.20 Dairy products  25.40 Processed meat   18.28 

Dairy products  24.28 Processed meat 26.05 Processed meat  24.56 Wholegrain   16.79 

Processed meat  23.75  Fish  26.01 Fish  22.87 Fish  16.60 

Fruits  23.62 Vitamin D  25.59 Vegetables  22.73 Fruits   16.47 

Vegetables  23.57 Red meat  24.92 Fruits 22.53 Alcohol  16.23 

Vitamin D  23.05 Fruits  24.68 Vitamin D  22.27 Vitamin D  16.30 

Calcium  22.14 Vegetables  24.16 Red meat  22.24 Red meat  15.53 

Alcohol  21.71 Alcohol  23.92 Alcohol  21.94 Vegetables    15.25 

Red meat  21.36  Calcium  22.33 Fiber 21.26 Calcium  15.01 

Abbreviations: Cons veg; conserved vegetables; Unproc potatoes, unprocessed potatoes; Proc red meat, 

processed red meat; Milk & yoghurt, milk and yoghurt; Fre/froz fruits, fresh and frozen fruit; FIT value; Faecal 

Immunochemical Test value; BMI, Body Mass Index. Variable importance of models created Overall diet plus, 

Overall diet, CRC relevant dietary factors plus and CRC relevant dietary factors trained within with all the four 

cohorts. The ten most important variables with their respective mean importance value, the most influential 

variables are at the top of every list.  
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4.2.4 Model performance with energy adjusted variables  

Energy adjustment (intake per 1000 kcal) of the dietary variables was performed to further 

investigate their impact on the prediction models, and whether they were affected by the 

participant's energy intake. The models created with energy adjusted variables were named 

according to the models described above as only the energy adjustment differentiate them. 

However, an “E” is added at the end of the name to enable discrimination between models.  

Models created with the energy adjusted CRC relevant dietary factors plus as input had a 

better performance than the models created with crude dietary variables, see Table 8. The 

best predictive performance was shown in Model 3.4 E with an AUROC of 0.65. This model 

had a sensitivity of 0.65, being the highest of all models. Model 3.2 E generated an AUROC 

of 0.64, with a sensitivity of 0.64 and specificity of 0.58. Model 3.2 E was trained in a larger 

cohort (n=872) compared with Model 3.4 E (n=708). The predictive performance of models 

created with the energy adjusted Overall diet or Overall diet plus were worse than the models 

created with the original datasets (that is not energy adjusted). The models created with 

energy adjusted CRC relevant dietary factors showed the same predictive performance as 

models created with the original dataset.  

Table 8. Models with energy adjusted (intake per 1000 kcal) dietary variables  
Model name Sens  Spec  AUROC Model name  Sens  Spec  AUROC 

Model 1E 0.55 

(0.05) 

0.52 

(0.05) 

0.56 

(0.03) 
Model 2E 0.53 

(0.05) 

0.49 

(0.04) 

0.52 

(0.03) 

Model 1.2 E 0.57 

(0.04) 

0.54 

(0.04) 

0.57 

(0.03) 
Model 2.2 E 0.52 

(0.07) 

0.49 

(0.09) 

0.51 

(0.04) 

Model 1.3 E 0.57 

(0.04) 

0.54 

(0.06) 

0.56 

(0.03) 
Model 2.3 E 0.51 

(0.05) 

0.51 

(0.05) 

0.51 

(0.04) 

Model 1.4 E 0.56 

(0.07) 

0.58 

(0.07) 

0.59 

(0.04) 
Model 2.4 E 0.49 

(0.08) 

0.55 

(0.05) 

0.52 

(0.04) 

Model name  Sens  Spec  AUROC Model name Sens  Spec  AUROC 

Model 3 E  0.62 

(0.04) 

0.55 

(0.02) 

0.60 

(0.03) 
Model 4 E 0.56 

(0.04) 

0.50 

(0.05) 

0.54 

(0.03) 

Model 3.2 E 0.64 

(0.06) 

0.58 

(0.03) 

0.64 

(0.03) 
Model 4.2 E 0.59 

(0.05) 

0.52 

(0.06) 

0.56 

(0.02) 

Model 3.3 E 0.62 

(0.06) 

0.56 

(0.04) 

0.63 

(0.04) 
Model 4.3 E 0.54 

(0.05) 

0.54 

(0.06) 

0.56 

(0.04) 

Model 3.4 E 0.65 

(0.10) 

0.58 

(0.03) 

0.65 

(0.05) 
Model 4.4 E 0.62 

(0.10) 

0.55 

(0.04) 

0.61 

(0.06) 

Abbreviations: Sens, Sensitivity; Spec, Specificity; AUROC, Area under the curve receiver operating 

characteristic. All the dietary variables used in Overall diet plus, Overall diet, CRC relevant dietary factors plus 

and CRC relevant dietary factors were energy adjusted into intake per 1000kcal for food items/nutrients, instead 

of total intake per day. We created models with all the four (energy adjusted) datasets as input and all the four 

cohorts as output. Each model were run with 10 iterations, hence model performance is presented as mean 

sensitivity, specificity and AUROC, as well as standard deviation (SD). All models were created with down 

sample.  
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Mean variable importance was calculated to examine which variables were of greatest 

importance to the model prediction and to which degree it differed from the models without 

energy adjustment, see Supplementary file 10. Table 9 lists mean variable importance of 

models created with CRC relevant dietary factors plus and CRC relevant dietary factors. 

Model 3.2 E generated an improved predictive performance compared to Model 3.2, both 

models ranked the same five variables as the most important. Model 3.4 E ranked “FIT value” 

as most important, same as Model 3.4. In both models “FIT value” was assigned a mean 

importance value subsequently higher than the variable ranged as second best. “FIT value” 

was assigned a mean importance value of 14.69, whereas “wholegrain” ranked as number two 

was assigned a mean importance value of 10.82. Model 4.4 E, yielded an equal AUROC as 

Model 4.4. Both models ranked “dairy products” as the most important variable. Further in 

Model 4.4 E “calcium”, “wholegrain” and “alcohol” were ranked on the top of the list. 

Interestingly, energy adjusted ”calcium” (mg /1000kcal) was ranked as more important in 

both Model 3.4 E and Model 4.4 E. In Model 3.4 “calcium” was not among the most 

important variables, and in Model 4.4 “calcium” was ranged as the tenth most important 

variable out of 11 possible input variables.  

Table 9. Mean variable importance of models with energy adjusted dietary variables  
Model 3 E Model 3.2 E Model 3.3 E Model 3.4 E 

FIT value 16.96 Age  17.65 Wholegrain  12.69 FIT value 14.69 

Age  15.79 FIT value 17.13 FIT value  12.67 Wholegrain  10.82 

Wholegrain  15.34 Wholegrain  16.62 Dairy products  12.57  Dairy products  10.37 

Vitamin D  15.22 Dairy products 16.52 Age  12.58  Calcium 9.84 

Calcium  14.87 Vitamin D  15.63 Calcium 11.51 Alcohol 9.47 

Fish  14.43 Fruits  15.43 Processed meat 11.43 Vitamin D  9.11 

Fruits 14.39 Calcium  15.36 Red meat 11.40 Vegetables 8.97 

Vegetables  14.34 Alcohol  15.31  BMI 11.39 Age 8.91 

Red meat 14.32 BMI 15.24 Fruits 11.34 BMI  8.73 

Alcohol  14.18 Red meat  14.69  Vitamin D  11.18 Red meat  8.64  

Model 4 E Model 4.2 E Model 4.3 E Model 4.4 E 

Fish 24.06 Dairy products 25.28 Dairy products 22.21 Dairy products 15.45 

Wholegrain  23.99 Wholegrain  24.20 Wholegrain  22.87 Calcium 14.13 

Dairy products  23.62 Alcohol 23.60 Calcium 20.11 Wholegrain 14.08 

Fruits  23.01 Fruits 23.56 Vegetables 19.96 Alcohol 14.08 

Alcohol 22.85 Vitamin D 23.13 Processed meat 19.79 Processed meat 13.59 

Vitamin D 22.62 Fish  23.03 Red meat 19.77 Fruits 13.55 

Calcium 22.36 Red meat 22.71 Fruits 19.69 Vegetables 13.31 

Vegetables  22.21 Vegetables 22.40 Fiber  19.16 Vitamin D 13.29 

Red meat 21.88 Calcium 22.20 Vitamin D 19.02 Red meat  13.02 

Processed meat  21.76 Processed meat  21.94 Alcohol  18.75  Fish 12.70 

Abbreviations: FIT, Faecal Immunochemical Test value; BMI, Body Mass Index. Variable importance of models 

created with energy adjusted CRC relevant dietary factors plus and CRC relevant dietary factors, trained in all 

the four cohorts. The ten most important variables are listed with their respective mean importance value, the 

most influential variables are at the top of every list.  
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4.2.5 Sub analysis  

There was no difference in model performance between sexes, and stratifying by gender did 

not improve model performance, see Table 10. The stratification was only dun in the overall 

cohort.  

Table 10. Model performance stratified by sex  
  Sensitivity  Specificity  AUROC 

Model 1  Female  0.51 (0.10) 0.51 (0.07) 0.52 (0.05) 

Male  0.51 (0.03) 0.50 (0.05) 0.51 (0.04) 

Model 2  Female  0.47 (0.11) 0.53 (0.04) 0.51 (0.06) 

Male  0.51 (0.03) 0.50 (0.05) 0.51 (0.04) 

Model 3  Female  0.53 (0.10) 0.56 (0.05) 0.55 (0.06) 

Male  0.53 (0.08) 0.51 (0.04) 0.53 (0.05) 

Model 4  Female  0.51 (0.07) 0.51 (0.07) 0.52 (0.03) 

Male  0.50 (0.05) 0.51 (0.04) 0.52 (0.04) 

Abbreviations: AUROC, Area under the receiver operating characteristic curve. Model performance when the 

overall cohort is spilt into males and female groups. Prediction models are created with the use of Overall diet 

plus, Overall diet, CRC relevant dietary factors plus and CRC relevant dietary factors. All models are run with 

10 iterations, and performance is presented as mean sensitivity, specificity and AUROC, as well as standard 

deviation (SD).  

 

As the FIT test are commonly used as a screening tool by itself we wanted to investigate how 

our models work when the result from the FIT  (i.e. “FIT value”) test was not used as input. 

Since the only dataset including “FIT value” and showing an interesting predictive 

performance was the CRC relevant dietary factors plus, only this dataset was investigated. 

Table 11 shows predictive performance of models created without the “FIT value”. A 

minimal reduction in predictive performance was seen for Model 3 (no FIT value), Model 3.3 

(no FIT value) and Model 3.4 (no FIT value), compared to the corresponding models 

including the FIT result. Moreover, Model 3.2 (no FIT value) was found to classify 

participants as correctly as the corresponding models with the FIT result, showing an AUROC 

of 0.62 and a sensitivity of 0.62.  

 

Table 11. Model performance with CRC relevant dietary factors plus (no FIT value)   
 Sensitivity  Specificity  AUROC  

Model 3 (no FIT value ) 0.58 (0.05) 0.52 (0.04) 0.57 (0.04) 

Model 3.2 (no FIT value)  0.62 (0.06) 0.55 (0.05) 0.62 (0.03) 

Model 3.3 (no FIT value) 0.59 (0.05) 0.56 (0.06) 0.60 (0.03) 

Model 3.4 (no FIT value) 0.60 (0.09) 0.58 (0.04) 0.61 (0.05) 

Abbreviations: AUROC, Area under the receiver operating characteristic curve. Performance of models using 

CRC relevant dietary factors plus without the FIT value as input, the models are trained in the four cohorts. 

Models are run with 10 iterations, and performance is presented as mean with standard deviation (SD).  
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Table 12 reports the mean important variables for the models created with CRC relevant 

dietary factors plus where the variable “FIT value” was not included as input. “Age” was 

ranked as the most important variable among three of the models. However, in the 

corresponding models (Model 3, Model 3.2 and Model 3.3) the variable “age” was ranged as 

the most or second most important variable.  Model 3.4 (no FIT value) ranged “dairy 

products”, “alcohol” and “wholegrain” as most important variables, compared to Model 3.4 

which ranked “FIT value”, “dairy products” and “alcohol” as the most important variable. The 

exclusion of “FIT result” did not lead to other lifestyle and demographic variables being 

ranked among the ten most important variables. 

 

Table 12. Mean variable importance (no FIT value)  
Model 3 (no FIT value) Model 3.2 (no FIT 

value) 

Model 3.3 (no FIT 

value)  

Model 3.4 (no FIT value)  

Age  19.89 Age  19.84 Age  13.57 Dairy products  10.58 

Vitamin D 18.52 Wholegrain  17.70 Dairy products 13.25 Alcohol  9.86 

Red meat 17.95 Dairy products 17.34 Processed meat 12.56 Wholegrain  9.71 

Wholegrain  17.94 Vitamin D 17.09 Wholegrain  12.10 Processed meat 9.54 

Dairy products  17.90 BMI 17.09 Red meat 11.94 Red meat  9.48 

Fish  17.76 Red meat  16.90 Vitamin D 11.83 Age 9.34 

Vegetables 17.37 Alcohol  16.74 Calcium 11.65 Calcium  9.19 

Processed meat 17.35 Processed meat 16.04 BMI 11.56  Fish  9.14 

Fruits 17.22 Fruits  17.72 Alcohol 11.54 BMI 9.5  

Alcohol  17.17  Fish  15.51 Fruits 11.42  Fruits  9.10 

Abbreviations: BMI, Body Mass Index. Variable importance of models using CRC relevant dietary factors plus 

without the FIT result as input, trained in all four cohort with 10 iterations. The ten most important variables 

with their respective mean importance value, the most influential variables are at the top of every list.  

 

To further investigate how each individual variable in the CRC relevant dietary factors plus 

(with both crude and energy adjusted dietary data) were to correctly classify participants 

within sub-cohort no.4, we calculated the AUROC (see Table 13) associated with each 

variable in isolation. Only sub-cohort no.4 was tested as the best predictive models was 

trained within this cohort. The “FIT value” alone provided an AUROC of 0.62, a predictive 

performance only 0.02 lower than Model 3.4. The variables found to provide the highest 

accuracy individually, was the same variables found to be among the most important variables 

for Model 3.4 (i.e. dairy products, alcohol and processed meat) and Model 3.4 E (i.e. whole 

grain, dairy products and calcium).  
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Table 13.  AUROC of the individual variables used in CRC relevant dietary factors plus  
Dietary variables  

(Used in both datasets)  
AUROC 

(Crude intake) 
AUROC 

(Energy adjusted) 
Other variable  

(Only used in the CRC 

relevant dietary factors plus) 

AUROC  

Dairy products  0.55 0.57 FIT value  0.62 
Alcohol  0.57 0.57 Sex 0.57 

Processed meat  0.57 0.56 Family history of CRC 0.45 

Wholegrain  0.55 0.58 Smoking habits 0.48 

Red meat  0.54 0.52 Education  0.50 

Fish  0.54 0.53 Physical activity score  0.51 
Fruits  0.48 0.51 Age  0.54 
Vegetables  0.51 0.50 BMI  0.53 
Vitamin D 0.48 0.49   

Calcium  0.54 0.58   

Fiber  0.50 0.52   

Abbreviations: AUROC, Area under the receiver operating characteristic curve; FIT value, Faecal 

Immunochemical Test value. AUROC of the variables used in CRC relevant dietary factors plus and CRC 

relevant dietary factor, both energy adjusted and with original dataset (crude intake).   

4.3 Model performance within the test dataset  

In ML, the test set is utilized for an objective evaluation of the model. Because of a risk of 

information leakage in the CRCbiome study there was a desire to minimize the use of test 

datasets. The minimal use of the test dataset is determined by the Data access committee in 

the CRCbiome study (92). Therefore, only four of the models were evaluated with the test 

dataset. Model 3.4, Model 4.4 and Model 3.4 E and Model 4.4 E were the selected models. 

Model 3.4 and Model 3.4 E were selected due to the overall greater predictive performance in 

the training dataset. Model 4.4 and Model 4.4 E were selected because of moderate predictive 

performance in the training dataset, and they uses the same dietary input variables as Model 

3.4 and Model 3.4 E, respectively.  

 

The overall predictive performance (i.e. AUROC) for all models were reduced in the test 

dataset. Model 3.4 and Model 4.4 were slightly reduced in the test dataset compared to the 

training dataset, both showing an AUROC of 0.59 (Table 14). Even so, both models 

improved their ability to categorize people with advanced adenomas and CRC as critical to 

find with a sensitivity of 0.63. Model 3.4 E and Model 4.4 E had a substantial reduction in 

predictive performance showing an AUROC of 0.57 and 0.55, compared to training dataset 

0.65 and 0.61, respectively. In addition, there was a reduction in both sensitivity and 

specificity for both Model 3.4 E and Model 4.4 E in the test dataset.  
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Table 14. Model performance in the test dataset  
 Sensitivity  Specificity  AUROC 

Model 3.4 0.63 0.50 0.59 

Model 4.4  0.63 0.53 0.59 

Model 3.4 E 0.54 0.52 0.57 

Model 4.4 E 0.55 0.50 0.55 

Abbreviations: AUROC, Area under the curve receiver operating characteristic. Classification evaluation of 

Model 3.4, Model 4.4, Model 3.4 E and Model 4.4 E with the test dataset.  

 

Table 15 lists the variable importance in the four models evaluated in the test dataset. For 

Model 3.4, the same four variables were ranked as most important in the test dataset as in the 

training dataset. “FIT value”, “dairy products”, “processed meat” and “alcohol” had an 

importance value of 15.15, 12.26, 12.19 and 11.89, respectively. For Model 4.4, only the first 

two variables in the ranking were the same in training and the test dataset. These variables, 

“processed meat” and dairy products”, which were assigned an importance value of 28.84 and 

28.31. “Alcohol” and “fruit” were further ranked as important, and assigned an importance 

value of 25.87 and 23.19, respectively.  

In Model 3.4 E arranged the same three variables at the top of the variable importance list in 

both the test and the training dataset. “FIT value” was arranged at the top and given an 

importance value of 25.48. “Dairy products” and “wholegrain” were assigned an importance 

value of 16.06 and 16.05. In the test dataset Model 4.4 E, ranked “dairy products”, “calcium” 

and “alcohol” as the most important variables. The variables generated an importance value of 

19.46, 18.41 and 18.25. Nevertheless, there was a minimal difference the importance value 

from the top of the list until the bottom, only ranging from 19.46 to 16.49, showing an almost 

similar importance of all the included variables.  
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Table 15. Variable importance of models evaluated in the test dataset 
Model 3.4 Model 4.4 Model 3.4 E Model 4.4 E 

Variable   Variable   Variable   Variable   

FIT value 15.11 Processed meat  28.84 FIT value 25.48 Dairy products  19.46 

Dairy products 12.26 Dairy products 28.31 Dairy products  16.06 Calcium  18.41 

Processed meat  12.19 Alcohol  25.87 Wholegrain  16.05 Alcohol 18.25 

Alcohol 11.80 Fruit  23.19 Alcohol 14.77 Processed meat  17.97 

Fish  11.60 Vegetables  23.17 Vegetables 12.85 Wholegrain  17.91 

Age  11.50 Wholegrain  22.87  Fruits 12.83 Fruit 17.17 

Calcium  11.31 Vitamin D  22.80 Fish 12.75 Fish  17.09 

BMI  11.30 Red meat  22.04 Calcium  12.70 Vitamin D 17.05 

Wholegrain  11.23 Fish  21.59 Age 12.60 Fiber 16.80 

Red meat 11.19 Calcium  19.40  Vitamin D 12.57 Vegetables  16.77 

Fruits  11.19 Fiber  19.09  Processed meat 12.30 Red meat  16.49  

Vitamin D  11.15   Red meat  11.12   

Fiber  10.89   BMI 10.81   

Vegetables 10.98   Fiber 10.38   

Physical activity 

score  

8.74   Physical activity 

score  

7.99   

Sex 4.49   Sex 3.73   

Family history of 

CRC  

3.99   Education  2.00   

Education  3.89   Family history of 

CRC  

1.57   

Smoking habits 3.10   Smoking habits 1.00   

Abbreviations: FIT value, Faecal Immunochemical Test value; BMI, Body mass index. Variable importance for 

Model 3.4, Model 4.4, Model 3.4 E and Model 4.4 E in the test dataset.  
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5 Discussion  

In this study, the machine learning method Random Forest was used to create a classification 

algorithm to detect screening participants with a greater need of colonoscopy. Different 

models, with various input and outcome variables were created. Further, the best models were 

evaluated in the test dataset. We found that the best models to distinguish participants were 

created with the dataset CRC relevant dietary factors plus. This dataset includes 11 dietary 

variables (with or without energy adjustment), 7 lifestyle and demographic variables and the 

result from the FIT test. In the training dataset Model 3.4 and Model 3.4 E, with the dataset 

CRC relevant dietary factors plus as input variables, were best at distinguishing those with 

advanced adenomas or CRC from true negative participants, showing an AUROC of 0.64 and 

0.65, respectively. Further, these models were evaluated in the test dataset, showing an 

AUROC of 0.59 and 0.57, respectively.  

Dietary information appeared to be important for the prediction of all the models. Even the 

models created with datasets including more than dietary variables (i.e. Overall diet plus and 

CRC relevant dietary factors plus) as input, ranked dietary variables to be important. Only the 

non-dietary variables “age”, “FIT value” and “BMI” were ranked among the ten most 

important variables for all the models. The remaining important variables consisted of dietary 

variables. All models showed a consistency in which dietary variables were the most 

important for the prediction. “Dairy products”, “wholegrain”, “alcohol” and “processed meat” 

were listed among the top ten most important in most models.   

5.1 Methodological considerations  

5.1.1 The study population  

All the participants in this master`s thesis were recruited from the CRCbiome study (92), who 

further recruited their participants from the BCSN trial (47). Only participants with a positive 

FIT test were asked to participate in the CRCbiome study (92). Participants were invited to 

the CRCbiome study after being informed about their FIT result, but before the colonoscopy. 

A complete colonoscopy was required to participate (92). Along with the invitation to be a 

part of the CRCbiome study, the participants received two questionnaires (LDQ and FFQ), 

and these were to be filled out prior to the colonoscopy. The worrying news of a positive FIT 

test may have affected the participants, which may result in an overrepresentation of highly 
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motivated subjects completing the questionnaires. Since the participants in our study have 

undergone two different screening methods, as well as completed a comprehensive FFQ and 

LDQ, it is reasonable to assume that selection bias has been introduced. Previous studies have 

shown that people with low socioeconomic status (119-122), an unhealthy lifestyle (121, 

123), and those with a non-native ethnicity (120, 124) participate to a lesser extent in 

screening programs. A study by Botteri et al., examining the same population as included in 

this master`s thesis, showed that people using psychotropic drugs or antidiabetics, those with 

a long driving distance to the screening center and those with immigrant status to a lesser 

extent showed up for subsequent colonoscopy after a positive FIT test (125). These findings 

indicate that our population may not be as generalizable as we had hoped. However, we 

assume that this study represents people that would participate in screening programs for 

CRC.   

5.1.2 Assessment of dietary intake with the FFQ  

The FFQ used to assess dietary information in this master`s thesis has previously been 

validated for food items, micro- and macro nutrients as well as energy intake (93-98). Even 

though the validity of the questionnaire by most studies has been considered as reasonable, it 

still has some limitations regarding food components associated with CRC. The FFQ has been 

found to overreport the consumption of vegetables (97) and fruits (96) and fibre (93) 

compared to other dietary assessment methods in validation studies. Several validation studies 

have found underestimation of alcohol (93, 126) and sugar consumption (93, 95, 126). When 

interpreting the findings from the FFQ, it is important to have the results of the validation 

studies in mind, as the participants can appear healthier than what they are. In addition, 

Andersen et al. regarded the FFQ as valid to assess the dietary consumption at group level, 

but limited to assess the dietary  habits at individual level (94). This is possibly a weakness in 

our study, as we want to classify the participants as correctly as possible with the help of, 

among other things, dietary variables.  

 

The FFQ was self-administered and participants were asked to report the consumption of food 

the past year. Thus both recall bias and information bias may have been introduced. A 

potential side effect of participating in screening is the potential psychological stress. One can 

imagine that fear or anxiety that may occur after a positive FIT test had an impact on 

participants’ answers. However, a sub study of the BCSN pilot, showed that receiving a 
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positive FIT test did not generate more clinically relevant psychological harm (127). Thus, it 

is unlikely that fear or other psychological changes caused by a positive screening result, have 

meaningfully affected the completion of the questionnaires. 

5.1.3 Assessment of lifestyle and demographic data  

7 lifestyle and demographic variables (Supplementary file 2) were used as input in the 

datasets Overall diet plus and CRC relevant dietary factors plus. Of these “physical activity”, 

“smoking habits”, “education” and “family history of CRC” were collected through a self-

administered LDQ. This method may have some uncertainties as the LDQ is not validated. 

However, it has been used by others (99, 100) in addition to being tested on a pilot group (92). 

As the LDQ contained questions about the participants' lives, recall error is possible. The use 

of self-report questioners has by others been found to underestimate smoking habits 

prevalence (128) and overestimate physical activity (129, 130), hence reporting bias may have 

been introduced in our study and affected the results.  

5.1.4 Input variables  

The dietary variables used in all four datasets were created from a dataset with pre-grouping 

of foods. This was done in the dietary information retrieval system KBS and the 

categorization was based on standard grouping of foods. To obtain dietary variables most 

relevant for our study, some regrouping was done, mainly based on nutrient content. It is 

possible that the grouping could affect the prediction performance of the models created in 

this master`s thesis. Seen in retrospect, there is a possibility that the prediction models, 

created with variables including the total diet, would have performed better if the total diet 

was grouped into more inclusive categories. For instance, it may have been unnecessary to 

include one variable each for “processed white meat” and “processed red meat”. Rather, one 

common variable could have been used, as research shows the same effect on CRC regardless 

of the type of meat (19). Using three different variables for grain products (i.e. “Refined grain 

products”, “Grain products” and “Pasta, rice, and grains”) may not have been the most 

appropriate division for further interpretation. It may have been more optimal to organize all 

grain products into two variables, one containing refined grain products such as French 

baguettes, and one containing wholegrain products such as rye bread. Nevertheless, this only 

applies to the dataset Overall diet and Overall diet plus.  
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On the other hand, the datasets CRC relevant dietary factors and CRC relevant dietary 

products plus contain dietary variables that are composed of dietary variables from the 

datasets described above. For instance, "dairy products" was created from a merger of “milk 

and yoghurt”, “cream products”, “white cheese” and “brown cheese”. These datasets were 

created with the intention of including only dietary factors that have an impact on CRC. To 

account for potential misclassification, we used total fiber and wholegrain intake instead of 

dietary variables that contained food items that are the source of these dietary components. In 

order to take into account the alcohol percentage in various beverages, alcohol in grams per 

day was used instead of the consumption of wine, beer and other alcohol containing 

beverages.  

 

The FFQ contains 17 questions and an open field to report intake of various dietary 

supplements, including multivitamin supplements. The registered use of dietary supplements 

was calculated into the total nutrient intake of the participants. WCRF and AICR have found 

the use of multivitamin supplementation to have a possibly protective effect on CRC (19). 

However, in our study there was no available information about which of the participants used 

what type of supplement since this already was calculated into the total nutrient consumption. 

Therefore, supplement use was not included as a specific variable in neither of the datasets.  

In Overall diet plus and CRC relevant dietary factors plus we implemented 7 lifestyle and 

demographic variables, in addition to the result from the FIT. Of these, “age”, “sex”, “family 

history of CRC”, “smoking habits” and “BMI” are identified in a systematic review to be the 

most used risk variables in prediction models for CRC (58). Less implemented, but 

considered frequently, are the risk variables physical activity and education (55, 58). Wells et 

al. included both these variables in a multi risk factor prediction model for CRC, resulting in a 

model with high accuracy (131). Most prediction models are developed with the intention of 

risk stratification with easy to collect information. Hence, information about previous 

screening history such as the result from a FIT is not implemented in most models. Despite 

that, Stegeman et al. compared combining risk factors with FIT results against FIT results 

alone, resulting in a significant improvement in discrimination (p<0.001) (63).    
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5.1.5 The machine learning method  

In our study only one specific ML algorithm was used to distinguish between those who have 

a need of colonoscopy and those who are true negatives. RF has previously proven to be a 

suitable method for classification problems (112) and risk prediction (132, 133). However, 

different types of ML techniques exist. Some other studies have applied ML in CRC 

screening (68, 85, 87-91), mostly by using different forms of Neural Networks (68, 87-91). 

Most studies use more than one approach to create the final model (68, 85, 88, 89, 91). When 

comparing the results, variance in predictive abilities among the different approaches is often 

found (68, 85, 88, 89, 91). Which methods work the best is dependent on input, output and 

study sample. As no other ML method, or traditional method, was tried in our study, we 

cannot be sure that RF is the most accurate method to predict who among the participants 

were in greater need of colonoscopy and who were not.  

A total of 1476 participants were included in this master’s thesis. Of these, 1183 were 

randomly allocated to the training dataset and 293 to the test dataset. Splitting the dataset is a 

common method in ML, however it may have reduced statistical power in this study. There is 

a possibility that the number of participants in the training dataset was too small to generate a 

good prediction model. The training dataset became even smaller due to downsampling for 

balancing of outcome groups, and when diagnostic groups were excluded to create the sub-

cohorts. Still, models based on sub-cohort no.4, with only 708 participants included produced 

the most accurate predictions. Power issues also apply for the test dataset. This contained 293 

participants, which may have been too small to fully validate the model. 

5.2 Discussion of results  

5.2.1 Prediction models 

This study is unique as it compares the use of dietary variables alone against a combination of 

traditionally used risk variables with FIT results and several dietary variables to create a 

prediction model for people with the need of colonoscopy. Several models were created, but 

only four were tested in the test dataset. The predictive performance decreased for all four 

models evaluated in the test dataset. This is not common in RF, as the test dataset in theory 

are supposed to have a better strength for the final model compared to the training dataset. 

However, coincidences may have resulted in different distribution between the participants in 

the test and in the training dataset. Which further resulted in the final models, selected to be 
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evaluated in the test dataset, worked particularly better for the participants in the training 

dataset compared to participants in the test dataset.  

Even though the use of energy adjusted dietary variables showed promising results in the 

training dataset, models evaluated in the test dataset did not show satisfying abilities to 

correctly classify the participants. This is appeared in both Model 3.4 E and Model 4.4 E with 

a decrease in AUROC of 0.08 and 0.06, respectively. To compare, the predictive performance 

of Model 3.4 and Model 4.4 also decreased in the test dataset, however both showing an 

AUROC of 0.59 in the test dataset.   

All the models run in the test dataset were trained with the variables “red meat”, “processed 

meat”, “fruits”, “vegetables”, “fish”, “dairy products”, “calcium”, “alcohol”, “vitamin D”, 

“wholegrain” and “fiber”. Additionally, in Model 3.4 and Model 3.4 E, “sex”, “age”, “family 

history of CRC”, “BMI”, “smoking habits”, “physical activity”, “education” and “FIT value” 

were included. Moreover, models were trained within sub-cohort no.4. In this cohort the 

critical to find group consisted only of people diagnosed with advanced adenoma and CRC 

and the true negative groups consisted of participants with no adenoma or non-advanced 

serrated/other lesions. By using this cohort, we excluded participants with non-advanced 

adenoma and advanced serrated lesions. The exclusion may have led to an increase in the 

difference between participants critical to find and true negatives. For instance, the 

participants categorized as true negatives did have a higher median consumption of 

wholegrain and dairy products, and the participants were more likely to be female and at a 

normal BMI. In contract, critical to find participants had a higher median consume of 

processed meat, were more likely to be obese or overweight and male than the true negatives. 

Besides, the results from the FIT test was nearly two and a half times higher in participants 

with CRC compared true negatives.  

In general, prediction models for CRC have been created based on information about lifestyle 

and demographic factors (55-59), genes (55, 62) and blood parameters (55, 58). Only a few 

models incorporate dietary variables beyond alcohol and red meat (55, 59),  despite the 

evidence in the literature, showing a strong relation between diet and CRC (19). An exception 

is Aleksandrova et al. who created a lifestyle-based model for CRC prediction (134). 

Participant information was drawn from the EPIC. In the final model, consumption of alcohol, 

vegetables, dairy products, processed meat and sugar and confectionary, were used in 

combination with age, waist circumference, height, smoking habits and physical activity. The 
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model generated an AUROC of 0.71 in the derivation cohort, and 0.71 in the validation 

cohort, also collected from the EPIC study (134). 

Most risk prediction models are developed by the use of logistic regression (55, 58). Min et 

al. investigated the performance of two Deep Neural Networks (DNN) models against the 

prediction performance of two simple scoring models (87). The DNN models were created 

with the same few input variables as used in the scores, which were age, sex, family history of 

CRC and smoking. BMI was implemented in one DNN model and in one score. No difference 

was shown between methods when tested in an external dataset (87). DNN models are able to 

capture the complex associations between a large numbers of input variables, however 

discrimination power may be minimal when only a few input variables are used (87). Yang et 

al. illustrated this point by creating a DNN model, including 26 clinical and laboratory 

parameters, showing a significantly better predictive performance compared to a model 

created with linear regression using nine of the same input variables (88). Other ML methods 

such as extreme gradient boosting (XGboost) and RF were additionally applied. The XGboost 

model performed similar to the DNN model showing an AUROC of 0.76, the RF model 

generated an AUROC of 0.67 (88). In similarity to our study, Cooper et al. used a FIT-

positive cohort, participating in a British screening study to create the risk prediction 

algorithm both feedforward neural network (FNN) and logistics regression was used (68). 

Further, they only included available routine predictors, and the model was built with an 

index of multiple deprivation, information on previous screening history, age and gender. The 

predictive performance of the models yielded AUROC of 0.69 and 0.66 for FNN and logistics 

regression, respectively (68). Nonetheless, the model was not validated in an internal leave 

out test set or external cohort (68), therefore one cannot be sure that the predictions are 

generalizable to the population. Interestingly, an Australian cross-sectional study by Semmler 

et al. investigated the use of LR and XGboost to predict colorectal neoplasia (85). In the 

“mother model”, 50 laboratory, clinical and diet variables were used, including the 

consumption of alcohol, coffee, red meat, sugar sweetened beverages, fast food, fruit, and 

vegetables. Both the logistic regression and XGboost model generated an AUROC of 0.66. A 

similar predictive performance was shown when only 10 of the included variables were used, 

among them the only dietary variables used was alcohol consumption. The latter model was 

further tested in a sub-cohort where all participants with adenoma were excluded, resulting in 

a population consisting of “truly healthy” participants and participants with advanced 

neoplasm. This sub-cohort may be comparable with our sub-cohort no.4. Analogous to our 
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results, the models created in this cohort perform the best, showing an AUROC of 0.70 (85). 

A drawback in the study by Semmler et al. is the lack of transparency in the importance of the 

variables used in the prediction algorithm, making it difficult to interpret how different 

variables influence the prediction of advanced neoplasia (85). The lack of studies utilizing 

ML to create prediction models results in few studies to compare our results with.  

In the current study, few of the models created with the datasets Overall diet plus or Overall 

diet yielded a high prediction. An explanation may be the implementation of a large number 

of dietary variables, which may not be relevant. At each split the chances for non-relevant 

variables to be selected were greater, causing a reduced performance (135). Even though our 

models did not show a great prediction when the total diet was implemented, Morgenstern et 

al. suggest that the use of rich dietary data, collected in an appropriate manner, in 

combination with ML methods, might improve prediction of chronic diseases by discovering 

complex, nonlinear dietary exposures and taking advantage of small associations found 

between dietary variables (74).  

5.2.2 Variable importance  

It is worth noticing that Model 4.4, only containing dietary variables, gave an equal predictive 

performance in the test dataset as Model 3.4, which additionally to the dietary variables 

include lifestyle and demographic variables, as well as the “FIT value” in the model. The fact 

that using only dietary data in a model yielded an equal performance as a model created with 

additional risk factors commonly used, underlines the potential of including dietary variables 

in prediction models. This was further emphasized by the high ranking of dietary variables in 

the variable importance calculation of all models.  

Both Model 3.4 and Model 4.4 ranked the dietary variables “processed meat”, “alcohol” and 

“dairy products” as the top three most important dietary variables in the test dataset, and the 

same ranking was seen in Model 3.4 in the training dataset. Nevertheless, Model 4.4 ranked 

“wholegrain” as the most important variable in the training dataset. The importance of 

“processed meat”, “alcohol”, “dairy products” and “wholegrain” is consistent with the 

individual variables’ ability to classify participants within sub-cohort no.4 (Table 13).  

However, due to the small differences observed between variable importance measures, their 

relative rankings should be interpreted with caution.  
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In this study, a significant difference in alcohol and processed meat consumption was found 

between the different diagnostic groups. Nevertheless, the median difference between groups 

was minimal and only accounted for a few grams. On the contrary, a difference between 

groups may have been sees in the RF algorithm as both alcohol and processed meat was found 

to be an important variable for the predictions among most variables. Both alcohol and high 

intake of processed meat are known to have a harmful effect on the colonocytes (19). Alcohol 

has been found to induce carcinogenesis through several pathways, including through the 

metabolism of the active ingredient, ethanol, to harmful metabolites (e.g. acetaldehyde) (136). 

The harmful metabolites induce production of ROS and DNA-adducts, epigenetic changes 

and epithelial barrier dysfunction, all of which increase the risk of cancer (136). According to 

WCRF and AICR, one alcoholic drink (e.g. a 0.33 L beer) per day increases the risk of CRC 

with 6 % (19). The same regards processed meat as it may contain carcinogenic substances 

such as N-nitroso compounds, heterocyclic amines and polycyclic aromatic hydrocarbons 

from cooking at high temperature (137). A higher intake is therefore associated with increased 

risk (19). Approximately half of the population in the current study followed the 

recommendations to limit the intake to less the 500 grams of red and processed meat a week 

and limit the consumption of alcohol to less than 5 E % a day (113).  

Among the models, nearly all ranked variables with wholegrain and dairy products among the 

top ten most important variables. This was seen irrespective of input dataset and cohort. The 

importance of these variables are not unexpected given the inverse associations previously 

observed between consumption of both dairy and wholegrain products and CRC risk has 

shown (19). In fact, consumption of 400 gram of dairy products per day or 200 gram of milk 

per day, has been observed to account for a risk reductions of 13 % and 6 % for CRC. 

respectively (19). For models created with energy adjusted dietary variables, calcium was also 

ranked as highly important for the model performance. One of the preventive effects of 

calcium is its ability to bind fatty acids as well as unconjugated bile acids, reducing their 

carcinogenic effect on the epithelial cells (138). Studies have also suggested that calcium 

influences cell signaling pathways, enhancing cell differentiation and reduces cell 

proliferation (139). Much of the effect of dairy products on CRC risk can be assigned to the 

influence of calcium, however butyrate, lactic acid-producing bacteria and lactoferrin may 

also have protective effects (140). Regarding wholegrain, a consumption of 90 grams per day 

has been found to reduce CRC risk with 17 % (19). The protective properties of wholegrain 

are thought to be caused by the content of fiber (i.e. shortening transit time, enhancing 
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production of short chain fatty acids by microbiota and preventing insulin resistance) and 

nutrients with anti-carcinogenic effect (141).       

Only the non-dietary variables “age”, “FIT value” and “BMI” were ranked among the ten 

most important variables for the performance in models. However, the “FIT value” was 

ranked at the top for most models where the variables was included in the dataset. A “gap” in 

the importance value from “FIT value” when ranked at the top to the next variable was seen 

among most models. Inclusive of Model 3.4 in both the training and the test dataset where 

“FIT value” was assigned an importance value of 15.50 and 15.11, respectively. The 

respective next variable which was “dairy products” had a mean importance value of 11.35 in 

the training dataset and 12.26 in the test dataset. The “FIT values” importance in the models 

are in alignment with the variable’s ability alone to classify participants, showing an AUROC 

of 0.62. 

 

However, excluding the “FIT value” from the prediction model only led to a small reduction 

in the AUROC value for Model 3.4 (from 0.64 to 0.61). The higher predictive performance 

when the result from the FIT was included in the models are in line with previous studies (63, 

71, 142). Further, Model 3.4 (no FIT value) ranked “dairy products”, “alcohol”, “wholegrain” 

and “processed meat” as the most important variables for the prediction. Although the models 

without the results from the FIT were not evaluated in the test dataset, the ranking may 

indicate the importance of dietary variables being incorporated in prediction models of 

advanced neoplasia.  

 

Interestingly, Model 3.2 (no FIT value) showed an equal AUROC and sensitivity as Model 

3.2. This suggests that the models created with CRC relevant dietary factors plus within sub-

cohort no.2 (i.e. critical to detect: advanced serrated lesions, non-advanced adenoma (>3) in 

addition to advanced adenoma and CRC; true negatives: no adenoma, non-advanced serrated 

lesions/other lesions) were not dependent on the “FIT value” to obtain the AUROC. Model 

3.2 (no FIT value) ranked “age” as the most important variable, followed by dietary variables.  

 

The lifestyle and demographic variables found to be most important for the models were 

“BMI” and “age”. Worth noticing is that none of the other lifestyle and demographic variables 

were ranked among the ten most important variables, which may be an artefact introduced by 

how the importance of the variables was measured. Variable importance when measured 
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using change in impurity is known to be biased against categorical variables (143, 144), so 

while our results indicated limited importance, using a permutation approach could have 

provided a more accurate measure of importance for these lifestyle and demographic variables 

in our prediction models. Thus, the results cannot be interpreted as lifestyle and demographic 

variables not having an impact on CRC. Further, the variable importance is in line with the 

predictive performance (i.e. AUROC shown in Table 13) for each variable alone, except for 

“sex”, in sub-cohort no.4. It is possible that the population is too similar regarding lifestyle 

and demographic factors (Table 2), which may be a consequence of a too small population 

where the model is trained. Furthermore, the LDQ used was not validated and may not have 

captured the correct answers.  

 

Variable importance must be interpreted with caution as it does not state anything more than 

that the variable itself is important for prediction performance. Variable importance provides 

the mean decrease in impurity, meaning how well the variable can divide the population into 

two as "pure" (i.e. case or control) daughter groups as possible. However, the variable 

importance does not tell anything about where the split was performed (e.g. at what level of 

intake in grams/day).  

5.2.3 Strengths and limitation  

A major strength of this master’s thesis is that it had its origin in a well-organized, large, 

prospective cohort study (92). Another strength is that participants are collected from two 

different centers located in two different municipalities. It has resulted in access to a 

population with only FIT-positive participants and provided high quality data, and a greater 

sample-size compared to other nutrition studies. For instance, it provided clinically verified 

outcome information, lifestyle and demographic data, and detailed dietary information 

collected through a validated FFQ. As the use of any instrument to evaluate dietary habits, 

FFQs are prone to errors. To mitigate errors exclusion of participants providing low quality 

dietary data or unrealistic energy intake was done prior to the analysis. A further strength is 

the strict definition of the outcome variables, both those who were considered as critical to 

find and as true negatives, we believe that this makes it easier to interpret which of the 

variables are important for correct classification of participants. Further, we practice 

transparency of the RF models by reporting variable importance. Even though they do not 
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provide a direction of the variable (i.e. more or less associated with critical to find group) they 

do say something about the importance of implementing the variable in the model.  

  

A limitation to the study is the cross-sectional design, which prevents causal interpretation of 

the relationship between selected input variables and outcome variables. Another limitation to 

the study is the representativeness, as people participating in this screening trial have agreed 

to conduct FIT repeatedly in addition to answer questionnaires. A third limitation of this study 

is that we only used one approach to create the prediction models, there was no other ML or 

conventional method used in addition to RF. The implementation of another method could 

have made it possible to compare results, and even provide a better discrimination.  

It may be a limitation that the final models were selected manually based on best predictive 

performers (i.e. AUROC) instead of predetermined theories. As the final models may have 

been better fitted to training dataset than to the test dataset. Further, the models were not 

validated in an external cohort. Since no other study has used both Random Forest and a 

bouquet of dietary variables to predict CRC, the possibilities of future studies are many.  

 

Our findings highlight the importance of implementing dietary variables known to have an 

impact on CRC development when creating a prediction model for CRC screening. 

Furthermore, our study shows the potential of using ML methods, instead of traditional 

methods, to detect who are in greater need of colonoscopy and who are not. 

5.3 The usability of prediction models and further studies  

Our models did not yield particularly accurate predictions, hence the implementation into a 

screening program for CRC probably would not lead to a great improvement. Firstly, the best 

performing models in the training dataset performed worse in the test dataset. This is not 

usually the case for RF models as they are known to have minimal overfitting (135). 

Secondly, the dietary variables used in the model are not easily measured. In our study, they 

are collected by a comprehensive FFQ, which may be a burden for the participants, and it is 

more demanding for the clinician as the method requires further processing of the data  

 

Further studies should continue to investigate the inclusion of dietary variables in prediction 

models as they were shown to be more important for model accuracy. For instance, an idea 
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could be to use dichotomous dietary variables (e.g. above or below five portions of fruits and 

vegetables per day). Furthermore, researchers should investigate the use of dietary 

information collected from a simpler FFQ which can be filled out digitally, with targeted 

questions, where the answers can be used directly into an algorithm. With these methods it 

might be easier to interpret the variable importance, it may also be easier to collect and use 

dietary information in a screening setting. Moreover, studies with larger sample sizes, where 

several different ML techniques are tried out at the same time should be conducted to review 

whether this can provide a better prediction of who are in greater need of colonoscopy and 

who are not.  
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6 Conclusion 

In this cross-sectional study among FIT positive participants, we were unable to create a 

prediction model with satisfactory ability to detect participants in need of colonoscopy, using 

detailed dietary, lifestyle and demographic data in combination with FIT data. However, our 

results showed that the models using dietary variables known to influence CRC risk were 

better at identifying people in need of colonoscopy than the models incorporating more 

general dietary variables. Except for a few variables (FIT value, age and BMI), the dietary 

variables known to influence CRC were in general more important for the predictive 

performance than the other variables. This was especially the case for the variables “dairy 

products”, “alcohol”, “wholegrain”, and “processed meat”. Implementation of the FIT result 

in the model gave, not surprisingly, a more accurate prediction compared to models where 

this variable was omitted. 

In terms of performance, our best models (Model 3.4 and Model 4.4) generated a higher 

AUROC in the training dataset than in the test dataset. Even though Model 3.4 differed from 

Model 4.4, by including the FIT result, as well as lifestyle, and demographic variables, the 

models showed an equal AUROC in the test dataset; thus showing the importance of 

implementing dietary variables, even if predictive performance was not optimal. 
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Supplementary file 3: FFQ quality control flowchart for 
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Figure 1. Upon receiving food frequency questionnaires (FFQs) from CRCbiome participants, completion is 

reviewed by researchers with expertise in nutritional epidemiology. Participants with FFQs of insufficient 

quality are contacted for clarification of inconsistencies and missing data. Reviewed questionnaires are then 

scanned using the Cardiff TeleForm program at the University of Oslo (UiO). Food and nutrient calculations are 

conducted using the software system KBS (“Kostberegningssystem”/Dietary Calculation System) with the latest 

version of the food database, largely based on the Norwegian Food Composition Table (1). Missing answers are 

imputed as zero in line with common practice (2–5). Any FFQs regarded as potentially problematic during the 

data handling process are listed. Dietary intake data and the list of potentially problematic FFQs are then 

returned to the Cancer Registry of Norway (CRN). Potentially problematic FFQs are reviewed according to a set 

of predefined criteria, including inconsistency in reporting, number of missing pages and amount of missing food 

items. Based on these criteria, FFQs are graded as being of low, medium or sufficient quality. Whereas low 

quality FFQs will be excluded from all analysis where diet is the primary exposure, medium quality FFQs will 

be included unless sensitivity analysis indicates substantial attenuation of effect estimates. Lastly, in line with 

common practice in nutrition studies (6), observations with extreme energy intake levels in both the upper and 

lower range will be excluded. 

1.  Norwegian Food Safety Authority. Norwegian Food Composition Database 2019. [cited 2020 Jun 16]. 

http://www.matvaretabellen.no 
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Supplementary file 6: Lifestyle and demographic variables 

explanation  

Abbreviation  Variable name  Variable explanation  

Kjonn.x Sex  Includes male and female.  

Age invitation  Age  Participants age at the time the baseline of the CRCbiome study.  

BMI  BMI  Body Mass Index. Calculated as weight (in kilograms) divided 

by the square of the height (in meter). Both height and weight 

are self-reported. BMI was used as a continuous variable.  

PhysAct_Score  Physical activity 

score  

Calculated as moderate intensity physical activity in minutes, 

plus minutes with high intensity physical activity times two.  

Smoking  Smoking habits  Reporting of daily or occasional smoking was considered as 

smokers. In addition people missing answer about usual 

smoking habits, but answered that they were formerly smoking 

for > 30 years or quitted within 5 years/60 months was 

categorised as smokers. Reporting of quitting smoking for more 

the 5 years/ 60 months, missing information on smoking 

information, but usually smoking <30 years and never smoked 

was considered non-smokers.  

Utdanning  Education  Reported as the highest level of education: primary school, high 

school, university/college and missing. 

Tarmkreft_Familie Family history of 

CRC  

A positive family history of CRC includes a parent, sibling or 

child with CRC.  
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Supplementary file 7: Dietary variables explanation  

Abbreviation Variable 

names 

Variable explanation 

LOFF+ LCT + SMBR + 

(FROK_S - V807) + 

(GRYTE/3) = 

ref_grain_product 

Refined grain 

products 

Includes all kind of bread made with 100 % sifted flour 

(e.g., white bread, hamburger buns, pizza doughs without 

topping, phyllo dough, wraps). Does also include sweetened 

cereals (e.g., Honey corn, cornflake’s) and crackers.  

GROVBR + KNEIP + 

KNFL + FROK_U + V807 + 

V5456 = grian_product 
Grain products 

Includes all kind of bread, crisp bread and flat bread made 

with whole-wheat flour (< 50 % or > 50 %).  Does also 

include unsweetened cereals (oats, Bran flakes) and porridge 

(oatmeal). 

MELRIS + (SUSHI/2) + 

(PASTAR/3) = 

pasta_rice_grain 

Pasta, rice, and 

grains 

Includes all kind of pasta (e.g., macaroni, spaghetti), rice, 

flour, groats and wholegrain (e.g., couscous, quinoa). 

KAKER 

Cake 

Includes all kind of cakes and sweet baking goods. E.g., 

waffles, cinnamon buns, chocolate cake, cookies, and soft 

cake. 

POTETRA + POTETKOKT 

+ POTETSTEKT = 

unproc_pot 

Unprocessed 

potatoes 

Includes raw, boiled and fried potatoes. 

POTGRAT + POTSAL + 

POTRET + POMFRIT + 

POTMOS = proc_pot  

Processed 

potatoes 

Includes potatoes au gratin, potato salad (with cream or oil 

dressing), mashed potatoes and French fries. 

GRS_FF - V1129 = 

Vegetables  
Vegetable 

Includes all fresh, frozen or cooked vegetables  

GRS_K Conserved 

vegetables 

Includes all canned and pickled vegetables (e.g., canned 

tomatoes, canned corn, and ketchup). 

GRSRETT + (GRYTE/3) + 

GRUP = veg_dish  
Vegetable dish 

Includes all dishes made of vegetables (e.g., vegetable stew, 

wok) and all kind of vegetable soups.  

FRU_F Fresh and frozen 

fruit 

Includes all kinds of fruits and berries, fresh or frozen. 

FRU_K + V2652 = 

cons_fruit 
Conserved fruits 

All kinds of canned, pickled, and dried fruits and berries. 

Including jam, marmalade, raisins, and fruit cocktail. 

JUICE Juice Includes all juices made from fruits and berries. 

FETFRU + V1129 +V9805 

= fatty_fruits  
Fatty fruits 

All kinds of olives, nuts (with and without salt), seeds and 

avocado. 

KJOT_H + KJO_AP = 

unproc_red_meat 

Unprocessed red 

meat 

All kind of red meat and venison, unprocessed.  

LJOT_P + KJOPL 

+(PASTAR/3) + (GRYTE/3) 

= proc_red_meat 

Processed read 

meat 

Includes all kind of processed read meat (e.g., minced meat, 

sausages, meatloaf, ham, salami).  

BLODIN 
Meat offal 

Includes products made from blood and offal from mammals 

(e.g., lung puree and blood pudding).  

HVIKJO_R + HVIKJO_V = 

unproc_white_meat 

Unprocessed 

white meat 

Includes unprocessed meat from poultry.  

HVIKJO_P Processed white 

meat 

Includes processed meat form poultry (e.g. sausages, turkey 

ham).  

FISK_MH + FISK_U + 

(SUSHI/4) + (SUSHI/4) = 

lean_fish  

Lean fish 

Includes filet from lean and semi fatty fish. (e.g., cod, 

halibut). Also includes clipfish and lutefish. 

FISK_F  + (SUSHI/4) = 

fatty_fish 
Fatty fish 

Includes filet from fatty fish (e.g. salmon, rout)  

FISK_P 
Processed fish 

Includes products made from fish (e.g., fish finger, breaded 

fish filet, fish cakes). 

SKALDY Shellfish Includes all kind of shellfish. 

IMAT_F Fish offal Includes all kind of fish offal (e.g. fish liver and roe).  
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FISKPA Fish spread Spread made from fish (e.g., mackerel in tomato).   

EGG 
Egg 

Includes all egg dishes. Including boiled egg, scrambled egg, 

omelette, and fried egg. 

MELKYO + V5450 +  

(0.8*V8406) + (0.8 V8407) 

+  (0.8 V8433) = milk_yogh 

Milk and yoghurt 

Includes all kinds of milk, both high fat, low fat, skimmed, 

flowered and sour milk. Includes yoghurt, both natural, 

flavoured, and low fat and rice porridge.  

FLOTIS + V5368 = 

cream_prod  Cream products 

Includes cream and sour cream, both high fat and low fat, 

and cream products. E.g., ice cream, sour cream porridge, 

custard, and puddings. 

OST_H 
White cheese 

Includes hard white cheese, cream cheese, dessert cheeses 

and low-fat cheeses (e.g., cottage cheese).  

OST_B Brown cheese Includes all kinds of brown cheese and prim.  

MARG + 

MARG_L=margarine  
Margarine 

Includes all kind of margarine, including light margarine. 

SMOR + SMOR_U = butter  
Butter 

Includes all kind of butter, including butter-margarine blend 

products (e.g., Bremykt) and diet butter. 

OLJE_A 
Oil 

Includes all kind of oil used in cooking or /and in dishes. 

E.g., olive oil and sunflower oil. 

MAJODR 

Dressing 

Includes sour cream dressings, mayonnaise, mayonnaise like 

products (e.g., aioli and rémoulade) and mayonnaise salads 

(e.g., Italian salad).  

SUK_MV + HONSIR = 

sweetner 
Sweetener 

Includes sugar, artificial sweetener, honey, syrup, and other 

sweeteners used to sweeten food or drinks.  

SJOK + SOTPA = sweets  
Sweets 

Include all kind of candy and chocolate, also chocolate 

spread (e.g. Nugatti).  

KAFFE – (0.8 V8406) – (0.8 

V8407) – (0.8 V8433) = 

coffee 

Coffee 

Includes coffee (does not include milk and sweetener used in 

coffee)   

TE – (V8420 + V8421) = tea Tea Includes tea (does not include iced tea, milk or sweetener).   

VINBR Wine and liquor Include all kind of wine, liquor, and cocktails with alcohol.  

OL Beer Includes beer with alcohol.  

MELKERS + V5277 = 

milk_sub 
Milk substitute 

Includes non-dairy beverages (e.g. oat milk, almond milk, 

soy drink, coconut milk)  

SAFTK + SAFTIS + 

SABR_S + OLV_AF + 

V8421= energy_drinks 

Energy drinks 

and ice lolly 

Include soft drinks with sugar (E.g., soda with sugar, nectar, 

squash, and ice tea) and non-alcoholic beer. Does also 

include sorbet and ice lolly (e.g. Lollypop). 

SABR_L + V8420 = 

no_energy_drinks  
No energy drinks 

Include artificial sweetened soda, squash and iced tea.  

SNACKS 
Snacks 

Includes all kind of snacks products (e.g. potato chips, 

tortilla chips and popcorn)  

SAUS + (PASTAR/3) = 

sause 
Sauce 

Includes all type of sauces. E.g., mustard, béarnaise sauce, 

gravy, cream sauces, salsa, pesto.  

PULVER Powder Includes broth powder and powder in instant soups.   

KRYDDERE 
Spices and herbs 

Includes all kind of spices (e.g., salt) and herbs (e.g., basil) 

used in dishes and in cooking.  

Abbreviations: V807, havrefras; V5456,havregrøt; V5450, risgrøt; V1129, avocado: V2652, A-frukt herm+grøt; 

V5368, N-pudding; V8421, iste med sukker; V8406, caffe latte enkel H melk;  V8407, cappuccino enkel H melk; 

V8433, iskaffe kunstigsøtet; V8420, iste lett tine; V8421, iste med sukker Tine; V5277, Yofu Soyayoghurt; V9805, 

sesampostei. 
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Supplementary file 8: CRC relevant dietary variables 

explanation  

Abbreviation   Variable names  Variable explanation  

Fruit_wcrf Fruits  Includes all kind of fruits, both fresh and frozen. However, it only 

includes 50 % of conserved fruits, jam, and dried fruits consumed and 

only 100g of all juice consumed.   

Vegetables_wcrf Vegetables  Includes all kind of vegetables fresh, frozen or prepared in any way. 

Includes pickled and conserved vegetables. Includes 50 % of vegetable 

dishes consumed (e.g. vegetable stew and vegetable soup). 

Red_meat_wcrf Red meat  Includes all kind of red meat, except from venison. Duse not include 

processed meat products. 

Proc_meat_wcrf Processed meat  Include all kind and products of red and white meat. 

Dairy_wcrf Dairy products  Includes all products made from animal milk (e.g. Milk, cream, cheese, 

ice cream). 

Fish_wcrf Fish  Includes all fish, but only 90 % of fish spread (e.g. marcel in tomato 

sauce), 60% of fish products (e.g. fish cakes, fish fingers). Shellfish and 

fish offal are not included.   

Alko.x Alcohol Total intake of alcohol in the diet.  

Fiber.x Fiber  Total intake of fiber in the diet.  

Fullk.x Wholegrain Total intake of wholegrain in the diet.  

VitD Calcium  Total intake of calcium in the diet. 

Ca.x Vitamin D Total intake of vitamin D in the diet.  
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Supplementary file 9: Ethical approval for the CRCbiome 

study  
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Supplementary file 10: Mean variable importance with 

energy adjusted dietary variables  

Model 1 E  Model 1.2 E  Model 1.3 E  Model 1.4 E  

FIT value 11.96 Age 10.07 FIT value 10.24 FIT value 10.16 

Age 10.20 FIT value 9.69 Age 8.71 Milk & yoghurt 5.83 

Milk & yoghurt 8.46 Milk & yoghurt 9.38 Milk & yoghurt 8.66 Grain products 4.83 

Butter 8.30 Grain products 8.54 BMI 7.63 Proc red meat 4.75 

Grain products 8.06 BMI 8.46 Grain products 7.57 Butter 4.60 

White cheese 8.01 White cheese 7.46 White cheese 7.29 Age 4.57 

Unproc potato 7.54 Fre/froz fruit 7.13 Cons fruits 7.17 Cream products 4.50 

Vegetable 7.54 Vegetable 7.11 Vine and liquor 6.78 Cons vegetables 4.45 

BMI 7.40 Unproc potato 7.00 Proc red meat 6.52 BMI 4.33 

Lean fish 7.25 Conserved fruits  6.95 Fre/froz fruit 6.21 Fatty fish  4.20 

Model 2 E  Model 2.2 E  Model 2.3 E   Model 2.4 E  

Milk & yoghurt 9.17 Milk & yoghurt 9.82 Milk & yoghurt 9.39 Milk & yoghurt 7.31 

White cheese 8.42 Grain products 9.30 Grain products 8.23 Grain products 5.93 

Grain products 8.41 White cheese 8.62 Cons. fruits 7.71 Proc. red meat 5.84 

Unproc potato 8.14 Unproc potato 8.07 Wine and liquor 7.47 Butter 5.69 

Butter 8.07 Fre/froz fruit  8.04 Unproc potato 7.24 Cream products 5.56 

Fre/froz fruit 7.81 Vegetable 7.93 Proc red meat 7.15 Fre/froz fruit 4.83 

Lean fish 7.78 Cons. vegetables 7.86 White cheese 7.13 White cheese 4.78 

Cream products 7.70 Cons fruits 7.856 Cream products 6.89 Cons. fruits 4.72 

Vegetable  7.61 Butter 7.64 Sweetener 6.85 Cons vegetables 4.71 

Sweetener 7.47 Fatty fish  7.54 Cons vegetables 6.82 Sweetener  4.68 

Model 3 E  Model 3.2 E  Model 3.3 E  Model 3.4 E   

FIT value 16.96 Age  17.65 Whole grain  12.69 FIT value 14.69 

Age  15.79 FIT value 17.13 FIT value  12.67 Whole grain  10.82 

Whole grain  15.34 Whole grain  16.62 Dairy products  12.57  Dairy products  10.37 

Vitamin D  15.22 Dairy products 16.52 Age  12.58  Calcium 9.84 

Calcium  14.87 Vitamin D  15.63 Calcium 11.51 Alcohol 9.47 

Fish  14.43 Fruits  15.43 Processed meat  11.43 Vitamin D  9.11 

Fruits 14.39 Calcium  15.36 Red meat 11.40 Vegetables 8.97 

Vegetables  14.34 Alcohol  15.31  BMI 11.39 Age 8.91 

Red meat 14.32 BMI 15.24 Fruits 11.34 BMI  8.73 

Alcohol  14.18 Red meat  14.69  Vitamin D  11.18 Red meat  8.64  

Model 4 E  Model 4.2 E  Model 4.3 E   Model 4.4 E   

Fish 24.06 Dairy products 25.28 Dairy products 22.21 Dairy products 15.45 

Whole grain  23.99 Whole grain  24.2 Whole grain  22.87 Calcium 14.13 

Dairy products  23.62 Alcohol 23.60 Calcium 20.11 Whole grain 14.08 

Fruits  23.01 Fruits 23.56 Vegetables 19.96 Alcohol 14.08 

Alcohol 22.85 Vitamin D 23.13 Processed meat 19.79 Processed meat 13.59 

Vitamin D 22.62 Fish  23.03 Red meat 19.77 Fruits 13.55 

Calcium 22.36 Red meat 22.71 Fruits 19.69 Vegetables 13.31 

Vegetables  22.21 Vegetables 22.40 Fiber  19.16 Vitamin D 13.29 

Red meat 21.88 Calcium 22.20 Vitamin D 19.02 Red meat  13.02 

Processed meat  21.76 Processed meat  21.94 Alcohol  18.75  Fish 12.70 

Abbreviations: Cons vegetables, conserved vegetables; Unproc potato, unprocessed potatoes; Proc red meat, 

processed red met; Proc Meat, Processed meat; Milk & yoghurt, milk and yoghurt, Fre/ froz fruit, fresh and 

frozen fruits; FIT, Faecal Immunochemical Test; BMI, Body Mass Index. Variable importance of models created 

with energy adjusted Overall diet plus, Overall diet, CRC relevant dietary factors plus and CRC relevant dietary 

factors, with all the four cohorts as output. The ten most important variables are listed with their respective 

importance ranking, the most influential are at the top of every list.  

 


