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Nuclei in the 135I region have been identified as being a possible bottleneck for the i process. Here we present
an indirect measurement for the Maxwellian-averaged cross section of 126Sb(n, γ ). The nuclear level density and
the γ -ray strength function of 127Sb have been extracted from 124Sn(α, pγ ) 127Sb data using the Oslo method.
The level density in the low-excitation-energy region agrees well with known discrete levels, and the higher-
excitation-energy region follows an exponential curve compatible with the constant-temperature model. The
strength function between Eγ ≈ 1.5–8.0 MeV presents several features, such as an upbend and a possibly double-
peaked pygmy-like structure. None of the theoretical models included in the nuclear reaction code TALYS seem
to reproduce the experimental data. The Maxwellian-averaged cross section for the 126Sb(n, γ ) 127Sb reaction
has been experimentally constrained by using our level-density and strength-function data as input to TALYS. We
observe a good agreement with the JINA REACLIB, TENDL, and BRUSLIB libraries, while the ENDF/B-VIII.0 library
predicts a significantly higher rate than our results.
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I. INTRODUCTION

The origin of elements heavier than iron in our universe
is a hot topic of research among nuclear and astrophysicists,
and is regarded as being one of the Eleven Science Questions
for the New Century [1]. Since the seminal paper of Burbidge
et al. [2], neutron-capture reactions have been identified as the
main mechanism for which heavy-element nucleosynthesis
take place in stars. Now we know that two processes are
mainly responsible for the abundances of heavier-than-iron
elements in the universe: the s process and the r process,
standing for the slow and rapid neutron-capture processes,
respectively. These two processes produce different abun-
dance patterns, and the relative abundances of Ba, La, and
Eu on a star’s surface may indicate whether the elemental
abundance of the star follows an s or r process distribution
(see, e.g., [3]).

One particularly interesting case is the one of carbon-
enhanced metal-poor stars (CEMPs). These are old stars in
the galactic halo and may be enriched in either r process
elements [4], s process elements, or both [5]. CEMPs enriched
in both s and r process elements present a huge challenge.
Since the two processes are thought to happen in very differ-
ent astrophysical sites, the mixing of the interstellar medium
prior to the formation of the star cannot be the reason behind
this peculiar abundance pattern. A possible explanation is
the presence of an intermediate neutron-capture process (the
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i process) with neutron densities between that of the s and r
processes [6]. By assuming that the i process is taking place,
both one-zone models and more complex star simulations are
able to reasonably reproduce the observed abundances in these
stars (see, e.g., [6–8]). However, all these studies conclude that
more accurate estimates of fundamental nuclear properties
are needed for a better understanding of the i process. In
particular, neutron-capture rates are of great importance.

Experimental studies of nuclei in the 135I region are inter-
esting for two reasons. First, this region is thought to act as
a bottleneck for the i process in CEMP-r/s stars according to
Hampel et al. [6]. However, to say how significant this bottle-
neck might be, one needs information on the neutron-capture
rates for the involved nuclei. Second, experimental data on
fundamental properties of neutron-rich nuclei will help us to
develop better and more predictive theoretical models, which
both i and r process simulations heavily rely on.

As neutron-capture rates are extremely hard to measure
directly on unstable nuclei, one relies on indirect techniques
to constrain these rates. At the Oslo Cyclotron Laboratory
(OCL), an experimental method has been developed to mea-
sure nuclear statistical properties, namely, the γ -ray strength
function (GSF) and the nuclear level density (NLD). These
two quantities can in turn be used to calculate an experimen-
tally constrained (n, γ ) cross section (see [9] and references
therein). In this work, we present new data on 127Sb, produced
by the 124Sn(α, pγ ) 127Sb reaction. This is the first experiment
of a new experimental campaign where neutron-rich nuclei are
made by bombarding the most neutron-rich, stable nucleus in
an isotopic chain with α particles. The 127Sb nucleus is part
of the 135I region, and using our measured GSF and NLD
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of 127Sb we can provide a data-constrained 126Sb(n, γ ) 127Sb
reaction rate for the first time.

The article is structured as follows: The experimental setup
will be described in Sec. II, and the Oslo method will be pre-
sented in Sec. III. The uncertainty analysis and quantification
will be discussed in Sec. IV and a discussion on the resulting
calculation of the neutron-capture rate in Sec. V. Finally, a
summary and an outlook are given in Sec. VI.

II. EXPERIMENTAL SETUP

The experiment was carried out in November 2020 at the
OCL, using an α beam of 24 MeV and ≈6 nA intensity
produced by the MC-35 Scanditronix cyclotron. The beam
impinged on a 124Sn self-supporting target of 0.47 mg/cm2

thickness and 95.3% enrichment for a period of six days. A
short run with a 1-mg/cm2-thick 12C target was performed
for calibration purposes.

As we were interested in the particle-γ coincidences from
the (α, pγ ) reaction, the Oslo SCintillator ARray (OSCAR)
and the Silicon Ring (SiRi) detector arrays were used. The
targets were placed inside OSCAR [10], an array of 30 cylin-
drical (3.5′′ × 8.5′′) LaBr3(Ce) γ -ray detectors mounted on a
truncated icosahedron frame. The distance between the front
of the detectors and the center of the target was 16 cm. OS-
CAR has an energy resolution of 2.7% at Eγ = 662 keV, and
fast timing properties with a typical resolution of the prompt
timing peak of ≈1–5 ns. SiRi [11] is a �E -E particle tele-
scope consisting of a ring of eight silicon-telescope modules
covering 126◦-140◦ in backward angles (corresponding to 6%
of 4π ). Each module consists of a thick (1550 μm) E back de-
tector, with a thin (130 μm) �E detector in the front. The �E
detector is divided into eight strips covering about 2◦ each,
all together forming a system of 64 detectors. To separate the
various reaction channels and select only the (α, p) data, we
used the �E -E technique, plotting the deposited energy in
the back detector versus the deposited energy in the front strip

FIG. 1. The �E -E plot, or “banana” plot, where the energy
deposited on the front strip of SiRi (�E ) is plotted against the
one deposited on the back detector (E ). From bottom to top, we
see three bands where the lowest one shows the energies deposited
by ejected protons in the 124Sn(α, p) 127Sb reaction, the second
deuterons from the 124Sn(α, d ) 126Sb reaction, and the third tritons
from the 124Sn(α, t ) 125Sb reaction.

(“banana” plots; see Fig. 1). The recently installed XiA digital
electronics were applied for the data acquisition.

For the energy calibration of OSCAR, we used the
4.439 MeV γ transition from the first-excited state of 12C,
together with the 511 keV annihilation peak. To calibrate SiRi,
we used the ground-state peak of 127Sb in the proton “banana”
and the ground-state peak of 125Sb in the triton “banana.”

Using the reaction kinematics, we mapped the measured
ejectile’s energy to excitation energy of the recoiled nucleus,
thus providing an excitation energy vs γ -ray energy 2D spec-
trum called the “raw” coincidence matrix. Both the excitation
energy and γ -ray energy calibration were then fine-tuned us-
ing the known low-lying excited states of 127Sb, their decay
energy, and the nucleus’s neutron-separation energy.

III. THE OSLO METHOD

The Oslo method is a set of techniques developed at the
OCL to extract the GSF and the NLD from the first-generation
γ -ray matrix [12–14]. To obtain the first-generation
matrix, we start from the calibrated raw matrix shown in
Fig. 2(a), which must first be unfolded. By unfolding, we
mean the process of deconvolution; i.e., we estimate the
“true” signal that was distorted due to the detector response.
The algorithm is explained in detail in Ref. [12]. In brief, it is
an iterative technique exploiting the fact that folding is a very
fast procedure. Starting out with a trial function for the “true”
spectrum, the trial function is folded with the known detector
response matrix and compared to the observed spectrum. The
trial function is then updated accordingly and the process is
repeated until good agreement with the observed spectrum
is found. The unfolding procedure is regularized in two
ways: First, the Compton subtraction method is used to
preserve the experimental fluctuations bin-by-bin. Second,
the “goodness-of-fit” is weighted with the experimental
fluctuations in addition to the usual χ2 result. Here we use the
OSCAR response function [10,15], and the unfolded matrix
is presented in Fig. 2(b).

An excited nucleus may decay directly to the ground state
or go through a γ -ray cascade, involving one or more lower-
lying excited levels, before reaching the ground state. To
extract the NLD and GSF, we need the first-generation (or pri-
mary) γ rays, meaning the first γ rays from a cascade. These
can be extracted by the iterative subtraction method described
in Ref. [13]. The main assumption behind this method is that
the γ spectra are the same whether an excitation-energy bin
was populated directly through the reaction, or by γ decay
from above-lying Ex bins. The resulting first-generation ma-
trix is shown in Fig. 2(c).

The NLD and GSF are average, statistical quantities de-
scribing the nucleus in the quasicontinuum, and are the
equivalent of levels and reduced transition probabilities in
the discrete region. In the quasicontinuum region, the en-
ergy levels are still separable, in principle, as the mean level
spacing, D, is bigger than the level width, �. However, in
practice, it is very hard to measure each level and its decay
properties, and so it is more useful to describe the nu-
cleus using the NLD and GSF in the quasicontinuum region.
This excitation-energy region is chosen in the first-generation
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FIG. 2. The (a) raw, (b) unfolded, and (c) first-generation matrices used in the Oslo method analysis. On all matrices, the x axis indicates
the γ -ray energy, Eγ , and the y axis the excitation energy Ex . Displayed on all three panels are the Ex = Eγ lines and the neutron-separation
energy Sn = 8.383 MeV.

matrix to extract the NLD and the GSF [14], as shown in
Fig. 2(c).

The GSF is defined as [16]

f XL(Ex, Eγ , J, π ) =
〈
�XL

γ (Ex, Eγ , J, π )
〉

D(Ex, Eγ , J, π )E2L+1
γ

, (1)

where f XL is the GSF for electromagnetic character X and
multipolarity L for a transition energy Eγ , 〈�XL

γ 〉 is the aver-
age partial γ decay width, and D is the mean level spacing.
In principle, the GSF may depend on excitation energy Ex,
spin J , and parity π . The GSF is directly related to the γ

transmission coefficient by

T (Ex, Eγ , J, π ) = f XL(Ex, Eγ , J, π )

2πE2L+1
γ

. (2)

The generalized Brink-Axel hypothesis [17,18] states that we
can average out the dependence on Ex, J , and π , allowing
us to simplify this expression. This hypothesis, central to the
Oslo method, is shown to hold for neighboring nuclei of tin
[19], and we assume this is the case also for 127Sb. Using this
hypothesis, and considering the dipole radiation (L = 1) to be
dominant, we obtain

T (Eγ ) = f (Eγ )

2πE3
γ

. (3)

From Fermi’s golden rule [20,21], we know that the decay
probability is proportional to both the square of the matrix
element between the initial and final state, and the number
of states available in the final excitation-energy bin. This is
applied in the following ansatz [14]:

P(Eγ , Ex ) ∝ T (Eγ )ρ(Ex − Eγ ); (4)

i.e., the first-generation matrix P(Eγ , Ex ) is proportional to
the product of the two vectors of T (Eγ ) and ρ(Ex − Eγ ),
where the latter is the NLD at excitation energy Ex − Eγ . This
holds as long as we deal with statistical decay: the decay is
independent of the way the compound nucleus was originally

created. Therefore, we must make cuts in the first-generation
matrix to ensure that this is fulfilled.

For 127Sb, we choose the following limits: Emin
x =

6.3 MeV, Emax
x = 8.5 MeV, and Emin

γ = 1.3 MeV. These limits
ensure that the excitation energy is high enough for statistical
decay to be dominant. The upper Ex limit is just above the
neutron-separation energy, so that the spectra are not con-
taminated with neutron signals. The limit on Eγ is necessary
to prevent the possible inclusion of transitions originating
from higher-generation γ rays with low transition energies,
in particular the strong 1095 keV transition originating from
the (11/2+) level at Ex = 1095 keV [see Fig. 2(a)]. Applying
these limits on P(Eγ , Ex ), we estimate the experimental first-
generation matrix by [14]

P(Eγ , Ex ) = T (Eγ )ρ(Ex − Eγ )∑Ex

Eγ =Emin
γ

T (Eγ )ρ(Ex − Eγ )
. (5)

The simultaneous extraction of T (Eγ ) [and thus f (Eγ ) by
Eq. (3)] and ρ(Ex − Eγ ) happens by normalizing the first-
generation matrix, P(Eγ , Ex ), at each excitation energy Ex,
i.e.,

Eγ∑
Eγ =Emin

γ

P(Eγ , Ex ) = 1, (6)

and running a χ2 minimization of Eq. (5) [14] to extract two
solutions for f̃ (Eγ ) and ρ̃(E f ). If one solution is found, it can
be shown [14] that any solution of the form

ρ̃(Ex − Eγ ) = Aeα(Ex−Eγ )ρ(Ex − Eγ ), (7a)

T̃ (Eγ ) = BeαEγ T (Eγ ) (7b)

also satisfies Eq. (5) for any three parameters A, B, and α.
These are to be determined from experimental data. Nor-
mally, the number of levels at low excitation energies, the
s-wave level spacing at the neutron-separation energy, D0,
and the average total radiative width, 〈�γ 〉, would be used.
However, such data are typically not available for nuclei far
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FIG. 3. Normalization of the NLD (see text) together with the
theoretical level density models nld (shorthand for ldmodel 1 to 6)
used in TALYS [31,32]. The uncertainties in the data points include
statistical uncertainties and systematic uncertainties from unfolding
and the first-generation method. The total uncertainty band includes
also systematic errors from the normalization.

from stability and 127Sb is no exception. We will discuss
the normalization of the functions ρ and T in the following
section.

IV. NORMALIZATION AND UNCERTAINTY
PROPAGATION

A. Normalization of the NLD

The parameters A and α from Eq. (7a) are needed for the
normalization of the NLD. To constrain these would require
two anchor points at low and high excitation energy. We
normalize our data points in the low-energy region by a fit
to known, discrete levels taken from Ref. [22]. By comparing
our data points to the known levels smoothed with our ex-
perimental resolution, we observe that the experimental NLD
fits very well in the Ex region between ≈0.2 and 0.8 MeV,
as well as between ≈1.4 and 2.1 MeV (shaded regions in
Fig. 3). The apparent “bump” in between these intervals could
be due to levels in the database that we do not observe in
our experiment. We also normalize our experimental ρ(Ex )
to the level density at the neutron-separation energy. This can
be calculated from the measured level spacing D0 of s-wave
neutron resonances at separation energy with [14]

ρ(Sn) = 2σ 2
I

D0[(It + 1)e−(It +1)2/2σ 2
I + It e−I2

t /2σ 2
I ]

, (8)

where It is the spin of the target nucleus and σI is the spin-
cutoff parameter. The use of this formula introduces a model
dependence by requiring the estimation of σI for the spin
distribution at the separation energy. This is done by assuming
a rigid-body moment of inertia:

σ 2
I,RMI(Sn) = 0.00146A5/3 1 + √

1 + 4aUn

2a
, (9)

where Un = Sn − E1, E1 = −0.45 MeV is the excitation-
energy shift and a = 12.35 MeV−1 is the level-density
parameter, calculated according to the formalism of Ref. [23].
The observed experimental values of ρ(Ex ) do not reach the
separation energy due to the lower limit Emin

γ , which means
the highest Ex is given by Emax

x − Emin
γ . To perform a fit to

the ρ(Sn) value, the data must be extrapolated up to Ex = Sn.
This extrapolation introduces another model dependence as
one has to assume some model for ρ(Ex ) in the gap be-
tween our data points and ρ(Sn). A commonly used model
is the constant-temperature (CT) model, given by the formula
[24,25]

ρCT(Ex ) = 1

TCT
exp

(
Ex − E0

TCT

)
, (10)

where the energy shift, E0, and the nuclear temperature, TCT,
are parameters to be found from fitting to data. Using another
model, such as the back-shifted Fermi gas model, gives essen-
tially the same results in the case where the gap between our
data and ρ(Sn) is not too large (see Ref. [26]).

Experimental D0 values are typically available for stable
nuclei, from which ρ(Sn) can be derived using Eq. (8). For
unstable nuclei, the value of ρ(Sn) must be obtained by other
means. In this work, we compare theoretical values to the
semiexperimental values for nuclei in the same mass region
as 127Sb. Thus, we apply a similar strategy to the one in
Kullmann et al. [27], where D0 values for the neighboring
isotopes of Sn, Sb, and Te (corresponding to Z = 50, 51, and
52, respectively) from both the Atlas of Neutron Resonances
[28] and the Reference Input Parameter Library [29] were
used to calculate ρ(Sn). These values are then compared to
the theoretical ρ(Sn) estimates using the global parametriza-
tion of Ref. [23] to evaluate how well they agree. From this,
ρEB(Sn) = 376 × 103 MeV−1 is obtained for 127Sb.

A conservative estimate of the uncertainty of ρ(Sn) for
127Sb from this evaluation would be a flat probability distri-
bution between 0.53ρEB and 1.28ρEB, where the edges of the
distribution are smoothed with a Gaussian with a standard de-
viation of δρ = 90 × 103 MeV−1. The probability distribution
was chosen to be flat between the two values 0.53ρEB and
1.28ρEB, as there is no clear reason to prefer one value over
another within this range. The value of δρ is not straightfor-
ward to obtain. However, we believe that we have chosen a
reasonable estimate, as it corresponds to what is obtained by
translating the uncertainty in the value of D0 for neighboring
nuclei to ρ(Sn) using Eq. (8).

Many different NLD normalizations were generated with
the counting.c code from the Oslo method software [30] by
varying the input parameters to the code. The code normalizes
the experimental NLD by running a χ2 minimization of the
(unnormalized) experimental data fitting it to the known levels
at low Ex, and to the CT model that goes through ρ(Sn) at
high Ex. The input parameters that are changed are the lower-
and upper-energy bins constraining the fitting interval (L1 and
L2) for the χ2 minimization in the low-Ex region. Further,
the ρCT formula in Eq. (10) is used to interpolate the level
density between our data points and ρ(Sn). The parameters
E0 and TCT from Eq. (10) are determined in counting.c by
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TABLE I. Values used for the normalization of the NLD. The parameters E1 and a are the excitation-energy shift and the level-density
parameter, respectively, used in the rigid-body moment of inertia formula in Eq. (9). E0 and TCT refer to the parameters used in the constant-
temperature model in Eq. (10), while ρ f (Sn) and δρ(Sn) represent the limits for which the level density at neutron-separation energy is flat, and
the width of the tapering outside these limits, respectively. Finally, σI is the spin-cutoff parameter calculated by Eq. (9) and D0 is the range of
level spacings of s-wave neutron resonances related to ρ f (Sn) by Eq. (8).

E1 a E0 TCT ρEB(Sn) ρ f (Sn) δρ(Sn) σI D0

(MeV) (MeV−1) (MeV) (MeV) (103 MeV−1) (103 MeV−1) (103 MeV−1) (eV)

−0.45 12.35 (−1.2,−1.9)a 0.8 376 199–481 90 6.45 58.8–24.3

aVarying according to the choice of ρ f (Sn).

providing a fitting interval to the data at high Ex and to the
value of ρ(Sn).

Above a given Ex, the level density becomes more smooth
and the information about the known levels starts to become
incomplete (in this case, where Ex � 3 MeV). As the CT
model is essentially an exponential function, and our data
points display a very smooth trend where Ex ≈ 3–6.5 MeV,
the TCT parameter was found to vary very little when choosing
different data points for the fit. Therefore, these fitting points
were kept fixed, using a temperature parameter of TCT =
0.8 MeV. The E0 parameter in the CT formula is the shift
parameter, and for a fixed TCT, this will change according to
the choice of ρ(Sn). The E0 parameter was found to have val-
ues between E0 = −1.2 MeV (for 0.53ρEB) and E0 = −1.9
MeV (for 1.28ρEB). See Table I for an overview of all the
parameters used in the NLD normalization.

The counting.c code was run with every L1 and L2 com-
bination so that L1 < L2 � 22 (where bin 22 corresponds to
Ex = 2.68 MeV), and a range of 50 values for ρ(Sn) between
0.4ρEB and 1.4ρEB, incorporating the smoothing of the edges
as mentioned above. This range corresponds to 11 500 differ-
ent parameter combinations, and thus differently normalized
NLDs. For each of these combinations, we calculate a χ2

NLD
score through

χ2
NLD =

∑
i

[ρn(Ei ) − ρk (Ei )]2

�ρn(Ei )2
+ χ2

Sn
, (11)

where the sum runs over the energy bins i =
{6, 7, 8, 9, 10, 14, 15, 16, 17, 18}, where the results seem
to agree the most with the known levels and are shown in the
shaded regions of Fig. 3. ρn(Ei ) is the value at the ith energy
bin of the normalized NLDs, �ρn(Ei ) its associated statistical
uncertainty from the experiment, and ρk (Ei ) the level density
calculated from the smoothed known levels. Finally, χ2

Sn

keeps track of the uncertainty for the normalization tied to the
choice of ρ(Sn) and is calculated as

χ2
Sn

=

⎧⎪⎨
⎪⎩

[ρn(Sn )−0.53ρEB]2

ρ2
σ

, if ρn(Sn)/ρEB < 0.53,

0, if 0.53 � ρn(Sn)/ρEB � 1.28,
[ρn(Sn )−1.28ρEB]2

ρ2
σ

, if ρn(Sn)/ρEB > 1.28,

(12)

mimicking what a χ2 score would look like for a flat distri-
bution inside a range, and otherwise behaving as a normal
distribution. With 11 500 different NLDs [and thus 11 500
ρ(Ex ) values for each energy bin], each with its own χ2

NLD,

we are able to find the mean value of each bin by choosing
the value with the smallest χ2

NLD. Then, for each Ei bin, the
uncertainty was graphically determined by checking where
the parabola-like χ2

NLD(ρ(Ei )) plot crossed the χ2
min + 1 line

[see Fig. 4(a)].
We note that the NLD normalization is rather strongly

constrained by the fit to the known levels in the two shaded
regions shown in Fig. 3. Therefore, despite the large uncer-
tainty in the normalization point ρEB(Sn), the slope of the
NLD data points (and thus the slope of the GSF) is quite well
determined.

In Fig. 3, together with the experimental results, we show
the six NLD models included in TALYS 1.95 [31,32]. Here
ldmodel 1 combines a constant-temperature model with the
Fermi gas model [25], ldmodel 2 is the back-shifted Fermi
gas model [25], ldmodel 3 the generalized superfluid model
[33,34], and ldmodel 4–6 are Hartree-Fock-based calcula-
tions. From Fig. 3 we can observe that most of the models
fail at reproducing the experimental results, and do not even
meet the conservative error estimate for ρ(Sn), with the ex-
ception of ldmodel 4 that comes the closest to the Oslo
data.

FIG. 4. The χ 2 scores of each calculated NLD (a) and GSF
(b) for Ex = 2.68 MeV and Eγ = 2.68 MeV. Each Ex and Eγ bin has
a similar, parabola-shaped distribution of χ 2 scores. From these we
estimate the uncertainty of every bin by checking graphically where
the parabola crosses the χ 2 + 1 line (red points). The mean value is
where χ 2 = χ 2

min (black triangles).
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FIG. 5. Values of 〈�γ 〉 from Mughabghab [28] and RIPL [29] for
the neighboring nuclei of 127Sb. The black dashed line indicates the
linear regression for the 〈�γ 〉 values of the odd-even nuclei.

B. GSF

The last free parameter in Eq. (7b) is B, responsible for
the absolute normalization of the GSF. Since the average total
radiative width, 〈�γ 〉, for 127Sb is not known, it is again nec-
essary to use systematics from neighboring nuclei to assess its
value. In Fig. 5 we show the 〈�γ 〉 values for different nuclei in
this mass region, gathered from Ref. [28]. Two patterns are ob-
served, one for the even-even and one for the odd-even nuclei,
respectively. As 127Sb is odd-even, we use the data from the
other odd-A nuclei to estimate 〈�γ 〉. Either an average or an
extrapolation from linear regression could be used to predict
the 〈�γ 〉 value for 127Sb, and fortunately, both yield about the
same values, rounded to 〈�γ 〉μ = 105 meV. The uncertainty
is taken to be normally distributed and is kept conservatively
to be 〈�γ 〉σ = 25 meV (see Fig. 5).

To get the absolute normalization of the GSF, we use
the script normalization.c [30], that takes as input the
〈�γ 〉 value, the estimated D0 value which (with the given
spin distribution) reproduces ρ(Sn) used for the NLD data
points, the normalized NLD, and the γ -ray transmission coef-
ficient normalized in slope with the parameter α. By choosing
13 different 〈�γ 〉 values between 〈�γ 〉 = 65.5–142.5 meV,
we run normalization.c for each NLD obtained from
counting.c. This gives us 149 500 different GSFs, 13 for
each NLD. Each GSF inherits the χ2

NLD score from the as-
sociated NLD, and to assess the “goodness-of-fit” we add a
term accounting for the deviation of the chosen 〈�γ 〉n from
the mean value 〈�γ 〉μ = 105 meV:

χ2
GSF = χ2

NLD + (〈�γ 〉n − 〈�γ 〉μ)2

〈�γ 〉2
σ

. (13)

Similarly to the NLD calculations, the GSF evaluated at each
Eγ energy bin will have a mean value corresponding to where
χ2

GSF = χ2
min, and an uncertainty where the χ2

min( f (Eγ )) + 1
line crosses the parabola. This is shown for one specific bin
(i = 22, where Ei = 2.68 MeV) in Fig. 4(b). The resulting
GSF with the corresponding errors is displayed in Fig. 6.

FIG. 6. The normalized GSF, together with the theoretical mod-
els str (shorthand for strength 1 to 8) used in TALYS [31,32].
The uncertainties in the data points include statistical uncertainties
and systematic uncertainties from unfolding and the first-generation
method. The total uncertainty band includes also systematic errors
from the normalization.

C. Comparison with GSF models

We observe that the GSF shows similar features to the
ones found in the neighboring nuclei—most prominently, a
resonance-like peak at about Eγ ≈ 7 MeV and a low-energy
enhancement below Eγ ≈ 3 MeV. These structures can be
interpreted as the pygmy dipole resonance (PDR) and the
upbend on top of the tail of the giant dipole resonance
(GDR). Along with the experimental results, Fig. 6 shows
the eight theoretical GSF models available from the reaction
code TALYS 1.95 [31,32]. None of these seem to fit well,
as none predict such a strong pygmy-like structure as ob-
served in the data. Although the upbend is included in four
of them (strength 1, 5, 6, and 7), none seem to give a fully
correct behavior. The GFSs modeled by strength 1 and 2
are the generalized Lorentzian model [35] and the standard
Lorentzian (Brink-Axel) model [18,36], respectively. These
are phenomenological models, and are not expected to give
good predictions for nuclei far from stability. All other models
are microscopic, mostly based on the quasiparticle random-
phase approximation. These models attempt to describe nuclei
from the underlying physics rather than by phenomenology.
However, none of them manage to predict the PDR for 127Sb
in a satisfying way; they all systematically underestimate the
strength in the Eγ = 5–7 MeV region. This underestimate of
the PDR may consequently lead to systematic underestimates
of (n, γ ) rates used in astrophysical applications.

The main feature of the GSF for transition energies below
Sn is the tail of the GDR, and also the PDR. The GDR tail can
be modeled by a generalized Lorentzian (GLO) [35],

f GLO(Eγ ) = σ0�0

3π2h̄2c2

(
Eγ �K(

E2
γ − E2

0

)2 + E2
γ �2

K

+ 0.7
�K,0

E3
γ

)
,

(14)
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TABLE II. Fitting parameters for the GLO of 126Sn, 127Sb, and
128Te (see text).

Tf E0 �0 σ0

Nucleus (MeV) (MeV) (MeV) (mb)

126Sn 0.30(10) 15.3(3) 4.6(6) 265(22)
127Sb 0.30(30)a 15.4(4) 5.4(10) 283(28)
128Te 0.30(30)a 15.4(1) 6.1(4) 301(5)

aEstimated from tin isotopes.

where

�K (Eγ , Tf ) = �0

E2
0

(
E2

γ + 4π2T 2
f

)
(15)

and �K,0 = �K (0, Tf ). σ0, E0, �0, and Tf are considered free
parameters, representing the peak cross section, the energy
centroid, the width, and the temperature of the final levels,
respectively. As there are no experimental photonuclear data
of 127Sb, we infer the GLO parameters by again comparing to
data from neighboring nuclei. We choose the GLO parameters
by averaging over the values of fitting the GDRs for 126Sn
and 128Te, these being the nuclei directly below and above
127Sb in the nuclear chart, respectively. As a proxy for the
GDR of 128Te, we sum over the 128Te(γ , n) and 128Te(γ , 2n)
cross sections from Lepretre et al. [37], while the GLO
parameter values of 126Sn are found by extrapolation from
the lighter isotopes of tin [19,38,39]. These two approaches
give GLOs quite similar in magnitude and shape, and we
estimate the GLO parameters of σ0, E0, and �0, for 127Sb
to be the mean of the corresponding values found for 126Sn
and 128Te. However, in order to find an appropriate value for
Tf , we need information on the low-energy tail (well below
Sn), which is not available from photonuclear data as the data
from Lepretre et al. [37] only probes the GSF from Sn and
higher Eγ . We choose to use the same Tf as applied for the
tin isotopes, with a large uncertainty. All parameters can be
found in Table II.

Figure 7 shows two different attempts to decompose the
GSF into its constituent structures. The GDR, the upbend
and a pygmy-like structure at ≈7 MeV, and the spin-flip M1
resonances are included in both. The GDR was modeled with
a GLO using the parameters in Table II, the upbend by an
exponential function of the form

f up(Eγ ) = Cupe−aupEγ , (16)

and the spin-flip M1 resonances by a standard Lorentzian

f SLO(Eγ ) = 1

3π2h̄2c2

σs�
2
s Eγ(

E2
γ − E2

s

)2 + E2
γ �2

s

, (17)

where σs, �s, and Es are free parameters and correspond to the
same quantities as for the GLO in Eq. (14). These parameters
were determined by extrapolation of the fittings of the M1
strengths measured in lighter tin isotopes [39] similarly as
what done with the GDR. In Fig. 7(a), a single Gaussian is
employed to describe the pygmy structure, while in Fig. 7(b)
two Gaussians are employed. The choice of employing Gaus-
sians to model resonances is unorthodox, but gives a better fit

FIG. 7. Two possible decompositions of the GSF with one
(a) and two (b) Gaussians for the PDR region (see discussion in
text). The uncertainties in the data points correspond to the statistical
uncertainty and systematic uncertainties from unfolding and the first-
generation method.

than using a more conventional Lorentzian when applied to
the PDR. This is as also observed for other nuclei (e.g., tin
isotopes in Ref. [40]) and the reason for this is unknown. The
Gaussian function is given by

f Gauss(Eγ ) = 1√
2πσr

C exp

[
− (Eγ − Er )2

2σ 2
r

]
, (18)

where σr is the standard deviation, C is a normalization
constant, and Er is the centroid (expected value). A satis-
fying fit of the PDR is obtained with only one Gaussian
function, although the data points at the highest Eγ are not
fully reproduced. This fit gives an integrated, energy-weighted
cross section of ≈0.7% of the Thomas-Reiche-Kuhn energy-
weighted sum rule (EWSR) [41–43]; see Table III. Three
Gaussians are needed to reproduce all the visible structures
as shown in Fig. 7(b), yielding ≈0.9% of the sum rule; see
Table IV. While the use of two Gaussians has been done in
Ref. [40] to describe the PDR in tin isotopes, an additional,
smaller structure is observed for 127Sb at Eγ ≈ 4 MeV. A
similar feature is present in the 117Sn GSF at Eγ ≈ 2.5 MeV
[38,44] and they might have the same origin. Although the
energy region could coincide with that of the scissors mode,
both tin and antimony with their respective proton numbers of
50 and 51 are known to be almost spherical nuclei, while the
scissors mode is observed only in deformed nuclei.

Although it was found that the integrated, energy-weighted
cross section of the pygmy-like structure is ≈0.8% of the
EWSR, it should be emphasized that this is a conservative esti-
mate. In this work a fitted GLO “background” with a maximal

TABLE III. Parameters used for the Gaussian in Fig. 7(a).

Er σr C EWSR
Function (MeV) (MeV) (10−9 MeV−2) (%)

Gauss 6.52(5) 0.70(3) 164(9) 0.72(5)
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TABLE IV. Parameters used for the three Gaussians in Fig. 7(b).
The EWSR is calculated only for the second and third Gaussian,
fitting the pygmy-like peak.

Er σr C EWSR
Function (MeV) (MeV) (10−9 MeV−2) (%)

Gauss1 3.88(2) 0.19(3) 2.2(4) –
Gauss2 6.41(7) 0.69(4) 157(15) –
Gauss3 7.52(8) 0.28(9) 46(15) –
Sum – – – 0.9(2)a

aCalculated only for the last two Gaussians.

E1 strength is employed. Considering that theoretical models
(e.g., those in TALYS) give a rather low GDR tail (see Fig. 6),
the fraction could be considerably larger.

V. NEUTRON-CAPTURE CROSS SECTION

The radiative neutron-capture rate [or (n, γ )-rate] and
the Maxwellian-averaged cross section (or MACS) are of
particular interest for astrophysical applications such as nucle-
osynthesis network calculations. These quantities are closely
related by [45]

NA〈σv〉 = NA〈σ 〉
vT

, (19)

where NA〈σv〉 is the (n, γ ) rate, NA〈σ 〉 the MACS, NA is Avo-
gadro’s number, and vT = √

2kBT/m̃ is the thermal speed.
Further, kB, T , and m̃ are the Boltzmann constant, the tem-
perature, and the reduced mass of the neutron plus the target
nucleus, respectively. The (n, γ ) rate can then be calculated
by (see, e.g., [3])

NA〈σv〉(T ) =
(

8

πm̃

)1/2 NA

(kBT )3/2Gt (T )

∫ ∞

0

∑
μ

2Jμ
t + 1

2J0
t + 1

× σμ
nγ (E )E exp

[
−E + Eμ

x

kBT

]
dE , (20)

where J0
t and Jμ

t are the spin for the ground state and the μth
excited state, respectively, Eμ

x the energy of the μth excited
state, E the relative energy between the neutron and the target
nucleus, σμ

nγ the (n, γ ) cross section for the target nucleus
excited to the μth state, and Gt (T ) is the partition function
given by

Gt (T ) =
∑

μ

2Jμ
t + 1

2J0
t + 1

exp

[−Eμ
x

kBT

]
. (21)

The radiative neutron-capture cross section (σμ
nγ ) in

Eq. (20) can be calculated from either theoretical or experi-
mental values of the NLD and GSF for the compound nucleus
in the Hauser-Feschbach framework [46]. Recommended the-
oretical values for either the (n, γ ) rate, the MACS, or both
can be found in libraries such as the JINA REACLIB rates [47],
TENDL-19 [32], BRUSLIB [48], and ENDF/B-VIII.0 [49].

From the experimentally constrained NLD and GSF of
127Sb, we calculate the (n, γ ) rate and the MACS for 126Sb,
the latter shown in Fig. 8. This was done using TALYS [31,32].

FIG. 8. The calculated experimentally constrained MACS for
the 126Sb(n, γ ) reaction, together with theoretical values from JINA

REACLIB [47], TENDL [32], BRUSLIB [48], and ENDF/B-VIII.0 [49].

By using each NLD-GSF pair as input, we propagate both
the statistical and systematic uncertainties of the NLD and the
GSF by letting the resulting MACS inherit the χ2 score of the
pair. From this, the uncertainty was found for each energy bin
by graphically checking where the χ2 + 1 line would cross
the parabola, similarly to what done before with the NLD and
the GSF.

The experimentally constrained MACS is compared to
different libraries such as JINA REACLIB, TENDL-19, ENDF/B-
VIII.0, and BRUSLIB, together with the span of all TALYS

predictions available from each theoretical NLD and GSF
model combination, including both microscopic and macro-
scopic models (light yellow band in Fig. 8). We see that the
MACS of both TENDL-19 and JINA REACLIB are inside the
1σ confidence band and the same is true for the BRUSLIB

library. All of those libraries are compatible with our esti-
mated MACS. However, the ENDF/B-VIII.0 library predicts a
much higher rate (outside the experimental 2σ confidence),
although it is still within the TALYS uncertainty band. It is not
clear why ENDF/B-VIII.0 predicts a much higher MACS than
the others, but probably it is due to significant differences in
the input NLD and GSF used for the evaluation of the MACS.

The large variations in the NLD and GSF models are
demonstrated in Figs. 3 and 6. The actual input models used
in the libraries are not necessarily transparent, except for the
BRUSLIB library which consequently uses the ldmodel 5 and
strength 4 [48]. Therefore, it is hard to explain why some
of the library MACS are within the 1σ band of the present
work and some are not. To be able to conclude whether the
i process can explain abundance observations, one needs to
know the uncertainty in the (n, γ ) rates of the nuclei involved
in the i process. Moreover, the abundance sensitivity to nu-
clear input is often evaluated by varying the (n, γ ) rates within
some range. Unless known experimentally, the range might be
determined from the variation in theoretical predictions using
different NLD and GSF models (see, e.g., Refs. [7,50,51]),
or by varying the rates of a library (such as JINA REACLIB)
by a fixed factor (see, e.g., Ref. [52]). Both these methods
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suffer from the problem that the models themselves usually
do not provide parameter uncertainties. For a given rate, the
uncertainty range might be too large, but also skewed, as
the theoretical predictions are not necessarily normally dis-
tributed about the “true” value. Therefore, it is of utmost
importance to (i) obtain as much experimental information as
possible for nuclei relevant to the i process, and (ii) develop
models of the NLD and GSF that are able to grasp the underly-
ing physics, and at the same time provide reasonable estimates
of existing experimental data.

VI. SUMMARY AND OUTLOOK

This work presents the measurement of the
124Sn(α, pγ ) 127Sb reaction. We have experimentally
extracted the NLD and GSF of 127Sb. These quantities
have allowed us to estimate the Maxwellian-averaged cross
section for the 126Sb(n, γ ) 127Sb reaction, which is of interest
for i process network calculations. The resulting MACS is in
agreement with the estimates from the JINA REACLIB, BRUSLIB,
and TENDL libraries. In contrast, a significant discrepancy was
found with the ENDF/B-VIII.0 library.

It has been found that the GSF of 127Sb displays an up-
bend and a pygmy-like resonance at about Eγ = 7 MeV.
By fitting models to the data, we have estimated that the
strength in the PDR region corresponds to about 0.7%–0.9%
of the Thomas-Reiche-Kuhn energy-weighted sum rule. A

small peaklike structure was observed at about Eγ = 4 MeV,
which is difficult to explain with theoretical models. More
precise measurements in this area, together with data of the
GSF below 3 MeV and above the neutron-separation energy,
would be desirable to better understand the behavior of these
structures.

It is our hope that our data might inspire future develop-
ments of better theoretical models for the GSF. The impact
of the data-constrained (n, γ ) 127Sb MACS on final i (and
possibly r) process abundances will be addressed in a future
work.

ACKNOWLEDGMENTS

We would like to thank Pawel Sobas, Victor Modamio,
and Jon C. Wikne at the Oslo Cyclotron Laboratory for op-
erating the cyclotron and providing excellent experimental
conditions, and Fabio Zeiser for taking shifts during the ex-
periment. A.C.L. gratefully acknowledges funding from the
Research Council of Norway, Project No. 316116. The cal-
culations were performed on resources provided by Sigma2,
the National Infrastructure for High Performance Comput-
ing and Data Storage in Norway (using “Saga,” on Project
No. NN9464K). V.W.I., A.G., and S.S. gratefully acknowl-
edge financial support from the Research Council of Norway,
Project No. 263030. E.F.M. acknowledges support from the
INTPART program from the Research Council of Norway,
Project No. 310094.

[1] N. R. Council, Connecting Quarks with the Cosmos: Eleven
Science Questions for the New Century (National Academies
Press, Washington, DC, 2003).

[2] E. M. Burbidge, G. R. Burbidge, W. A. Fowler, and F. Hoyle,
Synthesis of the elements in stars, Rev. Mod. Phys. 29, 547
(1957).

[3] M. Arnould, S. Goriely, and K. Takahashi, The r-process
of stellar nucleosynthesis: Astrophysics and nuclear physics
achievements and mysteries, Phys. Rep. 450, 97 (2007).

[4] T. Hansen, C. J. Hansen, N. Christlieb, T. C. Beers, D. Yong,
M. S. Bessell, A. Frebel, A. E. G. Pérez, V. M. Placco,
J. E. Norris, and M. Asplund, An elemental assay of very,
extremely, and ultra-metal-poor stars, Astrophys. J. 807, 173
(2015).

[5] C. Sneden, J. J. Cowan, and R. Gallino, Neutron-capture ele-
ments in the early galaxy, Annu. Rev. Astron. Astrophys. 46,
241 (2008).

[6] M. Hampel, R. J. Stancliffe, M. Lugaro, and B. S. Meyer,
The intermediate neutron-capture process and carbon-enhanced
metal-poor stars, Astrophys. J. 831, 171 (2016).

[7] J. E. McKay, P. A. Denissenkov, F. Herwig, G. Perdikakis, and
H. Schatz, The impact of (n,γ ) reaction rate uncertainties on the
predicted abundances of i-process elements with 32 � Z � 48
in the metal-poor star HD94028, Mon. Not. R. Astron. Soc. 491,
5179 (2020).

[8] S. Goriely, L. Siess, and A. Choplin, The intermediate neutron
capture process, Astron. Astrophys. 654, A129 (2021).

[9] A. Larsen, A. Spyrou, S. Liddick, and M. Guttormsen, Novel
techniques for constraining neutron-capture rates relevant for

r-process heavy-element nucleosynthesis, Prog. Part. Nucl.
Phys. 107, 69 (2019).

[10] F. Zeiser, G. Tveten, F. Bello Garrote, M. Guttormsen, A.
Larsen, V. Ingeberg, A. Görgen, and S. Siem, The γ -ray energy
response of the Oslo Scintillator Array OSCAR, Nucl. Instrum.
Methods Phys. Res. Sect. A 985, 164678 (2021).

[11] M. Guttormsen, A. Bürger, T. E. Hansen, and N. Lietaer, The
SiRi particle-telescope system, Nucl. Instrum. Methods Phys.
Res. Sect. A 648, 168 (2011).

[12] M. Guttormsen, T. Tveter, L. Bergholt, F. Ingebretsen, and
J. Rekstad, The unfolding of continuum γ -ray spectra, Nucl.
Instrum. Methods Phys. Res. Sect. A 374, 371 (1996).

[13] M. Guttormsen, T. Ramsøy, and J. Rekstad, The first generation
of γ -rays from hot nuclei, Nucl. Instrum. Methods Phys. Res.
Sect. A 255, 518 (1987).

[14] A. Schiller, L. Bergholt, M. Guttormsen, E. Melby, J. Rekstad,
and S. Siem, Extraction of level density and γ strength function
from primary γ spectra, Nucl. Instrum. Methods Phys. Res.
Sect. A 447, 498 (2000).

[15] F. Zeiser and G. M. Tveten, oslocyclotronlab/OCL_GEANT4:
Geant4 model of OSCAR, in Nuclear Instruments and Methods
in Physics Research Section A: Accelerators, Spectrome-
ters, Detectors and Associated Equipment (v2.0.0.1, Vol. 985,
p. 164678), Zenodo (2020), https://doi.org/10.5281/zenodo.
4018494.

[16] G. A. Bartholomew, E. D. Earle, A. J. Ferguson, J. W. Knowles,
and M. A. Lone, Gamma-ray strength functions, in Advances in
Nuclear Physics: Volume 7, edited by M. Baranger and E. Vogt
(Springer US, Boston, MA, 1973), p. 229.

015804-9

https://doi.org/10.1103/RevModPhys.29.547
https://doi.org/10.1016/j.physrep.2007.06.002
https://doi.org/10.1088/0004-637X/807/2/173
https://doi.org/10.1146/annurev.astro.46.060407.145207
https://doi.org/10.3847/0004-637X/831/2/171
https://doi.org/10.1093/mnras/stz3322
https://doi.org/10.1051/0004-6361/202141575
https://doi.org/10.1016/j.ppnp.2019.04.002
https://doi.org/10.1016/j.nima.2020.164678
https://doi.org/10.1016/j.nima.2011.05.055
https://doi.org/10.1016/0168-9002(96)00197-0
https://doi.org/10.1016/0168-9002(87)91221-6
https://doi.org/10.1016/S0168-9002(99)01187-0
https://doi.org/10.5281/zenodo.4018494


F. POGLIANO et al. PHYSICAL REVIEW C 106, 015804 (2022)

[17] D. M. Brink, Some aspects of the interaction of fields with
matter, Ph.D. thesis, Oxford University, 1955.

[18] P. Axel, Electric dipole ground-state transition width strength
function and 7-Mev photon interactions, Phys. Rev. 126, 671
(1962).

[19] M. Markova, P. von Neumann-Cosel, A. C. Larsen, S. Bassauer,
A. Görgen, M. Guttormsen, F. L. Bello Garrote, H. C. Berg,
M. M. Bjørøen, T. Dahl-Jacobsen, T. K. Eriksen, D. Gjestvang,
J. Isaak, M. Mbabane, W. Paulsen, L. G. Pedersen, N. I. J.
Pettersen, A. Richter, E. Sahin, P. Scholz et al., Comprehensive
Test of the Brink-Axel Hypothesis in the Energy Region of the
Pygmy Dipole Resonance, Phys. Rev. Lett. 127, 182501 (2021).

[20] P. A. M. Dirac, The quantum theory of the emission and absorp-
tion of radiation, Proc. R. Soc. London, Ser. A 114, 243 (1927).

[21] E. Fermi, Nuclear Physics (University of Chicago Press,
Chicago, 1950).

[22] National Nuclear Data Center, information extracted from the
NuDat database, https://www.nndc.bnl.gov/nudat.

[23] T. von Egidy and D. Bucurescu, Systematics of nuclear level
density parameters, Phys. Rev. C 72, 044311 (2005).

[24] T. Ericson, The statistical model and nuclear level densities,
Adv. Phys. 9, 425 (1960).

[25] A. Gilbert and A. G. W. Cameron, A composite nuclear-level
density formula with shell corrections, Can. J. Phys. 43, 1446
(1965).

[26] H. K. Toft, A. C. Larsen, U. Agvaanluvsan, A. Bürger, M.
Guttormsen, G. E. Mitchell, H. T. Nyhus, A. Schiller, S. Siem,
N. U. H. Syed, and A. Voinov, Level densities and γ -ray
strength functions in sn isotopes, Phys. Rev. C 81, 064311
(2010).

[27] I. K. B. Kullmann, A. C. Larsen, T. Renstrøm, K. S. Beckmann,
F. L. Bello Garrote, L. C. Campo, A. Görgen, M. Guttormsen,
J. E. Midtbø, E. Sahin, S. Siem, G. M. Tveten, and F. Zeiser,
First experimental constraint on the 191Os(n, γ ) reaction rate
relevant to s-process nucleosynthesis, Phys. Rev. C 99, 065806
(2019).

[28] S. F. Mughabghab, Atlas of Neutron Resonances, Volume 2:
Resonance Parameters and Thermal Cross Sections Z = 1–100
(Elsevier, Amsterdam, Netherlands, 2018).

[29] R. Capote, M. Herman, P. Obložinský, P. Young, S. Goriely,
T. Belgya, A. Ignatyuk, A. Koning, S. Hilaire, V. Plujko, M.
Avrigeanu, O. Bersillon, M. Chadwick, T. Fukahori, Z. Ge, Y.
Han, S. Kailas, J. Kopecky, V. Maslov, G. Reffo et al., RIPL—
Reference Input Parameter Library for calculation of nuclear
reactions and nuclear data evaluations, Nucl. Data Sheets 110,
3107 (2009).

[30] M. Guttormsen, F. Zeiser, J. E. Midtbø, V. W. Ingeberg,
and A.-C. Larsen, oslocyclotronlab/oslo-method-software: Oslo
Method v1.1.5 (v1.1.5), Zenodo (2021), https://doi.org/10.
5281/zenodo.5507864.

[31] A. Konig, S. Goriely, and S. Hilaire, TALYS-1.9, A nuclear
reaction program, User manual, Tech. Rep., 2017, https://tendl.
web.psi.ch/tendl_2019/talys.html.

[32] A. Koning, D. Rochman, J.-C. Sublet, N. Dzysiuk, M. Fleming,
and S. van der Marck, TENDL: Complete nuclear data li-
brary for innovative nuclear science and technology, Nucl. Data
Sheets 155, 1 (2019).

[33] A. Ignatyuk, K. Istekov, and G. Smirenkin, Collective effects in
the level density and the nuclear fission probability, Yad. Fiz.
30, 1205 (1979).

[34] A. V. Ignatyuk, J. L. Weil, S. Raman, and S. Kahane, Density
of discrete levels in 116Sn, Phys. Rev. C 47, 1504 (1993).

[35] J. Kopecky and M. Uhl, Test of gamma-ray strength functions
in nuclear reaction model calculations, Phys. Rev. C 41, 1941
(1990).

[36] D. Brink, Individual particle and collective aspects of the nu-
clear photoeffect, Nucl. Phys. 4, 215 (1957).

[37] A. Leprêtre, H. Beil, R. Bergère, P. Carlos, J. Fagot, A. De
Miniac, A. Veyssière, and H. Miyase, A study of the giant dipole
resonance in doubly even tellurium and cerium isotopes, Nucl.
Phys. A 258, 350 (1976).

[38] H. K. Toft, A. C. Larsen, A. Bürger, M. Guttormsen, A. Görgen,
H. T. Nyhus, T. Renstrøm, S. Siem, G. M. Tveten, and A.
Voinov, Evolution of the pygmy dipole resonance in sn isotopes,
Phys. Rev. C 83, 044320 (2011).

[39] S. Bassauer, P. von Neumann-Cosel, P.-G. Reinhard, A. Tamii,
S. Adachi, C. A. Bertulani, P. Y. Chan, A. D’Alessio, H.
Fujioka, H. Fujita, Y. Fujita, G. Gey, M. Hilcker, T. H. Hoang,
A. Inoue, J. Isaak, C. Iwamoto, T. Klaus, N. Kobayashi,
Y. Maeda et al., Electric and magnetic dipole strength in
112,114,116,118,120,124Sn, Phys. Rev. C 102, 034327 (2020).

[40] M. Markova, Experimental study of the pygmy dipole reso-
nance in the (p, p′γ ) reaction on 124Sn and its evolution in the
Sn isotopic chain, Master’s thesis, University of Oslo, 2020.

[41] W. Thomas, Über die Zahl der Dispersionselektronen, die
einem stationren Zustande zugeordnet sind. (Vorläufige Mit-
teilung), Naturwissenschaften 13, 627 (1925).

[42] F. Reiche and W. Thomas, Über die Zahl der Dispersionselek-
tronen, die einem stationären Zustand zugeordnet sind, Z. Phys.
34, 510 (1925).

[43] W. Kuhn, Über die Gesamtstärke der von einem Zustande aus-
gehenden Absorptionslinien, Z. Phys. 33, 408 (1925).

[44] U. Agvaanluvsan, A. C. Larsen, R. Chankova, M. Guttormsen,
G. E. Mitchell, A. Schiller, S. Siem, and A. Voinov, Enhanced
Radiative Strength in the Quasicontinuum of 117Sn, Phys. Rev.
Lett. 102, 162504 (2009).

[45] C. Iliadis, Nuclear Physics of Stars (Wiley-VCH, Weinheim,
2015).

[46] T. Rauscher and F.-K. Thielemann, Astrophysical reaction rates
from statistical model calculations, At. Data Nucl. Data Tables
75, 1 (2000).

[47] R. H. Cyburt, A. M. Amthor, R. Ferguson, Z. Meisel, K.
Smith, S. Warren, A. Heger, R. D. Hoffman, T. Rauscher,
A. Sakharuk, H. Schatz, F. K. Thielemann, and M. Wiescher,
The JINA REACLIB database: Its recent updates and impact
on type-I x-ray bursts, Astrophys. J. Suppl. Series 189, 240
(2010).

[48] Y. Xu, S. Goriely, A. Jorissen, G. L. Chen, and M. Arnould,
Databases and tools for nuclear astrophysics applications:
BRUSsels nuclear LIBrary (BRUSLIB), Nuclear Astrophysics
Compilation of REactions II (NACRE II) and nuclear NET-
work GENerator (NETGEN), Astron. Astrophys. 549, A106
(2013).

[49] D. Brown, M. Chadwick, R. Capote, A. Kahler, A. Trkov, M.
Herman, A. Sonzogni, Y. Danon, A. Carlson, M. Dunn, D.
Smith, G. Hale, G. Arbanas, R. Arcilla, C. Bates, B. Beck,
B. Becker, F. Brown, R. Casperson, J. Conlin et al., ENDF/B-
VIII.0: The 8th major release of the nuclear reaction data library
with CIELO-project cross sections, new standards and thermal
scattering data, Nucl. Data Sheets 148, 1 (2018).

015804-10

https://doi.org/10.1103/PhysRev.126.671
https://doi.org/10.1103/PhysRevLett.127.182501
https://doi.org/10.1098/rspa.1927.0039
https://www.nndc.bnl.gov/nudat
https://doi.org/10.1103/PhysRevC.72.044311
https://doi.org/10.1080/00018736000101239
https://doi.org/10.1139/p65-139
https://doi.org/10.1103/PhysRevC.81.064311
https://doi.org/10.1103/PhysRevC.99.065806
https://doi.org/10.1016/j.nds.2009.10.004
https://doi.org/10.5281/zenodo.5507864
https://tendl.web.psi.ch/tendl_2019/talys.html
https://doi.org/10.1016/j.nds.2019.01.002
https://doi.org/10.1103/PhysRevC.47.1504
https://doi.org/10.1103/PhysRevC.41.1941
https://doi.org/10.1016/0029-5582(87)90021-6
https://doi.org/10.1016/0375-9474(76)90011-7
https://doi.org/10.1103/PhysRevC.83.044320
https://doi.org/10.1103/PhysRevC.102.034327
https://doi.org/10.1007/BF01558908
https://doi.org/10.1007/BF01328494
https://doi.org/10.1007/BF01328322
https://doi.org/10.1103/PhysRevLett.102.162504
https://doi.org/10.1006/adnd.2000.0834
https://doi.org/10.1088/0067-0049/189/1/240
https://doi.org/10.1051/0004-6361/201220537
https://doi.org/10.1016/j.nds.2018.02.001


INDIRECT MEASUREMENT OF THE … PHYSICAL REVIEW C 106, 015804 (2022)

[50] P. A. Denissenkov, F. Herwig, U. Battino, C. Ritter, M.
Pignatari, S. Jones, and B. Paxton, i-process nucleosynthesis
and mass retention efficiency in He-shell flash evolution of
rapidly accreting white dwarfs, Astrophys. J. 834, L10 (2017).

[51] B. Côté, P. Denissenkov, F. Herwig, A. J. Ruiter, C. Ritter,
M. Pignatari, and K. Belczynski, ii/i-process contribution of

rapidly accreting white dwarfs to the solar composition of first-
peak neutron-capture elements, Astrophys. J. 854, 105 (2018).

[52] R. Surman, M. Mumpower, J. Cass, I. Bentley, A. Aprahamian,
and G. C. McLaughlin, Sensitivity studies for r-process nucle-
osynthesis in three astrophysical scenarios, EPJ Web Conf. 66,
07024 (2014).

015804-11

https://doi.org/10.3847/2041-8213/834/2/L10
https://doi.org/10.3847/1538-4357/aaaae8
https://doi.org/10.1051/epjconf/20146607024

