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A B S T R A C T 

In non-linear scales, the matter density distribution is not Gaussian. Consequently, the widely used two-point correlation function 

is not adequate anymore to capture the matter density field’s entire behaviour. Among all statistics beyond correlation functions, 
the spherical contact (or equi v alently void function), and nearest neighbour distribution function seem promising tools to probe 
matter distribution in non-linear regime. In this work, we use haloes from cosmological N -body simulations, galaxy groups 
from the volume-limited galaxy group and central galaxies from mock galaxy catalogues, to compare the spherical contact with 

the nearest neighbour distribution functions. We also calculate the J-function (or equi v alently the first conditional correlation 

function), for different samples. Moreo v er, we consider the redshift evolution and mass-scale dependence of statistics in the 
simulations and dependence on the magnitude of volume-limited samples in group catalogues as well as the mock central 
galaxies. The shape of the spherical contact probability distribution function is nearly skew-normal, with skewness and kurtosis 
being approximately 0.5 and 3, respectively. On the other hand, the nearest neighbour probability distribution function is nearly 

lognormal, with logarithmic skewness and kurtosis being approximately 0.1 and 2.5, respectively . Accordingly , the spherical 
contact distribution function probes larger scales compared to the nearest neighbour distribution function, which is influenced by 

details of structures. We also find a linear relation between the mean and variance of the spherical contact probability distribution 

function in simulations and mock galaxies, which could be used as a distinguishing probe of cosmological models. 

Key words: galaxies: statistics – dark matter – large-scale structure of Universe. 
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 I N T RO D U C T I O N  

he standard model of cosmology is deduced from the early and late
ime statistics of matter and radiation distribution in the Universe. The 
wo-point correlation function and its wide usage in cosmology are 
ell known. As an example, cosmologists employed the two-point 

orrelation function in the early time Cosmic Microwave Background 
CMB) fluctuations (Hinshaw et al. 2013 ; Aghanim et al. 2020 ) and
he late time Large Scale Structure (LSS) data sets (Sanchez et al.
012 ; Wang, Brunner & Dolence 2013 ; Shi et al. 2016 ; Alam et al.
017 ; Ivano v, Simono vi ́c & Zaldarriaga 2020 ). The main advantage
f the two-point correlation function is in its easy procedure to 
ompare theory with observations. It is used to find the cosmological 
arameters (Alam et al. 2017 ; Abbott et al. 2018 ) or even to find a
eviation from the standard model of cosmology and to constrain the 
nflationary models (Akrami et al. 2020 ). In Ansari Fard & Baghram
 2018 ) some of us studied the specific features (oscillatory and step-
unction) of the primordial power spectrum and their imprints on 
arly and late-time two-point correlation functions. 
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The study of the LSS in non-linear scales is essential as it is tightly
onnected to the essence of dark matter. The small scale challenges
f cold dark matter could be a hint beyond the standard model of
osmology (de Martino et al. 2020 ). The distribution of the dark
atter haloes and sub-haloes in small scales is crucial to test cosmo-

ogical models. This distribution can be studied by their gravitational 
ffects (Baghram, Afshordi & Zurek 2011 ; Li, Erickcek & Law 2012 ;
ahvar, Baghram & Afshordi 2014 ; Feldmann & Spolyar 2015 )
r/and the distribution of satellite galaxies (Agustsson & Brainerd 
018 ). 
As a result of mode coupling in strongly non-linear scales, the
atter density distribution is far from Gaussian (Bernardeau et al. 

002 ). To extract all data’s information, we need to investigate statis-
ics, which depend on all higher order correlations. In this direction,
everal methods and different quantities have been proposed. The 
rst choice is to study the higher order n -point correlation functions,
irectly (Scoccimarro et al. 1998 ; Verde & Heavens 2001 ; Sefusatti
t al. 2006 ). Ho we ver, in strongly non-linear scales, it is compelling
o introduce new approaches to extract information from data while 
educing computational costs. Two approaches are considered to 
tudy cosmological structure formation: continuous random field 
nd discrete point processes. 

http://orcid.org/0000-0003-2640-4460
http://orcid.org/0000-0001-6131-4167
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In the context of continuous random field process, the topological
tructure of the cosmic web has been explored through the genus
tatistics of isodensity contours (Gott III, Melott & Dickinson
986 ; Hamilton, Gott III & Weinberg 1986 ; Melott 1990 ) and
he Minkowski functionals (Schmalzing & Buchert 1997 ). In this
irection, the genus statistics is used to constrain the cosmological
arameters (Got III et al. 2009 ; Colley & Gott 2015 ; Appleby et al.
018 ), to test modified gravity theories (Wang, Chen & Park 2012 ),
nd dark energy models (Zunckel, Gott III & Lunnan 2011 ). 

In the second approach, which is the main focus of this work, we
onsider the matter density as a discrete point process consists of
articles, haloes, or galaxies. In these methods, one can calculate the
tatistical quantities by counting the number of objects. The relation
etween these quantities and the n -point correlation functions shows
hat they depend on all order correlations. So, they contain more
nformation than the two-point correlation function, especially at
mall scales (White 1979 ; Balian & Schaeffer 1989 ; Bernardeau
992 ; Szapudi & Szalay 1993 ). 
The number of objects in a specific volume such as a sphere is

alled counts-in-cells (CIC) (Hubble 1936 ; Zwicky 1957 ; Balian &
chaeffer 1989 ). We know that in small scales, the distribution of
IC or equi v alently one-point probability of the matter density field

s not Gaussian and follows approximately a lognormal distribution
Coles & Jones 1991 ; Ueda & Yok o yama 1996 ). The nearly log-
ormal behaviour of the cosmic matter density field is a feature of
volving perturbations from the linear Gaussian inflationary initial
onditions (Guth 1981 ; Linde 1982 ) to the late time non-linear
nd non-Gaussian distribution. Accordingly, it is informative to
nvestigate the shape of the probability distribution of the matter
ensity field and its evolution (Lam & Sheth 2008 ; Bernardeau,
ichon & Codis 2014 ; Uhlemann et al. 2016 ; Ivano v, Kauro v &
ibiryakov 2019 ; Mandal & Nadkarni-Ghosh 2020 ; Repp & Szapudi
020b ). It is worth mentioning that other interesting ideas such as
n Edgeworth expansion, skewness, and kurtosis analysis are argued
n this field of study (Colombi 1994 ; Gaztanaga, Fosalba & Elizalde
000 ; Shin et al. 2017 ; Klypin et al. 2018 ; Einasto et al. 2021 ).
n large scales, the CIC contains the same information as the two-
oint correlation function. But there is more information encoded
n the lognormal shape of the CIC distribution on small scale.
ccordingly, the cosmological dependence of the CIC statistics is

nteresting to be explored in mildly and strongly non-linear regimes
rom an observational and theoretical point of view. Uhlemann et al.
 2020 ) showed that the measured CIC statistics are sensitive to
he cosmological parameters and neutrino mass. Repp & Szapudi
 2020a ) used the CIC to break the de generac y between σ 8 and galaxy
ias. Also, it is employed to study the primordial non-Gaussianity in
SS by measuring the f NL parameter (Friedrich et al. 2020 ). Recently,
amieson & Lo v erde ( 2020 ) introduced an approach to use a position-
ependent one-point distribution of matter density as a cosmological
bservable. Besides all this progress, there are some limitations.
he results depend on the size and shape of the cell, where for

arge smoothing scales the distribution is Gaussian whereas, for
mall scales, the distribution is approximately lognormal. So for
ach cell size, one should calculate the CIC distribution, which
s a computationally e xpensiv e procedure. Finally, we conclude
hat although the CIC is a computationally costly process, it is
dvantageous to explore different regimes and compare the linear
nd non-linear scales. 

Another quantity defined to study non-linear scales is the void
robability (VP) function. It is defined as the probability of a volume
such as a sphere) to be empty. White ( 1979 ) derived the relation
f the VP function with higher order correlations and showed that
NRAS 512, 5165–5182 (2022) 
he VP is a generating function for the CIC distribution. Moreo v er,
 remarkable feature of the VP function is its scaling relation. It
as shown that for some proposed phenomenological models of
 -point correlation functions in a strongly non-linear regime, the
P function inherits a scaling relation. This relation has a universal
ehaviour as a function of scale (White 1979 ; Balian & Schaeffer
989 ; Bernardeau 1992 ; Szapudi & Szalay 1993 ; Munshi et al.
999 ). Investig ating the g alaxy surv e ys and numerical simulations
ata exhibit the existence of this universal behaviour for galaxy
agnitude and halo mass, respectively (Fry 1986 ; Maurogordato &
achieze-Rey 1987 ; Maurogordato & Lachieze-Rey 1991 ; Croton
t al. 2004 ; Fry & Colombi 2013 ). 

The VP function has been widely used in cosmological studies.
harp ( 1981 ) used the VP function in large scales to study the n -
oint correlation function. Walsh & Tinker ( 2019 ) used it to study
he galaxy assembly bias. Paranjape & Alam ( 2020 ) introduced
he Voronoi volume function and its sensitivity to the cosmological
arameters. Banerjee & Abel ( 2020 , 2021 ) introduced a new probe
amed the k-nearest neighbour (k-NN) distance from a Poisson
istributed random points, which impro v es the constraints on the
osmological parameters. In this work, we use the spherical contact
umulative/probability distribution function (SC-CDF/PDF) which
s complementary to the VP function. We should note that the SC-
DF is a known function in statistics (Chiu et al. 2013 ), and as we
re going to discuss in the next section, it can be calculated using
he VP function. Also the reason of using this terminology will be
ointed out later. 
According to the definition of the VP function, it probes mainly

he cosmic voids, and is not sensitive to the details of the struc-
ures. Accordingly, changing the halo finder method does not have
 significant impact on the VP function. The nearest neighbour
umulative/probability distribution function (NN-CDF/PDF), on the
ther hand, is a probe that is more sensitive to the details of the
tructures (Clark & Evans 1954 ; Soneira & Peebles 1977 ; Martinez &
aar 2001 ; Baddele y, B ́ar ́an y & Schneider 2006 ; Chiu et al. 2013 ).
he NN-CDF is the complementary probability of finding an empty
pherical region with a halo or galaxy at its centre. So it is more
ensitive to clustering and entails different information compared to
he VP function. In this direction, by combining the VP function
nd the NN-CDF, we used a quantity called the J-function (Van
ieshout & Baddeley 1996 ; Kerscher et al. 1999 ) (see theoretical
ackground section). 
The relation of the previously mentioned probes to the cos-
ological parameters and the initial conditions of the universe is

ot straightforward, and we often need to perform a numerical
imulation to obtain them. Ho we ver, we can use these probes to
ompare different samples. These samples are made by considering
ifferent redshift or mass/magnitude limit of haloes/galaxies. Both
ossibilities when one compares different samples are interesting.
f the functions are mass-scale/redshift independent, it leads us to
efine universal scales. If the functions evolve with redshift or/and
re mass scale-dependent, it could be a sign of an interesting physics
ehind this evolution/dependence. 
Finding the origin of the universality behaviour is crucial. It could

e the result of gravitational instability and non-linear evolution
r it could be a characteristic of the initial conditions. Whatever
he answer is, we can check the universality in different theories
simulations) and observations. 

Accordingly, we prepare different samples, by considering mass
imit and different redshift snapshots in simulations. We explore
umerical N-body simulations as well as the galaxy group catalogues.
e calculate the SC-CDF, NN-CDF, and J-function. Moreo v er, we



Cosmic web in non-linear regime 5167 

s
i
I  

l
r
1  

S
c
s
m

 

t
N  

s
I  

c  

f

2

I  

i
(  

T
(  

(
i
a  

S
q

2

T
e

〈
w  

n
d  

fi
h  

i
b

�

w  

ξ  

t  

s
r
h  

d

r
t  

t
n  

n  

t  

o
(  

t  

t  

t

S  

o  

t  

e

P

w  

l  

c

P

E  

i
i

F

T  

N  

e

G

w  

b  

c  

a  

t  

d
t  

t  

t  

w  

e  

t
i  

o  

N  

N

J

w  

r

F

T  

i  

S
c  

h  

(
 

f  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/512/4/5165/6522203 by U
niversity of O

slo Library user on 08 June 2022
tudy the SC-PDF, NN-PDF, and calculate their moments. We also 
ntroduce the logarithmic moments to distinguish different samples. 
n this work, we show that the SC-CDF and NN-CDF probe non-
inear scales differently. We employ the N -body simulations in the 
edshift range of zero to unity with different mass limits (10 11 −
0 14 M �h ) to study the time evolution and mass dependence of the
C-CDF and NN-CDF. Furthermore, we consider the mock galaxy 
atalogues as a better approximation to the observational data. We 
tudy the mock central galaxies, where we set conditions on the 
agnitude to compute the NN-CDF and SC-CDF statistics. 
The structure of this work is as follows: In Section 2 , we review

he theoretical background of the non-linear quantities, the SC-CDF, 
N-CDF, and J -function. In Section 3 we go through the numerical

imulations data and calculate these measures for different samples. 
n Section 4 we show results for the galaxy groups and the mock
entral galaxies. Finally, in Section 5 we conclude and point out the
uture remarks. 

 T H E O R E T I C A L  B  AC K G R  O U N D  

n this section, we use a class of summary statistics that encapsulate
nformation from higher order correlations. We consider the SC-CDF 

which is equi v alent to the VP function), NN-CDF, and J-function.
here are three theoretical points of view to study these quantities; 

i) Their relation to n -point correlation function (see Subsection 2.1 ).
ii) The shape of their probability distributions. In this direction, we 
ntroduce the normal and lognormal distribution functions, which 
re rele v ant to the linear and non-linear statistics, respecti vely (see
ubsection 2.2 ) and (iii) The scaling relations corresponding to these 
uantities (see Appendix A ). 

.1 Relations to the n -point correlation functions 

he frequently used statistical measure for point processes (Chiu 
t al. 2013 ) is the two-point correlation function ξ 2 ( r ), 

 n ( r 1 ) n ( r 1 + r ) 〉 = [1 + ξ2 ( r)] n 2 , (1) 

here n( r ) is the number density of points and n = 〈 n( r ) 〉 is mean
umber density. In linear scales the density field is a Gaussian 
istribution and the two-point correlation ξ 2 ( r ) and n have all the
eld information. In non-linear scales due to the non-Gaussianity we 
ave to consider other n -point correlations ξ n ( r 1 ,..., r n ). White ( 1979 )
ntroduced conditional correlation functions ( � i ) as a connection 
etween the VP and n -point correlation functions. 

 i ( r 1 , ..., r i ; V ) = 

∞ ∑ 

j= 0 

( −n ) j 

j ! ∫ 
... 

∫ 
ξi+ j ( r 1 , ..., r i+ j ) d V i+ 1 ... d V i+ j , (2) 

here the integrals are taken over the volume V and by definition
0 = 0 and ξ 1 = 1. The ordinary correlation ξ n ( r 1 ,..., r n ) corresponds

o the probability that n -points defined in positions r 1 , r 2 ..., r n . Due to
tatistical homogeneity and isotropy, the correlations depend only on 
elative positions of the points. However, the conditional correlation 
ave an additional property that the volume V to be empty. So it
epends on the position of points in the volume V (White 1979 ). 
The SC-CDF is the cumulative distribution of the distance between 

andomly distributed positions in space and their nearest neighbour, 
aken from a sample. We show the SC-CDF by F ( r ), where r is
he relative distance between random positions and their nearest 
eighbour. In other words, F ( r ) is the probability that the nearest
eighbour distance of a random point in space to be equal or smaller
han r . On the other hand, the NN-CDF is the cumulative distribution
f the distance between a halo/galaxy and their nearest neighbour 
which itself is a halo/galaxy), both from the same sample. We show
his function by G ( r ). Equi v alently, the G ( r ) is the probability that
he nearest neighbour distance of a halo/galaxy to be equal or smaller
han r . 

The complementary cumulative distribution function related to the 
C-CDF is equal to the probability that all sample points to be out
f the sphere with volume V . So there is a direct relation between
he SC-CDF and the VP function (the probably that a sphere to be
mpty), 

 0 ( V ( r)) = 1 − F ( r) , (3) 

here P 0 is the VP function and V ( r ) = 

4 π

3 
r 3 . White ( 1979 ) calcu-

ated the relation between the VP function and the zero conditional
orrelation function 

 0 ( V ) = exp [ � 0 ( V ( r)) ] . (4) 

quations ( 2 ) and ( 4 ) show that all higher order correlation functions
nfluence the VP function and the SC-CDF. Accordingly the SC-CDF 

s 

 ( r) = 1 − exp [ � 0 ( V ( r)) ] . (5) 

he complementary cumulative distribution 1 − G ( r ), related to the
N-CDF G ( r ) is the probability that a point to be in the centre of an

mpty sphere. Using the conditional correlations we have 

 ( r) = 1 − � 1 ( r o ; V ( r)) exp [ � 0 ( V ( r)) ] , (6) 

here r o is the position vector of the sphere’s centre, which can
e set to zero by a coordinate transformation. � 1 ( r o , V ( r )) is the
onditional probability of a point in the centre of an empty volume V
nd exp [ � 0 ( V ( r ))] is the probability of the void function. Comparing
he SC-CDF with the NN-CDF, we should note that the former
epends only on the zeroth-order conditional correlation. Ho we ver, 
he latter is related to the first conditional probability. It is important
o notice that the NN-CDF is more sensitive to clustering compared
o the SC-CDF. As voids occupy the larger portions of the cosmic
eb, the SC-CDF (which is the probability of a region to be empty)

xplores the larger scales. In contrast, the NN-CDF is useful to study
he high-density regions and, accordingly, the smaller scales. Now it 
s more clear why we use the spherical contact terminology instead
f the void probability. The SC-CDF, by definition, is similar to the
N-CDF, while the VP function is similar to complementary of the
N-CDF. This is clear from equations ( 5 ) and ( 6 ). 
We can define the J-function as 

 ( r) = 

1 − G ( r) 

1 − F ( r) 
= � 1 ( r o ; V ( r)) , (7) 

hich only has � 1 ( r o ; V ( r )) dependence. If the data are a Poisson
andom set with zero correlation between points, then we have 

 ( r) = G ( r) = 1 − exp 

(
−4 π

3 
nr 3 

)
. (8) 

hus for a sample without any correlation, we have J = 1. Accord-
ngly, the J-function is a better measure of clustering compared to the
C-CDF and NN-CDF. The J-function for the samples with positive 
orrelation is below unity J < 1, and for anticorrelated ones, we
ave J > 1, which is helpful to distinguish these two types as well
Kerscher et al. 1999 ). 

Moreo v er, we can find a relation for the probability distribution
unctions by taking the deri v ati ve of equation ( 5 ) and equation ( 6 )
MNRAS 512, 5165–5182 (2022) 
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ith respect to r . For this task, first we have to calculate the deri v ati ve
f the conditional correlations, equation ( 2 ) with respect to the
ariable r , radius of the sphere V . Due to spherical symmetry, we
ave 

d 

d r 
� 0 ( V ( r)) = ( −4 πr 2 n ) � 1 ( r s ; V ( r)) , (9) 

here r s is a vector on the boundary of sphere and � 1 ( r s ; V ( r )) is
nly a function of | r s | = r . Using equations ( 5 ) and ( 9 ), we have ∣∣∣∣d F ( r) 

d r 

∣∣∣∣ = 4 πr 2 n � 1 ( r s ; V ) exp [ � 0 ( V ) ] . (10) 

o calculate the NN-PDF we must know the derivative of the first
onditional correlation at position r o . Again due to spherical symme-
ry we can calculate the deri v ati ves analytically. From equation ( 2 )
e find that 

d 

d r 
� 1 ( r o ; V ( r)) = ( −4 πr 2 n ) � 2 ( r s , r o ; V ( r)) , (11) 

here r o is the centre of the sphere, and we can set r o = 0 by a
oordinate transformation. So � 2 ( r s , r o ; V ( r )) is symmetric and only
 function r . Finally, we have ∣∣∣∣d G ( r) 

d r 

∣∣∣∣ = 4 πr 2 n [ � 1 ( r s ; V ) � 1 ( r o ; V ) + � 2 ( r s , r o ; V ) ] 

exp [ � 0 ( V ) ] , (12) 

here again r s is a vector on the sphere’s boundary. By comparing the
C-PDF and the NN-PDF from equations ( 10 ) and ( 12 ), we find that

he NN-PDF is related to the higher order conditional probabilities
n contrast to the SC-PDF. We also can compare the SC-PDF with
he NN-CDF from equation ( 6 ). The two equations have similarities
nd both depend on � 1 . Ho we ver, the SC-PDF is the probability that
epends on r s , while the NN-CDF depends on r 0 . 
One way to calculate the SC-CDF for a data set is to draw spheres

ith radius r in space randomly. To find the SC-CDF we calculate
he ratio of the empty to total spheres as 

 − F ( r) = 

N empty 

N total 
. (13) 

his approach works for the NN-CDF too. We set the centre of all
pheres on the sample points and repeat the procedure in different
 . The efficient approach to calculate the SC-CDF/SC-PDF is to
reate a randomly distributed Poisson sample. We calculate the
istance between random points to their nearest neighbour chosen
rom observation/simulation data points. We can directly calculate
he probability and cumulative distributions with ordered distances.
or the NN-CDF/NN-PDF the procedure is similar, but we choose
ll the points from observation/simulation data. For the SC-CDF
he number of Poisson sample points is arbitrary. We calculate
he SC-CDF/SC-PDF with the same number of random points
s the observation/simulation data. We follow this procedure to
ave a better comparison with NN-CDF/NN-PDF. Accordingly, we
btain the J − function consistently (for another choice of random
oint’s number, see Banerjee & Abel 2020 ). Hereafter, we calculate
he aforementioned functions with respect to a new introduced
imension-less variable x defined as 

 = 

(
4 π

3 
n 

)1 / 3 

r. (14) 

he privilege of using the dimension-less variable x is that we omit
he effect of the mean number density . Accordingly , the SC-NN
unctions depend only on the n -point correlation functions. Further,
e can use x in the conditional correlations as well, equation ( 2 ),
NRAS 512, 5165–5182 (2022) 
o remo v e the effect of number density. For more details see,
ppendix ( A ). 

.2 Probability distributions 

he normal (Gaussian) probability distribution function N ( μ, σ ) is
efined as follows, 

 n ( x) = 

1 √ 

2 πσ
exp [ −( x − μ) / 2 σ 2 ] . (15) 

n linear scales, the matter distribution is normal as a result of
he single field inflationary models. In non-linear scales the matter
istribution is nearly lognormal distribution as below 

 l ( y ) = 

1 √ 

2 πy σ
exp [ −( log ( y ) − μ) / 2 σ 2 ] , (16) 

here the abo v e equation is obtained by changing variable y ≡ e x 

n a normal distribution, equation ( 15 ). The difference between the
ormal and lognormal distribution from the central limit theorem
oint of view is discussed in Coles & Jones ( 1991 ), as well. The
heorem works for a stochastic variable, which is a sum o v er other
ariables X = 

∑ N 

i= 1 X i . For large N statistics the distribution tends
o be normal f ( x) → N ( μ, σ ). In our context, in linear scales,
he matter density contrast is a sum o v er independent modes of
ourier space, consequently its statistics is Gaussian. For non-linear
uantities where Y = � 

N 
i= 1 X i and for large number N , the logarithm

f Y can be written as log ( Y ) = 

∑ N 

i= 1 log ( X i ). So the central limit
heorem implies a normal distribution, equation ( 16 ), for log ( Y )
nd lognormal distribution for Y . In standard perturbation theory as a
esult of mode coupling the non-linear density contrast is constructed
y multiplication of linear density contrast with corresponding
ernels (Bernardeau et al. 2002 ) and as a result we expect an
pproximately lognormal distribution for matter density in non-linear
cales. 

In the next section, we calculate the moments of the SC-PDF,
here the skewness is not small. We introduce the skew normal
istribution as 

 s ( x) = f n ( x)[1 + erf ( αx̄ )] , (17) 

here f n ( x ) is the normal distribution (equation 15 ), α is a constant,

¯ = 

x − μ√ 

2 σ
and erf is the error function, 

rf ( x) = 

2 √ 

π

∫ x 

0 
e −t 2 d t . (18) 

n this work, we fit the SC-PDF and NN-PDF with the mentioned
istributions and discuss the probable deviations. We can also
haracterize the distribution functions by their moments. The n th
entral moment of a distribution function f ( x ) is defined as, 

n = 

∫ 
( x − μ) n f ( x ) d x , (19) 

here μ is the mean of distribution. The zeroth central moment is
nity μ0 = 1 for a normalized distribution and we have μ1 = 0
y definition. We define mean and variance of the distribution by
 1 = μ and s 2 = 

√ 

μ2 . We also define the skewness and kurtosis by
˜  3 = μ3 /s 

3 
2 and ˜ s 4 = μ4 /s 

4 
2 , respectiv ely. F or a normal distribution

quation ( 15 ), variance s 2 = σ , skewness is ˜ s 3 = 0, and kurtosis is
˜  4 = 3. In this work, we simply refer to s 1 , s 2 , ̃  s 3 , and ̃  s 4 as moments
f a distribution. We extend this concept to the logarithmic case and
ntroduce the corresponding central moments as 

n = 

∫ 
( ln ( x) − μ′ ) n f ( x) d x, (20) 
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Table 1. We present the details of the different dark matter halo samples 
from the SMDPL simulation. The conditions on mass and redshift are shown 
in columns 1 and 2, respectively. And r � = 1 / 3 

√ 

(4 πn/ 3) is represented in 
column 3. 

log ( M lim 

/ M �h ) Redshift(z) r � (Mpc h −1 ) 

11 0 1 .963 
11 0.5 1 .942 
11 1 1 .943 

11.5 0 2 .759 
11.5 0.5 2 .758 
11.5 1 2 .803 

12 0 3 .884 
12 0.5 3 .949 
12 1 4 .114 

12.5 0 5 .530 
12.5 0.5 5 .760 
12.5 1 6 .234 

13 0 8 .019 
13 0.5 8 .689 
13 1 9 .981 

13.5 0 12 .083 
13.5 0.5 13 .953 
13.5 1 17 .624 

14 0 19 .781 
14 0.5 25 .163 
14 1 36 .904 
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here μ
′ 

is the logarithmic mean of the distribution. Note that for
 normalized distribution κ0 = 1 and κ1 = 0. For a lognormal 
istribution equation ( 16 ), we obtain the higher moments as κ2 = σ 2 ,
3 = 0, and κ4 = 3 σ 4 . We define the logarithmic mean and variance
f distribution by l 1 = μ

′ 
and l 2 = 

√ 

κ2 . Accordingly, the logarithmic
kewness and kurtosis of a lognormal distribution are ̃  l 3 = κ3 /l 

3 
2 = 0,

nd ˜ l 4 = κ4 /l 
4 
2 = 3. The logarithmic moments are especially useful

hen we study the distributions in non-linear scales. In this work we
efer to l 1 , l 2 , ˜ l 3 , and ˜ l 4 as logarithmic moments of a distribution. 

The normal and lognormal moments naturally define two classes 
f distributions. As a specific indicator, if the kurtosis of distribution
s ˜ s 4 ∼ 3, the distribution is nearly linear or normal and if the
ogarithmic distribution has a kurtosis ̃  l 4 ∼ 3 the distribution is nearly 
on-linear or lognormal. In the next section, we will show that the
C-PDF is linear and, the NN-PDF is a non-linear distribution. 

 SIMULATIONS  

s we discussed, it is intricate to calculate the NN-CDF/PDF, SC-
DF/PDF, and J-functions by analytical prescription of Section 2 . 
ccordingly, we explore these functions in cosmological simula- 

ions. In the first subsection, we explain the simulations and methods 
e used in this work, and we will present the results in the second

ubsection. 

.1 SMDPL simulation 

n this work, we use the simulations publicly available in the 
MultiDark’ project (Riebe et al. 2013 ). The project includes several 
imulations with different box sizes, seed numbers, and different 
umber of particles. 1 As we are interested in non-linear scales, 
oughly below 10 Mpc, the resolution should be high enough to 
apture the rele v ant scales. To have a statistically enough number
f haloes, we need a large box size to probe the end tails of the
istributions. To satisfy these two conditions together, we choose 
he Small MultiDark Planck (SMDPL) simulation. The SMDPL box 
ize is 400 Mpc h −1 and it has 3840 3 particles. The cosmological
arameters are as Planck 2014 (Ade et al. 2014 ), h = 0.6777, 
� 

=
.692885, 
m = 0.307115, 
b = 0.048206, n s = 0.96, and σ 8 = 

.8228. Three redshifts z = 0, z = 0.49, 2 and z = 1 are considered
n simulations to explore the redshift evolution of the quantities. For
ach redshift, we create different samples by limiting the mass of
aloes to find the scale dependence of the quantities. Accordingly, 
e choose seven different mass limits log ( M / M �h ) > { 11.5, 12,
2.5, 13, 13.5, 14 } . In total, we have 3 × 7 = 21 different samples,
hich we use to calculate the mass and redshift dependence of these
uantities (i.e. the SC-CDF , NN-CDF , and J-function). In T able 1 ,
e summarize the characteristics of the different samples, and report 

he r � = 1 / 3 
√ 

(4 πn/ 3) for each sample. Note that throughout this
aper, all the statistical quantities including moments are expressed 
ith the dimension-less variable x = r / r � in which r is the comoving

ength in Mpc h −1 (Section 2 ). We explore the results from the two
ther simulations of the MultiDark project to check the consistency 
nd robustness of the result concerning simulation characteristics in 
ppendix B . 
The statistical quantities we introduced in the previous sec- 

ion could be computed using dark matter haloes or particles in 
 Find the complementary information of these simulations in the web page 
ttps://www.cosmosim.org 
 In figures and, tables we show it with one digit accuracy z = 0.5 

I  

>  

v  

t
2  
 -body simulations. In this work, we use the position of dark
atter haloes to measure these quantities. We use dark matter haloes

rovided by Riebe et al. ( 2013 ). These haloes have been identified
sing the FoF method (Lacey & Cole 1994 ) and the linking-length
s set to b = 0.2. As we have the positions and properties of the dark
atter haloes, we can calculate the SC-CDF, NN-CDF, and J-function 

or these haloes directly using the methods introduced in Section 2 .
n this work, we do not consider periodic boundary conditions. 
o we ver, as we are going to discuss in details in Appendix B the

ffect is negligible and thus can be ignored. 
We calculate the statistical errors by dividing the simulation box 

nto 27 similar sub-boxes, and use them as sub-samples with the
ssumption of the statistical homogeneity. We calculate the quantities 
n each sub-sample, and we report the mean and standard deviation
f these sub-boxes with corresponding conserv ati ve error bars. For
ore details see Appendix B . We also follow a similar approach to
nd errors in observational data in Section 4 . 

.2 Results 

e discuss the mass scale and redshift dependence of the SC-
DF/PDF , NN-CDF/PDF , and J-function using cosmological N - 
ody simulations. Specifically, in this subsection, we represent results 
btained from the dark matter haloes of the SMDPL simulation. To
ee the general behaviour of the SC-PDF and NN-PDF in Fig. 1 ,
e plot the SC-PDF (thick solid red line) and the NN-PDF (thin

olid red line) of dark matter haloes as a function of x = 

3 
√ 

nV .
n Fig. 1 , the redshift is z = 0 and the mass limit is set to M
 10 11 M �. It is clear that both the SC-PDF and NN-PDF have

isible peaks around x ∼ 0.5 and x ∼ 1.2 and these numbers can be
ranslated to a comoving length of r = r � x ≈ 1 Mpc h −1 and r ≈
.3 Mpc h −1 , respectively. Note that for this specific sample r � =
MNRAS 512, 5165–5182 (2022) 

https://www.cosmosim.org
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M

Figure 1. The NN-PDF and SC-PDF for dark matter haloes are plotted as a 
function of the dimension-less variable x for the SMDPL simulation. In this 
figure, we set the mass limit to M > 10 11 M �h and the redshift is z = 0. Thin 
red line refers to the NN-PDF and the thick red line refers to the SC-PDF. 
The dot-dashed thin blue line is the theoretical lognormal curve equation ( 16 ) 
with μ = −0.75, σ = 0.55. The dashed thick blue line is the skew-normal 
curve equation ( 17 ) with μ = 0.55, σ = 1, α = 2.6. 
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.963 (see Table 1 ). Based on Fig. 1 , the SC-PDF approximately
ollo ws ske w-normal, equation ( 17 ), with parameters μ = 0.55, σ =
, α = 2.6 (dashed thick blue line), and the NN-PDF approximately
s lognormal, equation ( 16 ), with parameters μ = −0.75, σ = 0.55
dotted-dashed thin blue line). Here, we have the idea of using the
ormal and lognormal distributions as the anchor of our study for
inear and non-linear scales. It is worth mentioning that the theoretical
urves are not precise, and the simulation data deviates from these
urves, especially at the tail of the distributions. For example, the
istance variable x , in equation ( 14 ), is al w ays positive, while our
tting (normal and the skew-normal) distributions would give non-
ero (although small) values for ne gativ e x which is not physical.
his issue also exists when considering the matter density field as a
ormal distribution (Gaztanaga et al. 2000 ). Ho we ver, the lognormal
istribution seems to be more appropriate to address this issue when
e use positive variables. Testing the robustness of more complex
istributions (for example, the Edgeworth expansion) will be the
ubject of our future works (Gaztanaga et al. 2000 ; Shin et al. 2017 ).
onsidering the general behaviour of the distributions, the SC-PDF

s nearly skew-normal, and the NN-PDF is nearly lognormal. The
C-PDF is defined based on the distance between one halo to a
andom point in a sample, while the NN-PDF is defined according to
he position between two haloes. As we mentioned previously, due
o the central limit theorem, the SC-PDF is a linear distribution (it
s related to the general shape of the cosmic web) and the NN-PDF
s a non-linear distribution (it depends on details of the structures’
istribution). 
We make four samples from Table 1 . This is done by applying

onditions on mass scale, log ( M / M �h ) > { 11, 13 } , and redshift z =
 0, 1 } . In Fig. 2 , we present (i) the SC-CDF, (ii) the NN-CDF, and (iii)
he J-function in terms of x = 

3 
√ 

nV . The red circles represent z =
 with lower mass limit of 10 11 M �h , the blue squares correspond to
 = 1 with lower mass limit of 10 11 M �h , green up-pointing triangles
orrespond to z = 0 with lower mass limit of 10 13 M �h and black
own-pointing triangles correspond to z = 1 with lower mass limit
f 10 13 M �h . 
According to part (a) of Fig. 2 , the SC-CDF is redshift-independent

hile it shows a mass-limit dependence in the range of x > 1.
NRAS 512, 5165–5182 (2022) 
anerjee & Abel ( 2020 ) asserts that when we study tail of the
istributions with a new quantity, namely ‘peaked CDF’, we can
istinguish the SC-CDF in two different redshift samples. In panel
b) of Fig. 2 , the difference between distinct mass scales is clear
similar to the panel a). Moreo v er, the NN-CDF has a clear redshift
volution in the redshift range of zero to unity for the lower mass
imit of 10 13 M �h . Based on the curves in Fig. 2 the SC-CDF is a
etter function to find the similarities, while the NN-CDF helps us
o distinguish different samples. In panel (c) of Fig. 2 we plot the
-function. The J-function is sensitive to the clustering, so we see
hat in the lower mass ranges, the haloes are more clustered in the
eep non-linear regime. 

To study the similarities and differences of the samples more
recisely, we calculate the moments of the SC-PDF and report it in
able 2 . In Table 3 , we calculate the logarithmic moments of the NN-
DF. In general, calculating the moments helps us to summarize the

nformation about the distributions of samples. The first and second
olumns of Table 2 show conditions on mass scale and redshift and
he other four columns are s 1 , s 2 , ˜ s 3 , and ˜ s 4 , respectively ( l 1 , l 2 , ˜ l 3 ,
nd ˜ l 4 for NN-PDF in Table 3 ). Note that in Table 2 kurtosis, ˜ s 4 , of
he SC-PDF varies from (3.8 ± 0.2) for mass scale 10 11 to (3 ± 1)
or mass scale 10 14 . This again indicates that we can interpret the
C-PDF as a nearly normal distribution. The situation is different
or the NN-PDF when logarithmic kurtosis ˜ l 4 is approximately 3.
ccording to Table 3 ̃  l 4 varies from (2.70 ± 0.02) for mass scale 10 11 

o (2.3 ± 0.3) for mass scale 10 14 . In Appendix C , we study general
ehaviour of the SC-PDF and the NN-PDF in more details. For the
ormal distribution, the skewness is zero, so the non-zero skewness
ho ws the de viation from a normal distribution. Comparing Tables 2
nd 3 , columns 5, the SC-PDF is more skewed than the NN-PDF. For
he SC-PDF, the skewness is between 0.2 and 0.8, and the skewness
s abo v e 0.5, e xcept the mass limit M > 10 14 M �h . Ho we ver, for the
N-PDF, the skewness is between −0.2 and 0.1. Accordingly, we

onclude that it is plausible to fit the SC-PDF with the skew-normal
istribution. 
In Figs 3 and 4 , we represent the mean and variance of the

istributions. In Fig. 3 , we plot the mean of the SC-PDF, s 1 , with
espect to (i) s 2 and (ii) mass limit (log ( M / M �)). In Fig. 4 , we
how the logarithmic mean of the NN-PDF, l 1 , with respect to (i) l 2 
nd (ii) mass limit (log ( M / M �h )). In both figures, the blue circles
epresent redshift zero, the orange squares correspond to redshift
.5, and the green triangles show redshift 1. For the sake of clarity in
resentation, in panel (b) of the figures, the mass scales are shifted
lightly with respect to each other for the redshifts samples. There
s one-to-one correspondence between the panels (a) and (b). In
anel (a), the mass limits can be derived using panel (b). In Fig. 3 ,
e study the different sample’s similarities or differences. The SC-
DF s 1 and s 2 are similar for the different redshift samples with
 fixed mass scale. Note that s 2 reveals the difference better than
 1 . For the NN-PDF, based on Fig. 4 , for the low mass scales,
 1 versus l 2 is almost the same, while for larger masses, we have
ore scatters. l 2 is a better probe to distinguish the samples, while

 1 is almost constant o v er a specific mass scale. Note that in the
orresponding figures, higher mass scales have larger error bars
hich is due to small number of massive haloes in N -body simulation 
ata sets. 
In Fig. 3 panel (a) there is a positive correlation between s 1 and

 2 which can be approximated by a linear relation. Accordingly,
or each specific redshift, a linear function can be fitted as a proxy
or comparing different cosmological models. The relation between
 1 and l 2 is more complicated for the NN-PDF which is shown in
ig. 4 panel (a). For the lower mass scales { 11, 11.5 } , l 1 and l 2 are

art/stac256_f1.eps
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Table 2. The moments of the SC-PDF for the samples of Table 1 calculated using equation ( 19 ). The 
condition on the mass and redshift are presented in column 1 and 2, respectively. s 1 , s 2 , ˜ s 3 , and ˜ s 4 are 
reported in the next columns, respectively. 

log ( M lim 

/ M �h ) Redshift(z) s 1 s 2 ˜ s 3 ˜ s 4 

11 0 1.265 ± 0.025 0.647 ± 0.017 0.845 ± 0.047 3.827 ± 0.192 
11 0.5 1.251 ± 0.024 0.633 ± 0.016 0.830 ± 0.045 3.819 ± 0.193 
11 1 1.244 ± 0.024 0.624 ± 0.016 0.798 ± 0.043 3.711 ± 0.177 

11.5 0 1.215 ± 0.027 0.601 ± 0.019 0.780 ± 0.055 3.677 ± 0.208 
11.5 0.5 1.206 ± 0.028 0.591 ± 0.018 0.758 ± 0.049 3.622 ± 0.210 
11.5 1 1.204 ± 0.027 0.585 ± 0.016 0.737 ± 0.051 3.584 ± 0.183 

12 0 1.172 ± 0.032 0.563 ± 0.022 0.713 ± 0.082 3.520 ± 0.304 
12 0.5 1.168 ± 0.030 0.554 ± 0.019 0.685 ± 0.052 3.441 ± 0.202 
12 1 1.166 ± 0.030 0.545 ± 0.017 0.647 ± 0.051 3.353 ± 0.182 

12.5 0 1.136 ± 0.037 0.530 ± 0.024 0.667 ± 0.097 3.456 ± 0.357 
12.5 0.5 1.133 ± 0.035 0.522 ± 0.027 0.636 ± 0.141 3.419 ± 0.538 
12.5 1 1.133 ± 0.042 0.515 ± 0.030 0.603 ± 0.158 3.373 ± 0.597 

13 0 1.111 ± 0.048 0.504 ± 0.038 0.638 ± 0.235 3.508 ± 0.805 
13 0.5 1.104 ± 0.044 0.491 ± 0.033 0.614 ± 0.181 3.460 ± 0.724 
13 1 1.111 ± 0.053 0.483 ± 0.032 0.511 ± 0.168 3.173 ± 0.505 

13.5 0 1.087 ± 0.062 0.475 ± 0.039 0.545 ± 0.182 3.150 ± 0.560 
13.5 0.5 1.066 ± 0.057 0.455 ± 0.050 0.436 ± 0.204 2.992 ± 0.569 
13.5 1 1.053 ± 0.076 0.438 ± 0.046 0.495 ± 0.315 3.172 ± 1.135 

14 0 1.025 ± 0.071 0.427 ± 0.060 0.380 ± 0.419 2.987 ± 1.317 
14 0.5 1.032 ± 0.092 0.412 ± 0.073 0.236 ± 0.344 2.562 ± 0.516 
14 1 0.960 ± 0.130 0.353 ± 0.116 0.248 ± 0.499 2.444 ± 0.613 

Table 3. The logarithmic moments of the NN-PDF for the samples of Table 1 calculated by equation ( 20 ). 
The condition and limit on mass and redshift are presented in column 1 and 2, respectively. l 1 , l 2 , ̃  l 3 , and ̃  l 4 
are in following columns, respectively. 

log ( M lim 

/ M �h ) Redshift(z) l 1 l 2 ˜ l 3 ˜ l 4 

11 0 −0.728 ± 0.010 0.561 ± 0.005 0.120 ± 0.011 2.706 ± 0.015 
11 0.5 −0.725 ± 0.009 0.553 ± 0.004 0.157 ± 0.010 2.708 ± 0.015 
11 1 −0.731 ± 0.009 0.553 ± 0.004 0.199 ± 0.010 2.711 ± 0.014 

11.5 0 −0.687 ± 0.010 0.549 ± 0.006 0.099 ± 0.015 2.679 ± 0.023 
11.5 0.5 −0.687 ± 0.010 0.543 ± 0.005 0.146 ± 0.016 2.688 ± 0.018 
11.5 1 −0.699 ± 0.010 0.546 ± 0.006 0.193 ± 0.021 2.670 ± 0.024 

12 0 −0.649 ± 0.010 0.538 ± 0.007 0.076 ± 0.027 2.637 ± 0.035 
12 0.5 −0.655 ± 0.010 0.535 ± 0.007 0.139 ± 0.025 2.641 ± 0.038 
12 1 −0.677 ± 0.013 0.546 ± 0.009 0.191 ± 0.028 2.586 ± 0.043 

12.5 0 −0.618 ± 0.016 0.530 ± 0.012 0.081 ± 0.041 2.606 ± 0.062 
12.5 0.5 −0.629 ± 0.016 0.536 ± 0.012 0.151 ± 0.047 2.565 ± 0.074 
12.5 1 −0.664 ± 0.022 0.561 ± 0.011 0.167 ± 0.056 2.477 ± 0.065 

13 0 −0.591 ± 0.028 0.531 ± 0.018 0.102 ± 0.045 2.548 ± 0.108 
13 0.5 −0.604 ± 0.032 0.551 ± 0.017 0.140 ± 0.077 2.463 ± 0.097 
13 1 −0.651 ± 0.042 0.600 ± 0.020 0.078 ± 0.085 2.292 ± 0.110 

13.5 0 −0.563 ± 0.049 0.547 ± 0.023 0.064 ± 0.125 2.445 ± 0.211 
13.5 0.5 −0.591 ± 0.077 0.580 ± 0.029 −0.004 ± 0.137 2.309 ± 0.190 
13.5 1 −0.619 ± 0.091 0.656 ± 0.046 −0.105 ± 0.242 2.250 ± 0.236 

14 0 −0.508 ± 0.074 0.563 ± 0.050 −0.032 ± 0.237 2.330 ± 0.348 
14 0.5 −0.529 ± 0.131 0.641 ± 0.082 −0.263 ± 0.277 2.320 ± 0.457 
14 1 −0.511 ± 0.270 0.699 ± 0.228 −0.241 ± 0.533 1.932 ± 0.497 
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nticorrelated, while for the higher mass scales { 12.5, 13, 13.5 } they
ecome correlated. The mass scale 10 12 is the turning point according 
o this plot. 

As we mentioned before the VP and the SC-CDF/PDF are 
omplementary and known functions in the literature. Several studies 
ave been done during past years to calculate the VP function in both
imulations and observational data sets. However, these studies often 
ocus on calculating ln ( P 0 )/ nV to observe universality of the VP
unction. As a specific example, the SC-CDF in Fig. 2 is compatible
o the peaked-CDF in fig. 4 of Banerjee & Abel ( 2020 ). In this
MNRAS 512, 5165–5182 (2022) 
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M

Figure 2. In this figure, (a) F ( x ), the SC-CDF, (b) G ( x ), the NN-CFD, and (c) 

J ( x) = 

1 − G ( x) 

1 − F ( x) 
as a function of x = 

3 
√ 

nV are plotted using haloes from 

the SMDPL simulation. The red circles ( z = 0) and the blue squares ( z = 1) 
correspond to lower mass limit of 10 11 M �h and green up-pointing triangles 
( z = 0) and black down-pointing triangles ( z = 1) correspond to lower mass 
limit of 10 13 M �h . 
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irection, in our work we calculate the SC-PDF/CDF. Also, we
hould note that we study the less studied NN-PDF/CDF and J-
unction in this work. Kerscher et al. ( 1999 ) have calculated the
-function for Matern cluster process, galaxies, and mock samples.
n this section, we show the updated results for the SC-CDF/PDF,
N-CDF/PDF, and J-function in terms of the dimension-less variable
 , using high resolution N -body simulation data. We also point out
hree conclusive new statements: 

(i) Similarity argument: We find that for a specific mass scale, the
ean of the SC-CDF is almost independent of redshift till z = 1. 
NRAS 512, 5165–5182 (2022) 
(ii) Distribution argument: Exploring the general behaviour of
istributions, the SC-PDF is nearly skew-normal, while the NN-PDF
s nearly lognormal. 

(iii) Moments dependence: There is an approximately linear
elation between the mean and v ariance, ho we ver for the NN-CDF,
e have a bi-modal behaviour in the moments. 

In the next section, we continue our discussion using the observa-
ional data. 

 OBSERVATI ONS  

n this section, we study the SC-CDF/PDF , NN-CDF/PDF , and J-
unction for the galaxy group catalogues. Here, we are going to
nd the capability of the new probes to study clustering of galaxy
roups. Galaxy groups are the luminous tracers of large mass dark
atter haloes. Accordingly, we can compare the results with N -

ody simulations. Ho we v er, the e xact comparisons need a more
ophisticated approach to consider all the complication raised from
he redshift space distortion, baryonic effects, and dark matter-
uminous matter bias. As a complementary step toward studying
his complex comparison, we study mock galaxy catalogues as well.

.1 Sample selection: Galaxy groups and mock catalogues 

n this work, we use the galaxy group catalogues of Tempel et al.
 2014 ). The y pro vide flux-limited and volume-limited ones from
DSS-DR10 (York et al. 2000 ; Ahn et al. 2014 ) data, and the upper

imit on redshift is considered z = 0.2. Tempel et al. ( 2014 ) used
 modified version of FoF to find the galaxy groups, in which the
inking-length is redshift dependent. The linking-length is defined as
he average over the NN-PDF of the galaxies in a sample. The idea
ehind this choice is to make sure that the galaxies find the nearest
eighbour in their group, and isolated galaxies that are in the tail of
he distribution, do not change the mean of the NN-PDF (and linking
ength) significantly . Accordingly , the av erage o v er the NN-PDF is a
easonable estimation for the distances between galaxies in a group.
t is interesting to note that, for the volume-limited catalogues, the
inking-length is approximately constant o v er redshift. 

In this work, we use six volume-limited catalogues from Tempel
t al. ( 2014 ). The details of the catalogues are shown in Table 1 . In
he first column, we show the limit on the magnitude M r , lim 

, in the
olumn two, we report the limit on redshift, and the column three is
 � for each catalogue in unit of Mpc h −1 . 

In order to find the physical distances to the galaxy groups, we
eed to assume a background cosmology. We set the cosmological
arameters similar to Section 3 , in agreement with Planck (Ade et al.
014 ). 
To a v oid boundary problems in sample selection, we use an area

f 0 < Dec < 55, 130 < Ra < 240. In Fig. 5 , the spatial position of
ll galaxies is plotted. The redshift of each galaxy is represented with
olour. The square area which is enclosed with red dot-dashed lines is
he area being used in this work. We also use the inner square, which is
epresented with dashed purple lines, and is 5 degrees smaller in each
irection, with respect to the main square. This is done to examine
he effects of the boundary condition, after selection. Ho we ver no
ignificant change is detected for the inner area, so we only report
he results of the main one. In Table 1 , column four, we report the
umber of groups for each volume-limited catalogues, after selection.
o estimate the errors, we use a conserv ati ve approach similar to
ection 3 and divide the sample into four equivalent sub-samples
nd calculate the mean and standard deviation of each sub-samples. 
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Figure 3. The mean of the SC-PDF for dark matter haloes of the SMDPL samples, s 1 defined in Section 2.2 , is plotted for different mass scales with respect to 
(a) s 2 and (b) mass limits. The blue circles correspond to z = 0, orange squares are for z = 0.5, and green triangles are for z = 1. In panel (b), the mass scales 
are shifted slightly for clarification. 

Figure 4. The logarithmic mean of the NN-PDF for dark matter haloes of the SMDPL samples, l 1 defined in Section 2.2 , is plotted versus (a) l 2 and (b) mass 
limits for different mass scales. The labels are the same as Fig. 3 . In panel (b), the mass scales shifted slightly for clarification. 

Figure 5. The spatial position of galaxies used in this work. We only consider 
galaxies which are inside the square-frame indicated with dot-dashed red 
lines. 
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Mock catalogues are useful tools to study observational data (Mao 
t al. 2018 ; Behroozi et al. 2019 ; Alam et al. 2021 ; Zhao et al. 2021 ).
n our work, we use the mock galaxy catalogue from Paranjape,
houdhury & Sheth ( 2021 ). They find haloes of an N-body simula-

ion with ROCKSTAR halo-finder (Behroozi, Wechsler & Wu 2012 ), 
nd populate haloes with the mock central and satellite galaxies. 
he population of galaxies is based on an updated halo occupation
istribution model. The host halo of each central galaxy is also
aryonified. For our work, we select only the mock central galaxies,
ecause they are positioned on the centre-of-mass of host haloes. 
his helps us to interpret results of the mock catalogue as a middle
tage between haloes and galaxy groups. We make four samples by
onsidering limits on magnitude of the mock central galaxies. Details 
f these samples are shown in (see Tables 4 and 5 ) . Column one
s the limit on the magnitude while column two represents r � . The
etails of the original N -body simulation is as follows: a periodic
ubic box simulation at redshift zero, which has 300 Mpc h −1 length
nd 1024 3 particles. The cosmological parameters of the simulation 
s set to WMAP7 best fit (table 1 of Paranjape & Alam 2020 ). The
ethod for finding the NN-CDF, SC-CDF, and errors are similar to
MNRAS 512, 5165–5182 (2022) 

ection 3 . 
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Figure 6. The NN-PDF and the SC-PDF for galaxy groups are plotted versus 
the dimension-less variable x for a volume limited catalogue. The condition 
on magnitude is M r , lim 

= −20. Thin red line refers to NN-PDF and the thick 
red line refers to SC-PDF. The dot-dashed thin blue line is the theoretical 
lognormal curve equation ( 16 ) with μ = −0.68, σ = 0.58, and dashed thick 
blue line is skew-normal curve equation ( 17 ) with μ = 0.56, σ = 0.8, α = 

2.6. The thin black step dotted and the thick black step dotted plots represent 
the NN-PDF and SC-PDF of central galaxy samples of the mock galaxy 
catalogue, respectively. The condition on magnitude of the central galaxies is 
as M r , lim 

= −20. 
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Figure 7. In this figure, in panels (a) F ( x ), SC-CDF, (b) G ( x ), NN-CD, and 

(c) J ( x) = 

1 − G ( x) 

1 − F ( x) 
versus x = 

3 
√ 

nV are plotted for the galaxy groups of 

the volume limited catalogue and the central galaxies of the mock galaxy 
catalogue. For the galaxy groups, red circles represent M r , lim 

= −19.5 and 
blue squares represent M r , lim 

= −20.5. For the central galaxies, green up- 
pointing triangles show M r , lim 

= −19.5 and black down-pointing triangles 
show M r , lim 

= −20.5. 
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.2 Results 

n Fig. 6 , we plot the SC-PDF (thick red line) and the NN-PDF (thin
ed line) for M r , lim 

= −20 as a function of x , for the galaxy groups.
he SC-PDF peak is around 1.2, and the NN-PDF peak is at 0.5.
hey correspond to physical comoving lengths of 7.5 and 3.1 Mpc
 

−1 , respectively. Comparing the galaxy groups with simulations
s challenging because of the differences between statistics of DM
aloes and galaxy groups. Ho we ver, the general behaviour of dark
atter distributions in N -body simulations (see Section 3 ) can be

sed as a hint for galaxy distributions. For example, we showed
n Fig. 1 that the SC-PDF is nearly skew-normal, and the NN-
DF approximately follows a lognormal distribution for dark matter
aloes. This approximation seems viable for galaxy groups as well.
n Fig. 6 dashed blue thick line sho ws ske w-normal probability
istribution function (equation 17 ) with parameters μ = 0.56, σ =
.8, α = 2.6 and dot-dashed blue thin line is a lognormal probability
istribution function (equation 16 ) with parameters μ = −0.68,
= 0.58. Here, similar to Section 3 , we find the parameters when

he distributions approximately follow the theoretical distributions.
imilar to DM haloes, the NN-PDF peaks in smaller scales compared

o the SC-PDF. Again, we conclude that the NN-PDF probes smaller
cales in comparison with the SC-PDF which probes larger scales. 

In Fig. 6 we show the results of the mock central galaxies with
hin/thick black step dotted lines, which correspond to the NN-
DF/SC-PDF. The condition on the magnitude of the mock galaxies

s M r , lim 

= −20. There is a good agreement between the statistics
f the SC-PDF of the mock central galaxies and the galaxy groups.
o we ver, there is a difference between the two curves of NN-PDF

or small distances x < 0.2. Making mock galaxy group catalogues
ith both central and satellite galaxies could relax the difference.
lso, considering the neglected baryonic effects and the redshift

pace distortion (RSD) could be a solution. 
In Fig. 7 we plot the SC-CDF in panel (a) and the NN-CDF in

anel (b) for the galaxy groups and the mock central galaxies. In
anel (c), we plot the J-function where the samples are selected
NRAS 512, 5165–5182 (2022) 
s M r , lim 

= { − 19.5, −20.5 } (see Tables 4 and 5 ). We
epresent galaxy groups with a red circle and blue square, while mock
alaxies are shown with green up-pointing and black down-pointing
riangles (corresponding to different magnitude limit, respectively).
he similarity of different samples within error bars can be deduced
ased on Fig. 7 . Note that we do not consider any limit on the mass
f the galaxy groups. So low mass and high mass groups are present
n the volume-limited catalogues. This situation is comparable with
he low mass dark matter halo samples of Section 3 . In near future,
he number of observed galaxy groups will increase. Accordingly, it
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Table 4. Different volume-limited catalogues are represented. The con- 
ditions on magnitude and redshift are presented in column one and two, 
respectively. r � = r /( nV ) 1/3 is shown in column three. We report the number 
of groups in column four. 

M r , lim 

z lim 

r � (Mpc h −1 ) N 

-18 0.045 3.891 5258 
-18.5 0.057 4.256 7761 
-19 0.071 4.698 11 352 
-19.5 0.089 5.116 16 517 
-20 0.110 6.225 17 301 
-20.5 0.136 7.788 16 444 

Table 5. The details of central galaxy samples from mock galaxy catalogue. 
The conditions on magnitude is written in column one. r � = r /( nV ) 1/3 is shown 
in column two. 

M r , lim 

r � (Mpc h −1 ) 

-19 2.679 
-19.5 3.041 
-20 3.691 
-20.5 4.630 
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ould be possible to set additional conditions on the samples, such 
s dynamical mass limit. This can help us to break the de generac y
etween different samples. 

By comparing the mock central galaxies with the galaxy groups, 
he results agree within error bars, when we use the SC-CDF.
o we ver, the NN-CDF sho ws some de viation at small x. These
Table 6. We report the moments of the SC-PDF for the sampl
four rows (marked with ∗), calculated by equation ( 19 ). The con
In columns 3, 4, 5, 6 we report the quantities s 1 , s 2 , ̃  s 3 , and ̃  s 4 , 

M r , lim 

s 1 s 2 

18 1.202 ± 0.045 0.586 ± 0.02
18.5 1.188 ± 0.059 0.564 ± 0.03
19 1.157 ± 0.031 0.547 ± 0.01
19.5 1.198 ± 0.045 0.558 ± 0.02
20 1.177 ± 0.037 0.544 ± 0.01
20.5 1.165 ± 0.035 0.519 ± 0.01

∗19.0 1.239 ± 0.047 0.608 ± 0.03
∗19.5 1.221 ± 0.048 0.592 ± 0.03
∗20.0 1.201 ± 0.056 0.57 ± 0.03
∗20.5 1.168 ± 0.061 0.545 ± 0.03

Table 7. The logarithmic moments of the NN-PDF related to t
the last four rows (marked with ∗), calculated by equation ( 20 )
In columns 3, 4, 5, 6 the quantities l 1 , l 2 , ̃  l 3 , and ̃  l 4 are respectiv

M r , lim 

l 1 l 2 

18 − 0.672 ± 0.034 0.554 ± 0.018
18.5 − 0.658 ± 0.027 0.56 ± 0.018
19 − 0.658 ± 0.031 0.554 ± 0.009
19.5 − 0.663 ± 0.024 0.561 ± 0.013
20 − 0.679 ± 0.024 0.583 ± 0.015
20.5 − 0.679 ± 0.027 0.618 ± 0.016

∗19.0 − 0.803 ± 0.027 0.665 ± 0.010
∗19.5 − 0.789 ± 0.026 0.665 ± 0.009
∗20.0 − 0.768 ± 0.033 0.661 ± 0.013
∗20.5 − 0.731 ± 0.044 0.665 ± 0.017
esults are consistent with Fig. 6 . We calculate moments of the SC-
DF in Table 6 and logarithmic moments of the NN-PDF in Table 7 .
n the column one of the tables, we present magnitude limit. In the
est of the four columns s 1 , s 2 , ˜ s 3 , and ˜ s 4 are presented for the SC-
DF l 1 , l 2 , ̃  l 3 , and ̃  l 4 for the NN-PDF. The errors on the moments are

ess than 5 per cent for the mean and variance. In both tables, first
ix rows are related to the galaxy groups and the other four rows are
or the mock galaxy centrals, which are marked with ∗. 

The SC-PDF skewness is around 0.5, and the NN-PDF has 
pproximately 0.15 logarithmic skewness (see the column four of 
he Tables 6 and 7 ). Similar to the haloes, the NN-PDF skewness
s smaller than the SC-PDF and kurtosis of the SC-PDF is approxi-
ately between 3.2 and 3.4. On the other hand, logarithmic kurtosis

f the NN-PDF is approximately between 2.5 and 2.7. This shows
hat the SC-PDF can be considered as a nearly normal distribution
hile the NN-PDF is nearly lognormal, which is consistent with 
ig. 6 and the SMDPL simulation. 
All the samples of the mock central galaxies and the galaxy groups

ave equal moments of the SC-PDF, considering the error bars, 
xcept the one with M r , lim 

= −19. But this is not the case for the
N-PDF, which is consistent with our aforementioned results. 
In Fig. 8 we plot s 1 with respect to s 2 for the ten samples of Table 6 .

or galaxy groups, blue circle shows M r , lim 

= −18, orange square
hows M r , lim 

= −18.5, green up-pointing triangle shows M r , lim 

= 

19, red down-pointing triangle shows M r , lim 

= −19.5, purple x -
ymbol shows M r , lim 

= −20, and brown diamond shows M r , lim 

=
20.5. Soft blue region is extracted from the SMDPL which we

lot it in Fig. 3 . The moments derived from galaxy groups shows
onsistency with the soft blue region from the SMDPL. This result
MNRAS 512, 5165–5182 (2022) 

es of Table 4 in the first six rows, and Table 5 in the last 
dition on the magnitude is presented in the column one. 

respectively. 

˜ s 3 ˜ s 4 

9 0.648 ± 0.070 3.264 ± 0.165 
0 0.633 ± 0.056 3.324 ± 0.179 
9 0.679 ± 0.066 3.457 ± 0.225 
4 0.563 ± 0.049 3.120 ± 0.171 
3 0.620 ± 0.044 3.262 ± 0.137 
0 0.518 ± 0.128 3.159 ± 0.512 

 0.738 ± 0.074 3.531 ± 0.261 
1 0.702 ± 0.098 3.434 ± 0.35 
4 0.649 ± 0.082 3.279 ± 0.267 
6 0.634 ± 0.094 3.323 ± 0.28 

he samples of Table 4 in the first six rows, and Table 5 in 
. The condition on the magnitude is shown in column 1. 
ely represented. 

˜ l 3 ˜ l 4 

 0.242 ± 0.043 2.768 ± 0.126 
 0.216 ± 0.042 2.728 ± 0.119 
 0.157 ± 0.083 2.664 ± 0.091 
 0.151 ± 0.048 2.679 ± 0.064 
 0.107 ± 0.03 2.574 ± 0.046 
 − 0.013 ± 0.051 2.527 ± 0.047 

 − 0.157 ± 0.027 2.696 ± 0.035 
 − 0.176 ± 0.031 2.692 ± 0.039 
 − 0.205 ± 0.049 2.689 ± 0.066 
 − 0.271 ± 0.067 2.736 ± 0.100 
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Figure 8. The mean of the SC-PDF for galaxy groups of the volume-limited 
catalogue, s 1 , is plotted for different magnitude limits with respect to s 2 . We 
show sample M r , lim 

= −18 with the blue circle, M r , lim 

= −18.5 with the 
orange square, M r , lim 

= −19 with the green up-pointing triangle, M r , lim 

= 

−19.5 with the red down-pointing triangle, M r , lim 

= −20 with the purple and 
M r , lim 

= −20.5 with the brown diamond. The result of � CDM haloes from 

the SMDPL simulation is shown by soft blue region. We also represent results 
for the central galaxies of the mock galaxy catalogues with black dots. The 
conditions on the magnitude of central galaxies are shown inside the figure. 
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s compelling, considering the difference between samples of the
ark matter haloes of SMDPL simulation and the galaxy groups
atalogue. The volume-limited galaxy groups have the condition on
heir magnitudes, while the SMDPL halo samples have constrained
n their masses. 
In Fig. 8 , four black dots are related to the mock central galax-

es with different conditions on their magnitude limit (which are
resented inside the figure). It is clear that the result for the mock
alaxies and haloes are consistent. Moreo v er, we can see the linear
elation between the mean and variance of the SC-PDF, with respect
o the magnitude limit of the mock central galaxies. 

The uncertainties are substantial, both for simulation and observa-
ional data sets. Ho we ver, in the light of precise future galaxy surveys
Amendola et al. 2018 ) and technological advances in numerical
imulations (Adamek et al. 2016 ; Hassani et al. 2019 ), one could
educe the errors significantly. Thus a more precise comparison
etween the data and simulation will be available in near future. 

 C O N C L U S I O N S  A N D  R E M A R K S  

he standard model of cosmology is well tested in the last two
ecades in linear regime mainly, using two-point statistics. With the
pcoming surv e ys we are going to observ e the Univ erse in deeply
on-linear regime. Accordingly, the main challenge would be to
ompare the theory with observation in non-linear scales. In this
ork, we mainly focus on the idea of using complementary statistical
robes to study non-linear scales. In non-linear scales, the matter
istribution is far from Gaussian, and we can approximate it by a
ognormal distribution. At these scales, study of the statistics that
epend on higher order correlation functions is experimentally and
heoretically moti v ated. At first glance, they can impro v e constraints
n the cosmological parameters for a given data. Moreover, the two
ther advantages of these functions are (1) finding the universality
ehaviours. F or e xample, the scaling relation for the void function
ives information about the statistics of matter density and the form
f n -point correlation function of haloes/galaxies. (2) Finding differ-
nces between samples which leads us to extract more information
NRAS 512, 5165–5182 (2022) 
n order to constrain the parameters and to distinguish cosmological
odels. F or an e xample, breaking the de generac y between bias and
8 parameters (Banerjee & Abel 2020 ). 
In this work, we used the SMDPL simulation from the MultiDark

roject. Also, we use the galaxy groups from the volume-limited
empel catalogue, as well as the mock central galaxies from a
ock galaxy catalogue. We calculated the Spherical Contact (SC)

istribution function, Nearest Neighbour (NN) distribution function,
nd the J-function in simulations and observational data. We choose
he dark matter halo samples from the SMDPL by introducing limits
n mass and redshift. We use the galaxy group sample and the mock
entral galaxies with limits on the magnitude. 

Our results suggest that, the SC-CDF/PDF probes larger scales
ompared to the NN-CDF/PDF. Accordingly, the NN-CDF reveals
ifference between the samples. For specific mass scale, different
edshifts have similar s 1 , l 1 but the y hav e different s 2 , l 2 for the SC-
DF and NN-PDF , respectively. W e also obtain similar results for
alaxy groups. Our main findings are summarized as follows: 

(i) In both the SMDPL and galaxy groups, the SC-PDF distribution
s nearly skew-normal and the NN-PDF is nearly lognormal. The NN-
DF is more sensitive to non-linear clustering than the SC-PDF. The
on-unity of the J-function comes from the difference between the
N-PDF and SC-PDF. 
(ii) For a specific mass scale and different redshifts, the mean

f distribution is the same for both the SC-PDF and NN-PDF. As
 result, we can use the variance to distinguish between samples.
o we ver, the NN-CDF reveals the differences more clearly. 
(iii) In the SMDPL, for the SC-PDF, a linear relation between s 1 

nd s 2 is found. The results for the galaxy groups are also consistent
ith the SMDPL considering the error bars. Using a more precise

pproach of error finding and considering the simulations with larger
ox sizes, errors will be reduced significantly and we can compare the
 1 , s 2 relation between the simulations and data better. The relation
etween l 1 and l 2 is complicated and the trend changes in mass scales
round ∼10 12 M �h . 

(iv) We find the mean and variance of the SC-PDF/NN-PDF for
alaxy groups within 5 per cent errors. 

(v) Some samples have similar SC-CDF but have different NN-
DF. This suggests a complementary role of the SC-CDF and NN-
DF and show that they contain different information. 
(vi) The J-function is equal to the first conditional correlation. It

ontains information about clustering. We calculated the J-function
or all the samples, and showed that it is sensitive to the mass scale.
n the larger mass scales, we have less clustering as their J-function
s closer to one. 

(vii) We find a good agreement between the results for mock
entral galaxy samples and galaxy groups, when we focus on the
C-PDF (at least for M r , lim 

= { − 19.5, −20, −20.5 } ). Ho we ver,
or the case of the NN-PDF there is a difference between samples
t small distances x < 0.2. Making mock galaxy group catalogues
r considering some ignored baryonic effects and redshift space
istortions may relax this difference. 

For future remarks, note that we usually test cosmological models
o find the best fit of the parameters. This is not easily done at non-
inear scales. Ho we ver, our results suggest a possible intrinsic length
cale in the form of the mean of the SC-PDF. Based on our findings in
his work, the first moments of the SC-PDF is redshift independent.
he universality of the SC-CDF and the redshift independence could
e a promising result to define a standard length scale for non-linear
egime. As a future work, one can study the universality of the J-
unction, which is a result of the scale-invariant correlation function.
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inding the standard lengths from non-linear structures is important, 
s they can be used as a ruler. These standard lengths potentially
an reveal tensions between distinct data sets (for example, the H 0 

ension in Riess et al. 2019 ). We also can search for cosmological
odels which break the universality or similarity. 
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PPENDIX  A :  UNIVERSALITY  O F  T H E  VO ID  

R  O B  ABILITY  F U N C T I O N  

he relation between the SC-CDF and the NN-CDF to cosmological
arameters and initial conditions is complicated. In this direction,
niversal features of non-linear matter density help us extract infor-
ation from deeply non-linear scales. For example, White ( 1979 )

roposed a scaling relation for the void probability (VP) function. In
his section, we re vie w the uni versality of the VP function. It results
n a universal form for ln P 0 / nV . We also find a similarity for the
ean of the SC-PDF in different redshifts. 
We follow Balian & Schaeffer ( 1989 ) and show the scaling

elations from equation ( 4 ), while assuming a scale invariant n -point
orrelation function as, 

N ( λr 1 , ..., λr N ) = λ−( N−1) γ ξ ( r 1 , ..., r N ) , (A1) 

here γ is a constant. This form of n -point correlation function
as a theoretical and observ ational moti v ation (Bernardeau et al.
002 ). The scale invariant assumption, as well as the transitional and
otational symmetry leads to the following power-law relation for
he two-point correlation function 

 

γ ξ2 ( r) = constant. (A2) 

v eraging o v er volume V leads to a similar equation for the averaged
wo-point correlation function 

 

γ / 3 
∫ 

1 

V 

2 
ξ2 ( r 1 , r 2 ) d V 1 d V 2 = V 

γ / 3 ξ̄2 = constant . (A3) 

t is straightforward to show that the scale invariance assumption
esults in a scaling relation for the conditional correlation function
 i , equation ( 2 ) 

 i ( r 1 , ..., r i ; V ) = 

∑ 

j 

( −nV ) j 

j ! 
( ̄ξ2 ) 

i+ j−1 S i,j ( r 1 , ..., r i ) , (A4) 

n which S i , j is 

 i,j ( r 1 , ..., r i ) = 

∫ 
ξi+ j (( ̄ξ2 ) 

1 /γ r 1 , ..., ( ̄ξ2 ) 
1 /γ r i+ j ) 

d V i+ 1 

V 

... 
d V i+ j 

V 

. 

(A5) 

hen we show that S i , j is independent of volume and ξ̄2 . In this
ase, the quantity ( nV ) i − 1 � i is a universal function of nV ̄ξ2 and
o different samples exhibit similar behaviour with respect to nV ̄ξ2 .
inally, the observational quantities e.g. ln P 0 /( nV ), which is equal
NRAS 512, 5165–5182 (2022) 
o � 0 /( nV ) (see equation 4 ), is treated as a universal function of
V ̄ξ2 . Ho we ver, the uni versality happens only if S i , j is independent
f volume V , the averaged two point correlation function ξ̄2 and
lso r i for i > 0. This argument is intuitively grasped when we

pply a changing variables as d 3 ρj = 

d V j 

V 

. By this definition, in

quation ( A5 ) the integrals are taken o v er spheres with radius of
nity length and we have 

 i,j ( ρ1 , ..., ρi ) = 

∫ 
ξi+ j ( cρ1 , ..., cρi+ j ) d 

3 ρi+ 1 ...d 
3 ρi+ j , (A6) 

here c = ( ̄ξ2 ) 1 /γ V 

1 / 3 is a constant using equation ( A3 ). Balian &
chaeffer ( 1989 ) examined the universality of S 0, j . For S i , j the
rguments might not hold anymore. Finding an exact solution for
 i , j is out of the scope of this work. 
Croton et al. ( 2004 ) inv estigated the univ ersality of ln P 0 /( nV ), and

hey proposed negative binomial function as a good approximation
or this function in 

ln P 0 / ( nV ) = 

1 

nV ̄ξ2 
(1 + ln ( nV ̄ξ2 )) . (A7) 

mploying equation ( 7 ), we see that the J-function is equal to � 1 . It
uggests that J-function is also a universal function. 

In the following, we focus on variable nV ̄ξ2 . ξ̄2 calculated by
quation 

¯2 = 

〈 N 

2 〉 − 〈 N〉 2 − 〈 N〉 
〈 N〉 2 , (A8) 

here 
√ 

〈 N 〉 2 − 〈 N 〉 2 is the standard deviation of number count
robability of the volume V . 〈 N 〉 is the mean number of particles
ound in volume V , which is equal to nV . In literature N̄ ≡ nV 

s defined instead of r variable (Fry & Colombi 2013 ). Ho we ver,

e mainly focus on the length scales. We redefine x 3 ≡ ( 
4 π

3 
n ) r 3 

n which V = 4 π /3 r 3 and throughout this work we investigate x
dimension-less variable) dependence of the SC-CDF, the NN-CDF,
nd the J-function. Finally, we mention that we find similarity for the
P function versus dimension-less variable x and not the well-known
arameter x ̄ξ2 . This argument suggests a new form of universality
n redshifts, which we will investigate in future works with more
etails. 

PPENDI X  B:  E R RO R  ESTIMATION  

n this appendix, we discuss the results of the other simulations of
he ‘MultiDark’ project (Riebe et al. 2013 ). Especially the MDPL
nd MDPL2. They are similar to SMDPL but with a larger box size
f 1 Gpc h −1 . The MDPL and MDPL2 are different in their seed
umbers. So in this section, we discuss the effect of the box size and
he initial conditions. In the following, we discuss the errors induced
y the boundary condition. Here, similar to Section 3 , we estimate
he errors conserv ati vely, where we di vide the main box into 27 sub-
oxes. We also present our approach to the error estimation in this
ppendix and with more details. 

In Fig. B1 we plot in panels (a) F ( x ), (b) G ( x ), and (c) J ( x) =
1 − G ( x) 

1 − F ( x) 
as a function of x = 

3 
√ 

nV . In this figure, the mass limit

s M > 10 12 M �h and z = 0. Since the box size of the MDPL and
DPL2 simulations are larger, the error bars are smaller and barely

ecognizable in the figures. The red circles are for the SMDPL,
or MDPL we use blue square, and the green triangles are for the

DPL2. Figures show good agreement between the same samples
n different simulations. 
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Figure B1. We plot in panel (a) F ( x ), SC-CDF, (b) G ( x ), NN-CDF, and (c) 

J ( x) = 

1 − G ( x) 

1 − F ( x) 
with respect to x = 

3 
√ 

nV for DM haloes from simulation. 

Mass limit is 10 12 M �h and z = 0. The red circles represent the SMDPL 

simulation, blue squares correspond to MDPL and green triangles are for 
MDPL2. 
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In Fig. B2 we plot in panel (a) s 1 as a function of s 2 , for the
C-PDF and in panel (b) l 1 as a function of l 2 , for the NN-PDF.
n this figure, we only consider the case z = 0, and the different
oints are related to different mass scales, log ( M lim 

/ M �h ) = { 12,
2.5, 13, 13.5, 14 } . In Fig. B2 moments of the SC-PDF is similar
n the different simulations, which were predictable as the functions 
re independent of the box size. It is also true for moments of the
N-PDF. Except to the mass scale abo v e 10 12 M �h . F or this mass

cale s 1 is −0.649 ± 0.010 for the SMDPL, −0.668 ± 0.003 for the
DPL, and −0.666 ± 0.005 for the MDPL2. MDPL and MDPL2 

gree. Ho we v er, the y are far from SDMPL results within one sigma
onfidence level. An explanation is systematic from boundary effects 
Chiu et al. 2013 ). In these scales, the statistical errors are small and
omparable to the systematic errors. In the MDPL and the MDPL2,
he number of haloes is large, and the errors are negligible. 

To find the statistical errors, we divided each simulation box 
nto different sub-boxes and reported the variance as an error. 
ccordingly, we divide the MDPL to 10 3 and the SMDPL to 4 3 

ub-boxes. We plot the PDF of the logarithmic mean of the NN-
DF, l 1 in Fig. B3 . We choose the sub-samples to have 100 Mpc h −1 

engths for both the MDPL and the SMDPL. In this figure, we plot
he normal fitting distributions with dashed yellow for MDPL. The 
ot-dashed green line is for the SMDPL. The plot ensures the errors
re Gaussian. Also, results from the MDPL and the SMDPL agree
ith each other. 
To further study the effect of boundary condition, we consider 

nly haloes inside a smaller box in the original simulation with the
ame centre. The length of the new box is L − 2 l b , where L is
he original box size. Ho we ver, the neighbours of haloes which are
nside the smaller box can still be in the original box. This implies
hat the boundary condition of the smaller box is more realistic than
he original one (as we mentioned in Section 3.1 , we do not consider
 periodic boundary condition in this study). 

In Tables B1 and B2 , we represent moments of the SC-PDF and
og-moments of the NN-PDF, for dif ferent l b , respecti v ely. F or this
ample r � = 3.8 Mpc h −1 . Accordingly, we conclude the effect of
oundary condition is negligible for the case which l b = 30 Mpc
 

−1 . In Tables B1 and B2 , the moments and log-moments agree with
ach other and difference between the moments is al w ays smaller
han our conserv ati v e errors. F or the moments of SC-PDF, difference
s a few per cent, while for the log-moments of the NN-PDF, this
ifference is below one per cent. 
We conclude that the effects induced from boundary condition 

s negligible in our work when we consider conserv ati ve errors.
o we ver, for a more accurate analysis, one should consider more

ealistic boundary conditions in simulations, specially for the SC- 
DF. Furthermore, we find that, the SC-PDF does not depend on

he box size, seed number, and more importantly, the same linear
elation between s 1 and s 2 exist for the other simulations (MDPL and

DPL2). In large-box simulations and small mass scales, the number 
f haloes is large. And when the statistical errors are comparable with
ystematic errors, more accurate methods are necessary. 
MNRAS 512, 5165–5182 (2022) 
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Figure B2. The panel (a) s 1 with respect to s 2 and (b) l 1 with respect to l 2 is plotted for dark matter haloes from different simulations. The blue circle is for the 
SMDPL, orange square is for MDPL, green triangle is for MDPL2. Points represent the mass limits log ( M lim 

/ M �h ) = { 12, 12.5, 13, 13.5, 14 } . 

Figure B3. The NN-PDF logarithmic mean, l 1 is plotted for different sub- 
boxes. The SMDPL simulation with 64 sub-boxes is plotted in blue, and the 
MDPL simulation with 1000 sub-boxes in a solid orange line. The estimated 
normal distributions are plotted with dot-dashed green and dashed yellow 

lines, respectively. 
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Table B1. The moments of the SC-PDF for the case M lim 

>

calculated by equation ( 19 ). The quantity l b is shown in the fir
and ̃  s 4 are, respectively, represented. 

l b (Mpc h −1 ) s 1 s 2 

0 1.171 ± 0.032 0.563 ± 0.02
5 1.163 ± 0.031 0.554 ± 0.02
15 1.159 ± 0.030 0.553 ± 0.02
30 1.156 ± 0.036 0.548 ± 0.02

Table B2. The logarithmic moments of the NN-PDF for the 
simulation, calculated by equation ( 20 ). The quantity l b is show
˜ l 3 , and ̃  l 4 are respectively represented. 

l b (Mpc h −1 ) l 1 l 2 

0 − 0.649 ± 0.010 0.538 ± 0.00
5 − 0.654 ± 0.010 0.535 ± 0.00
15 − 0.655 ± 0.012 0.535 ± 0.00
30 − 0.655 ± 0.017 0.535 ± 0.00
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C-PDF  A N D  T H E  NN-PDF  

s we discussed in the main text, we focus on the normal and
ognormal distributions as indicators of the linear and non-linear
cales. We calculated the moments of the SC-PDF in Table 2
nd the log-moments of the NN-PDF in T able 3 . W e showed that
he SC-PDF and the NN-PDF follow approximately the normal
nd lognormal distribution, respecti vely. Ho we ver, we can ask
he question vice versa. What about the log-moments of the SC-
DF and moments of the NN-PDF? Note that the kurtosis of the
ormal distribution is three. We use this property to distinguish
he normal and lognormal distributions. In this appendix, we show
hat the NN-PDF, due to its large kurtosis, is far from a normal
istribution. For the SC-PDF the kurtosis of the normal and log-
ormal distribution is almost the same regarding the confidence
evel. In Tables C1 and C2 , we calculate the logarithmic mo-
ents of the SC-PDF and the moments of the NN-PDF. Noting

olumn four of Table C1 , the log-kurtosis ˜ l 4 is larger than 3.9
or all the cases except the large mass case. We can compare
his number with column four of Table 2 , in which the kurtosis
f the SC-PDF, ˜ s 4 , is smaller than 3.9 for all cases. Ho we ver,
 10 12 M � and redshift z = 0, the SMDPL simulation, 
st column. In columns 2, 3, 4, 5 the quantities s 1 , s 2 , ̃  s 3 , 

˜ s 3 ˜ s 4 

2 0.713 ± 0.082 3.520 ± 0.304 
1 0.692 ± 0.084 3.461 ± 0.312 
0 0.690 ± 0.077 3.451 ± 0.294 
3 0.661 ± 0.077 3.341 ± 0.246 

case M lim 

> 10 12 M � and redshift z = 0, the SMDPL 

n in column 1. In columns 2, 3, 4, 5 the quantities l 1 , l 2 , 

˜ l 3 ˜ l 4 

7 0.076 ± 0.027 2.637 ± 0.035 
7 0.068 ± 0.026 2.632 ± 0.036 
8 0.068 ± 0.030 2.631 ± 0.040 
8 0.070 ± 0.033 2.633 ± 0.044 
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Table C1. The logarithmic moments of the SC-PDF related to samples of Table 1 calculated by equation ( 20 ). 
The condition on mass and redshift is presented in columns one and two, respectively. l 1 , l 2 , ̃  l 3 , and ̃  l 4 are reported 
in following columns. 

log ( M lim 

/ M �h ) Redshift(z) l 1 l 2 ˜ l 3 ˜ l 4 

11 0 0.091 ± 0.019 0.569 ± 0.004 − 0.703 ± 0.02 3.907 ± 0.059 
11 0.5 0.082 ± 0.018 0.565 ± 0.003 − 0.717 ± 0.021 3.957 ± 0.068 
11 1 0.079 ± 0.018 0.561 ± 0.004 − 0.729 ± 0.021 3.958 ± 0.065 
11.5 0 0.059 ± 0.021 0.554 ± 0.005 − 0.735 ± 0.025 3.979 ± 0.085 
11.5 0.5 0.053 ± 0.022 0.549 ± 0.005 − 0.745 ± 0.03 4.009 ± 0.122 
11.5 1 0.054 ± 0.022 0.546 ± 0.003 − 0.756 ± 0.032 4.015 ± 0.103 

12 0 0.029 ± 0.026 0.541 ± 0.007 − 0.768 ± 0.043 4.04 ± 0.154 
12 0.5 0.028 ± 0.025 0.536 ± 0.006 − 0.781 ± 0.052 4.089 ± 0.238 
12 1 0.029 ± 0.025 0.531 ± 0.006 − 0.81 ± 0.049 4.187 ± 0.242 

12.5 0 0.004 ± 0.03 0.528 ± 0.011 − 0.815 ± 0.095 4.284 ± 0.475 
12.5 0.5 0.004 ± 0.028 0.523 ± 0.011 − 0.825 ± 0.092 4.26 ± 0.522 
12.5 1 0.006 ± 0.035 0.519 ± 0.013 − 0.849 ± 0.113 4.267 ± 0.415 

13 0 − 0.012 ± 0.042 0.513 ± 0.017 − 0.82 ± 0.161 4.228 ± 0.613 
13 0.5 − 0.014 ± 0.038 0.504 ± 0.021 − 0.831 ± 0.173 4.244 ± 1.005 
13 1 − 0.005 ± 0.048 0.501 ± 0.021 − 0.929 ± 0.198 4.613 ± 1.063 

13.5 0 − 0.028 ± 0.061 0.498 ± 0.034 − 0.873 ± 0.247 4.518 ± 1.255 
13.5 0.5 − 0.043 ± 0.052 0.489 ± 0.036 − 0.847 ± 0.159 3.983 ± 0.79 
13.5 1 − 0.05 ± 0.073 0.47 ± 0.049 − 0.778 ± 0.323 3.947 ± 1.462 

14 0 − 0.08 ± 0.074 0.48 ± 0.055 − 0.875 ± 0.432 4.157 ± 1.542 
14 0.5 − 0.071 ± 0.096 0.471 ± 0.096 − 0.857 ± 0.588 3.918 ± 2.151 
14 1 − 0.133 ± 0.145 0.41 ± 0.149 − 0.476 ± 0.648 2.907 ± 1.132 

Table C2. The moments of the NN-PDF related to the samples of Table 1 calculated by equation ( 19 ). The 
condition on mass and redshift are presented in columns one and two respectively. s 1 , s 2 , ̃  s 3 , and ̃  s 4 are reported 
in following columns. 

log ( M lim 

/ M �h ) Redshift (z) s 1 s 2 ˜ s 3 ˜ s 4 

11 0 0.566 ± 0.007 0.347 ± 0.007 1.82 ± 0.035 8.253 ± 0.301 
11 0.5 0.567 ± 0.006 0.345 ± 0.007 1.832 ± 0.04 8.228 ± 0.347 
11 1 0.563 ± 0.006 0.345 ± 0.007 1.862 ± 0.034 8.28 ± 0.264 

11.5 0 0.586 ± 0.007 0.347 ± 0.008 1.703 ± 0.046 7.458 ± 0.326 
11.5 0.5 0.585 ± 0.007 0.346 ± 0.008 1.741 ± 0.055 7.608 ± 0.457 
11.5 1 0.579 ± 0.007 0.348 ± 0.008 1.754 ± 0.049 7.468 ± 0.341 

12 0 0.604 ± 0.008 0.347 ± 0.009 1.589 ± 0.082 6.831 ± 0.612 
12 0.5 0.601 ± 0.008 0.348 ± 0.01 1.633 ± 0.08 6.892 ± 0.673 
12 1 0.592 ± 0.01 0.353 ± 0.011 1.642 ± 0.061 6.71 ± 0.404 

12.5 0 0.621 ± 0.012 0.35 ± 0.015 1.511 ± 0.096 6.254 ± 0.708 
12.5 0.5 0.617 ± 0.012 0.357 ± 0.014 1.555 ± 0.11 6.305 ± 0.701 
12.5 1 0.604 ± 0.015 0.366 ± 0.015 1.544 ± 0.099 6.121 ± 0.647 

13 0 0.639 ± 0.021 0.36 ± 0.022 1.442 ± 0.135 5.681 ± 0.794 
13 0.5 0.638 ± 0.023 0.375 ± 0.022 1.459 ± 0.15 5.705 ± 0.995 
13 1 0.625 ± 0.03 0.39 ± 0.03 1.341 ± 0.234 5.086 ± 1.609 

13.5 0 0.662 ± 0.035 0.378 ± 0.032 1.319 ± 0.271 5.095 ± 1.536 
13.5 0.5 0.655 ± 0.049 0.385 ± 0.035 1.171 ± 0.293 4.423 ± 1.615 
13.5 1 0.664 ± 0.057 0.425 ± 0.046 1.088 ± 0.341 3.977 ± 1.227 

14 0 0.705 ± 0.053 0.399 ± 0.047 1.119 ± 0.424 4.356 ± 1.94 
14 0.5 0.718 ± 0.082 0.423 ± 0.055 0.854 ± 0.381 3.341 ± 1.117 
14 1 0.772 ± 0.165 0.435 ± 0.105 0.363 ± 0.559 2.138 ± 0.833 
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onsidering errors, for most cases, two numbers o v erlap. So there
s an opportunity to approximate the SC-PDF with a logarithmic 
istribution. The situation is more clear for NN-PDF. Compar- 
ng column four between Table C2 and Table 3 , log-kurtosis is
round 2.6 but range of kurtosis is from 8.2 to 2.1. So NN-
DF is nearly lognormal cannot be approximated with a normal 
istribution. 
In Fig. C1 , we plot the kurtosis and log-kurtosis corresponding to

aloes from the SMDPL. We present the SC-PDF in panel (a) and
he NN-PDF in panel (b). In the figure, the blue circles show z = 0
MNRAS 512, 5165–5182 (2022) 
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M

Figure C1. Kurtosis and logarithmic kurtosis of both (a) the SC-PDF and (b) the NN-PDF are plotted for SMDPL simulation versus mass scale. ̃  s 4 is plotted 
with blue circles for z = 0 and orange squares show z = 1. Also ̃  l 4 is plotted with green down-pointing triangle for z = 0 and red up-pointing triangle for z = 1. 
Mass scales are shifted slightly for clarity. 
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 ̃ s 4 ), orange squares show z = 1 ( ̃ s 4 ), green down-pointing triangle
how z = 0 ( ̃ l 4 ) and red up-pointing triangle show z = 1 ( ̃ l 4 ). (again,
imilar to Fig. 3 , we shifted mass scales slightly for clarity). The
ituation for the NN-PDF is certain when the logarithmic kurtosis
eviates from the normal kurtosis completely. For the SC-PDF for
cales (10 11 and 10 12 ), ˜ s 4 is lower than ˜ l 4 and it is closer to three
omparing to ˜ l 4 . For the other mass limits, considering the error
NRAS 512, 5165–5182 (2022) 
ars, we cannot distinguish the two classes. Ho we ver, considering

ean kurtosis, for all cases, ˜ s 4 is lower than ˜ l 4 . Accordingly, in
he main text, we report that the SC-PDF is a nearly normal 
istribution. 
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