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Chakravarthi Kanduri 1,*, Milena Pavlović 1, Lonneke Scheffer 1, Keshav Motwani 2, Maria Chernigovskaya 3, Victor Greiff 3

and Geir K. Sandve 1,*

1Centre for Bioinformatics, Department of Informatics, University of Oslo, Oslo 0373, Norway
2Department of Pathology, Immunology and Laboratory Medicine, University of Florida, FL 32610, USA
3Department of Immunology and Oslo University Hospital, University of Oslo, Oslo, 0372, Norway
∗Correspondence address. Chakravarthi Kanduri, Centre for Bioinformatics, Department of Informatics, University of Oslo, Oslo, 0373, Norway. E-mail:
skanduri@uio.no; Geir K. Sandve, Centre for Bioinformatics, Department of Informatics, University of Oslo, Oslo, 0373, Norway. E-mail: geirksa@ifi.uio.no.

Abstract

Background: Machine learning (ML) methodology development for the classification of immune states in adaptive immune receptor
repertoires (AIRRs) has seen a recent surge of interest. However, so far, there does not exist a systematic evaluation of scenarios
where classical ML methods (such as penalized logistic regression) already perform adequately for AIRR classification. This hinders
investigative reorientation to those scenarios where method development of more sophisticated ML approaches may be required.

Results: To identify those scenarios where a baseline ML method is able to perform well for AIRR classification, we generated a
collection of synthetic AIRR benchmark data sets encompassing a wide range of data set architecture-associated and immune state–
associated sequence patterns (signal) complexity. We trained ≈1,700 ML models with varying assumptions regarding immune signal
on ≈1,000 data sets with a total of ≈250,000 AIRRs containing ≈46 billion TCRβ CDR3 amino acid sequences, thereby surpassing the
sample sizes of current state-of-the-art AIRR-ML setups by two orders of magnitude. We found that L1-penalized logistic regression
achieved high prediction accuracy even when the immune signal occurs only in 1 out of 50,000 AIR sequences.

Conclusions: We provide a reference benchmark to guide new AIRR-ML classification methodology by (i) identifying those scenarios
characterized by immune signal and data set complexity, where baseline methods already achieve high prediction accuracy, and (ii)
facilitating realistic expectations of the performance of AIRR-ML models given training data set properties and assumptions. Our
study serves as a template for defining specialized AIRR benchmark data sets for comprehensive benchmarking of AIRR-ML methods.
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Background
The adaptive immune system is responsible for mounting a tai-
lored immune response against antigens (viruses, bacteria, can-
cer, self-antigens). The adaptive immune receptors (AIRs) ex-
pressed on the cell surface of T cells and B cells recognize and
bind antigens [1]. To cover a broad space of potential antigens,
AIRs maintain high diversity throughout an individual’s lifetime
by a stochastic process called V(D)J recombination [2–4]. For in-
stance, in humans, the expected number of unique T-cell re-
ceptors (TCRs) is between 107 and 108, sampled from a set of
>1014 potential TCRs [5]. Upon antigen encounter, adaptive im-
mune cells are activated and proliferate, with all daughter cells
inheriting the same antigen-specific AIR sequence (clonal expan-
sion). After clearance of the antigen, a fraction of the activated
adaptive immune cells matures to a memory stage constituting
long-term protection against antigen reexposure [6]. Therefore,
a snapshot of the adaptive immune receptor repertoire (AIRR)
by immune repertoire sequencing captures information on the
current and past immune state of an individual, where patterns
corresponding to a specific antigenic response may be traced
[7–11].

Previous studies have shown that identical or similar B-cell re-
ceptors (BCRs) or TCRs (where similarity may be defined by edit
distance or sharing of subsequence motifs) can be observed in
multiple individuals who share a similar disease or phenotype
[12–17]. Such evidence has become the basis for many further
studies that developed machine learning (ML) methods to predict
the immune states of individuals based on antigen-specific signa-
tures recorded in AIRR data [18, 19]. Methods that use both classi-
cal ML and deep learning continue to emerge [20], with the aim of
establishing AIRR-ML models for clinical diagnostics [21–34]. Most
published methods use either the nucleotide or the amino acid
sequence of the complementarity determining region 3 (CDR3) to
search for and learn the antigen-specific patterns since the CDR3
loops of AIRs are known to be key determinants of the antigen
specificity of AIRs [11, 35, 36]. Some of the published ML meth-
ods [23, 28, 32] aptly considered AIRR classification as a multi-
ple instance learning problem (MIL) [37] consisting of repertoires
as bags, receptors as instances, and immune state–associated re-
ceptors as witnesses (see Supplementary Fig. 1 for an illustra-
tion of AIRR-ML as MIL). One of the main challenges for AIRR-
ML methodology is that the patterns associated with an immune
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state (positive instances in MIL terminology) can be as rare as one
antigen-binding AIR per million lymphocytes [19, 38]. A similarly
low incidence of positive instances was also reported in previous
studies that used ML for the classification of immune states based
on AIRR data (e.g., [23, 26]). However, notably, the reported degree
of the rareness of identified positive instances can vary between
immune states as well as based on the sampling depth and sta-
tistical power of the studies.

Given the continued rise in the development and application
of ML methods for immune state prediction, it is imperative to
understand the capabilities and limits of ML methods applied to
AIRR data sets. However, profiling the baseline performance of
AIRR-ML methods requires a large suite of benchmark data sets
representing a wide range of variable properties of AIRR data sets
and immune signals. Although experimental AIRR data sets with
large sample sizes are being generated occasionally (e.g., the re-
cent ImmuneCODE database [39] containing SARS-CoV-2–specific
TCR data sets), very few experimental studies have generated
repertoire-labeled AIRR data sets at a high resolution and with
a repertoire size >500 [26, 39, 40]. While the limited availability
of experimental data sets is a challenge in itself in establishing a
baseline performance of AIRR-ML methods, the biggest challenge
is the lack of ground truth related to immune state–associated im-
mune signals. Here, the immune state–associated immune signal
refers to the pattern or information encoded in the AIRR data set
that allows differentiating between two or more immune states
(hereafter referred to as immune signal or signal for brevity). In
the case of AIRR classification using CDR3 sequences, there ex-
ists little concrete, consensus knowledge on the size, shape, in-
cidence levels, and diversity of immune state–associated patterns
[11, 23]. In other words, it is not known whether the immune state–
associated pattern will be in the form of full CDR3 sequences [26,
40, 41] or short subsequences (k-mers) [11, 23, 42–44], how large
and diverse the pool of immune state–associated patterns is, and
how frequently the immune state–associated patterns occur in
repertoires characterized by a particular immune state. In the ab-
sence of knowledge on ground truth immune signals in experi-
mental data sets, an alternative approach to overcoming these
challenges is to use simulated data sets, where the data set and
signal properties can be controlled while preserving and reflecting
the complexities of experimental data sets to a large extent [45,
46].

In this study, we aimed to profile the limits and capabilities of
baseline AIRR-ML models in predicting the immune state labels of
repertoires (Fig. 1a). The generation of simulated benchmark data
sets for such an endeavor should cover a diverse set of challenges
representing characteristics of AIRR-ML study designs, immune
state–associated signal assumptions, and ML model assumptions
(hereafter collectively referred to as properties of AIRR-ML model
training setup). To this end, we simulated a large suite of distinct
benchmark data sets (n ≈ 1,000 data sets with a total of ≈250,000
repertoires containing approximately 46 billion TCRβ CDR3 amino
acid sequences), in which the data set and signal properties were
varied (Fig. 1c). To ensure nativeness of the simulated AIR se-
quences in terms of positional biases, amino acid usage, and se-
quence length distributions, we generated repertoires according
to a human VDJ recombination model provided by AIRR simula-
tion suite OLGA [47]. We then varied (i) immune signal proper-
ties (described below), (ii) sample size (number of examples avail-
able for training), (iii) repertoire size (number of sequences in each
repertoire), (iv) class balance (balance between positive and nega-
tive class examples in training data set), and (v) noise in the nega-
tive class (signal incidence in negative class). Note that the ital-

icized term examples commonly used in ML literature refers to
repertoires throughout this article. Also, note that the term positive
class refers to those repertoires that contain immune–state asso-
ciated sequence patterns, whereas the term negative class refers to
those repertoires where the signal can occur by chance. The im-
mune signal properties that were varied in the benchmark data
set simulations include (i) witness rate (the rate at which signal
occurs in the positive class examples) (Fig. 1b), (ii) number of k-
mers (also referred to as motifs) constituting the signal, (iii) the
size of signal motifs, (iv) whether the signal motifs are continu-
ous, and (v) distributional shift (difference in the witness rates of
training data sets and future data sets met by the trained model).
We then trained ≈1,700 ML models with varying assumptions and
complexity to profile the limits and scalability of AIRR-ML models.
We found that even a baseline method such as logistic regression
performed surprisingly well at a witness rate as low as 0.002%,
comparable to a level of difficulty observed in AIR-based disease
studies [38]. We also characterized several scenarios with increas-
ing levels of signal complexities, in which logistic regression failed
to learn the true signal and thus exhibited poor prediction per-
formance. Overall, our findings shed light on the immune signal
complexities and the basic data set properties that can pose a
challenge to baseline ML models, thereby identifying the frontier
where the development of novel methodologies by the AIRR-ML
community is needed.

Analyses
The main goal of this study is not to comprehensively assess
and benchmark the state-of-the-art machine learning methods
for AIRR data set classification but rather provide empirical ev-
idence on the performance levels of baseline ML models across
a diverse set of challenges for AIRR classification. To this end, we
profiled both the capabilities and limits of the models with varying
data set and signal properties (Fig. 1). We replicated each investi-
gation three times on separate data sets, and the average perfor-
mance metric of the three replications together with variation is
reported. The performance metric of each replication is the bal-
anced accuracy ( 1

2 ( TP
TP+FN + TN

TN+FP )) obtained through nested cross-
validation in which 80% of the data is used for model training and
hyperparameter tuning, while 20% is used for assessing predic-
tion performance on independent test data. An overview of the
variable properties of the AIRR-ML training setup assessed in this
study and their corresponding benchmark data sets is shown in
Table 1, Fig. 1c, and Supplementary Table 1.

Impact of k-mer implantation on the background
k-mer frequency distributions
Previous studies have shown that most of the possible contacts
between TCR and peptide antigens were made through only short
and typically contiguous stretches of amino acid residues of
CDR3s (IMGT positions 107–116) [26, 36]. Previously developed ML
methods for receptor specificity (or receptor publicity) prediction
or repertoire classification have used such evidence as a premise
and often assumed that immune state–associated sequence pat-
terns are short motifs (e.g., 2-mers, 3-mers, 4-mers, and 5-mers
[21, 23, 27, 49]) while other studies considered the entire AIR se-
quence [26]. Here, we align with previous observations and pro-
file the baseline performance of AIRR-ML models under the as-
sumption that the immune state–associated sequence patterns
are short motifs (k-mers). Therefore, to simulate immune state–
associated signals in the construction of benchmark data sets,
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Figure 1: (a) Experimental design and workflow of the study. The overarching objective of this study is to profile and establish the limits and
capabilities of baseline machine learning (ML) models for adaptive immune receptor repertoire (AIRR) classification. To meet this aim, we evaluate the
performance of a baseline logistic regression model across multiple variations of AIRR data set properties (sample size, repertoire size, class balance,
noise in negative class) and immune signal properties (witness rate, number of motifs, motif sizes and gaps, distributional shift). (b) An example of
how immune state–associated signal is implanted into AIRR data sets: to mimic the realistic nature of AIRR data sets, we generated synthetic AIRR
reference data sets (specifically, TCRβ CDR3 amino acid sequences) according to the VDJ recombination model provided by the AIRR simulation suite
OLGA [47]. From a list of motifs, we randomly drew to implant motifs at a defined rate in a defined percentage of repertoires. Note that the wildcard
character ∗ in the list of motifs refers to a gap, where any amino acid could occur with equal probability. The repertoires in which motifs are implanted
are referred to as positive class and thus contain the patterns associated with a hypothetical immune state. The standard coordinates for CDR3
sequences according to the IMGT numbering system are positions 105–117. Here, IMGT positions [48] refer to the unique numbering system of the
ImMunoGeneTics database that positions amino acids in a protein sequence in such a way that facilitates easy comparison of sequences irrespective
of the antigen type, chain type, and species. We implant motifs only in the IMGT positions 108–111 with equal probability to not disrupt the positional
biases inherent to the germline-encoded start and end portions of CDR3 sequences. In this illustration, a total of 5 sequences out of a repertoire size of
105 sequences received motif implantation. Each positive class repertoire receives a signal at this rate (5 × 10−5% of sequence; referred to as witness
rate throughout this article). (c) Construction of benchmark data sets with varying data set and signal properties. Each signal and data set property are
varied at different rates (shown in square brackets for each property), resulting in multiple separate data sets. For the properties shown within a
red-dotted boundary, each separate data set was further generated at all the witness rates explored (top left). Table 1 provides a granular overview of
the benchmark data set suite.
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we implanted k-mers into the synthetic AIRR reference data sets
(Fig. 1b).

We first quantitated the degree to which the implantation of
4-mers affects the background 4-mer frequency distributions of
synthetic native-like AIRR data sets (Supplementary Fig. 2; see
Methods for details). We focused on 4-mers for this investigation
because we used 4-mers as the signal definition in a large ma-
jority (≈90%) of the benchmark data sets in this study. We ob-
served that when 4-mers were implanted at lower witness rates
(up to 10 of 100,000 sequences receiving implantation), only the
implanted 4-mers exhibited significant differences in background
frequency distributions. As more sequences received implanta-
tion (with an increase of the witness rate), the number of 4-mers
that were significantly affected by overlapping partially with the
implanted motifs increased. On average, per each implanted 4-
mer, a total of approximately thirty-five 4-mers that overlapped
three residues with implanted motifs and between ten and thirty
4-mers that overlapped two amino acid residues were significantly
disturbed. Very few 4-mers (<4) that had zero amino acids over-
lapping with the implanted 4-mers exhibited differences in back-
ground frequency distributions across three independent replica-
tions.

The impact of model sparsity on prediction
performance is dependent on the witness rate
and the immune signal definition
The k-mer frequency encoding of AIRR data sets results in high di-
mensionality. For instance, decomposing a repertoire with 100,000
unique CDR3 sequences into 4-mers would result in approxi-
mately 160,000 unique 4-mers (with 20 amino acid residues that
can occur at any of the four positions of a 4-mer, the total num-
ber of possible k-mers is 204 = 160,000). Regularization or shrink-
age is useful in high-dimensional problems to avoid overfitting
and to improve the generalizability of models. We used scikit-
learn’s [50] implementations of L1-penalized logistic regression
models throughout this study, where the hyperparameter control-
ling regularization strength is indicated by a variable C. Smaller
values of C represent stronger regularization (see Methods sec-
tion for details). In order to narrow down an appropriate param-
eter space for the regularization constant for all the benchmarks
in this study, we first evaluated how the prediction performance
of models scales with increasing regularization strength. To this
end, we explored the impact of regularization strength in two dif-
ferent scenarios with distinct signal definitions, where the defined
witness rates are composed of (i) only a single motif and (ii) mul-
tiple motifs (n = 64). At a high witness rate of 0.2%, the signal was
so strong that a strong regularization (low C) was not particularly
needed to attain higher accuracies (Fig. 2). This was irrespective of
whether the witness rate was composed of a single motif or multi-
ple motifs. As the witness rate decreased, an increase in accuracy
was observed with increased regularization strength. When the
immune signal was composed of a single motif, a strongly regu-
larized model (C = 0.05) was able to classify almost perfectly (99%
accuracy) at a witness rate of 0.005% (5 of 100,000 sequences con-
taining a motif) and performed decently well (82% accuracy) even
at a witness rate of 0.002% (2 of 100,000 sequences containing a
motif). Even at a low witness rate of 0.001%, the strongly regular-
ized model performed better than a random prediction by 10 per-
centage points (Fig. 2a). However, when the witness rate was com-
posed of 64 motifs, the models did not exhibit good performance
at the lower witness rates (1, 2, 5, 10 sequences of 100,000 con-
taining a motif), although performed well with a strongly regular-

ized model on witness rates from 0.05% and upward. For both sce-
narios (Fig. 2a and b), the implanted motifs were ascribed higher
weights when the models obtained decent performance (Supple-
mentary Fig. 3 and Supplementary Fig. 4). In the case of poor
performance, the weights for features corresponding to the im-
planted motifs were indistinguishable from those of other fea-
tures (Supplementary Fig. 3 and Supplementary Fig. 4). This con-
firms that the implanted motifs were indeed the basis for the pre-
diction performance of the models. We further found that the mo-
tifs that were ascribed higher weights by the model, in this case,
were the very same motifs that exhibited significant differences
in motif frequency distributions as observed through an indepen-
dent statistical analysis (performed similarly to the previous sec-
tion) (Supplementary Fig. 5 and Supplementary Fig. 6). This sug-
gests that the users of AIRR classification methods who use a k-
mer frequency encoding can use a univariate statistical test either
as a feature selection tool or as an additional diagnostic to confirm
the basis of classification.

Comparing the frequency distributions of both positive and
negative class examples of both scenarios provided additional
hints on why a signal definition composed of 64 motifs was a
challenging problem to learn for the model (Supplementary Fig.
7 and Supplementary Fig. 8). When the signal was composed of
64 motifs, each of the motifs had an equal probability to oc-
cur in the sequences of the positive class. At a witness rate of
0.002%, in the single motif scenario, the same motif will occur in
2 of 100,000 sequences, whereas in the 64-motif scenario, any 2
of the 64 motifs will be implanted in each example. This would
not only result in less overlap in the signal definition across pos-
itive class examples but also would restrict the implanted mo-
tifs from being over-represented relative to baseline frequencies,
thus making the classes indistinguishable (Supplementary Fig.
8). Such a scenario can arise in experimental studies because
of differences in sequencing depth, where the likelihood of de-
tecting more phenotype-associated sequences increases with se-
quencing depth. These findings indicated that the prediction per-
formance generally improved with model sparsity, although the
model struggled at any regularization level as the number of re-
ceptors with implanted k-mers went below 2 of the 100,000 recep-
tors for each repertoire.

A moderate increase in sample size is not
sufficient for substantial performance gains
After choosing an appropriate hyperparameter interval for reg-
ularization strength (0.05, 0.1, 1, 5), we set out to understand if
and how the prediction performance scales with increased sam-
ple size (number of repertoires available for training). In the previ-
ous section, we observed a decent prediction performance when
a single motif was implanted at 0.002% (Fig. 2). To make the pre-
diction problem slightly more complex, we used a signal defini-
tion composed of three motifs in the following experiments un-
less otherwise stated. This would mean that at 0.002% witness
rate, any two of the three motifs will be implanted independently
in each of the positive class examples. To obtain empirical sample
complexity estimates, we evaluated the performance with differ-
ent sample sizes at different witnesses rates (Fig. 3a). We observed
that at higher witness rates, starting from 0.01% (10 of 100,000
sequences containing a motif) and above, even a smaller sample
size of 50 repertoires was sufficient to reach a decent performance
level (78% accuracy). At the lowest witness rate of 0.001%, the ex-
plored sample sizes did not provide evidence of a gain in perfor-
mance even at a sample size of 1,600 repertoires. At lower wit-
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Figure 2: Model sparsity affects prediction performance: performance estimates of a logistic regression model regularized with a fixed regularization
constant C (y-axis) in a binary classification of a balanced, labeled adaptive immune receptor repertoire data set of 200 repertoires with 100,000 amino
acid sequences each where the signal in positive class examples composed of 4-mers is known at the explored witness rates (x-axis). The smaller the
regularization constant C, the stronger the regularization. (a) Impact of regularization strength when the signal definition is composed of a single
4-mer. (b) Impact of regularization strength when the signal definition is composed of sixty-four 4-mers. The mean balanced accuracy of a fivefold
cross-validation was computed in three independent replications. The color coding shows the mean and standard deviation of the performance
estimate obtained by three independent replications.

ness rates like 0.002% and 0.005%, there was no substantial gain
in performance beyond a sample size of 200—at a witness rate of
0.002%, the sample size had to increase by eightfold in order to
achieve a performance gain of 5 percentage points. Overall, these
findings indicated that a moderate increase in sample size was
not sufficient to obtain a substantial gain in the prediction per-
formance. Although there was an improvement in prediction per-
formance at lower witness rates, the improvement was moderate
and gradual rather than a steep increase.

Classification performance improves with
increasing repertoire size
We then set out to understand if prediction performance would
improve with an increase in repertoire size (number of TCR se-
quences per repertoire). For this, we evaluated the prediction per-

formance with different repertoire sizes at different witness rates
(Fig. 3b). We observed that at higher witness rates, including and
beyond 0.05%, the models obtained good performance even at the
lowest repertoire size that we explored. At moderate to low wit-
ness rates (0.002%, 0.005%, and 0.01%), increasing the repertoire
size resulted in improved performance by more than 10 percent-
age points. This was because the increased repertoire size led to
a larger absolute count of motifs or sequence patterns associated
with the positive class in each repertoire. For instance, at a wit-
ness rate of 0.002% in our experiments, a repertoire size of 100,000
would on average carry two sequences that contain a phenotype-
associated motif, whereas a repertoire size of 200,000 would carry
four sequences that contain the motif. Since the signal defini-
tion in this experiment was composed of three motifs, it is more
likely that a larger portion of signal definition will be included in
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Figure 3: Impact of sample size, repertoire size, and the number of motifs constituting a signal. (a) Performance estimates of a regularized logistic
regression model in a binary classification of balanced, labeled adaptive immune receptor repertoire (AIRR) data sets of varying sample sizes (y-axis)
where the signal in positive class examples composed of 4-mers is known at the explored witness rates (x-axis). (b) Performance estimates of a
regularized logistic regression model in a binary classification of balanced, labeled AIRR data sets with varying repertoire sizes (y-axis) where the
signal in positive class examples composed of 4-mers is known at the explored witness rates (x-axis). (c) Performance estimates of a regularized
logistic regression model in a binary classification of balanced, labeled AIRR data sets with a combination of varying repertoire sizes and signal
definition (y-axis) where the signal in positive class examples composed of 4-mers is known at the explored witness rates (x-axis). The mean balanced
accuracy of a fivefold cross-validation was computed in three independent replications. The color coding shows the mean and standard deviation of
the performance estimate obtained by three independent replications.
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a repertoire size of 200,000, leading to better performance. No-
tably, the average number of unique sequences generated in one
of the recent experimental studies [26] was around 100,000. Over-
all, the findings show that prediction performance monotonically
increased with increasing repertoire size.

The impact of repertoire size on performance
gain is dependent on the true signal composition
We observed that when the signal definition was composed of rel-
atively many motifs (n = 64), all the tested models failed to learn
the implanted signal at moderate to low witness rates (Fig. 2).
We also observed that performance improved with an increase
in repertoire size when the number of motifs was kept constant
(n = 3) (Fig. 3b). Combining the knowledge from both these ex-
periments, we investigated whether and how the performance
scales with increased repertoire size if the number of motifs also
increases proportionally to the repertoire size. To this end, we
trained models at different witness rates on data sets with in-
creasing repertoire size, where the proportion of the number of
motifs per repertoire size was kept constant. First, we observed
that the performance of models gained at moderate to low wit-
ness rates (0.002%, 0.005%, 0.01%), even when the number of im-
planted motifs was 64 (Fig. 3c). This is in contrast to the observa-
tions that the models performed poorly at moderate to low wit-
ness rates when the number of implanted motifs was 64 in reper-
toires of a fixed size of 100,000 (Fig. 2). These findings validate the
observations that an increase in repertoire size contributes to per-
formance gains (Fig. 3b). Irrespective of the increase in the number
of implanted motifs, there was a general trend of decent and com-
parable prediction accuracy at a witness rate of 0.002%, although
not necessarily a linear improvement in performance. Overall, the
findings validated the performance gains with increased reper-
toire size but indicated that the impact was dependent on the sig-
nal composition (number of implanted motifs) and the relation
was nonlinear.

Classification performance strongly depends on
the class balance in data sets
In the benchmark experiments described above, all the data sets
were balanced in labels with 50% each of positive and negative
class examples. However, for experimental data sets in biomedi-
cal research, it remains to sample as many negative examples as
positive examples (or vice versa). To understand if and how clas-
sification performance scales with increased class imbalance, we
evaluated the performance at different witness rates with multi-
ple data sets that have varying degrees of class balance. We ob-
served that the class balance did not have a large impact on the
performance at moderate to high witness rates (Fig. 4a). However,
at moderate to low witness rates such as 0.01% and 0.005%, hav-
ing a high degree of class imbalance (e.g., containing only 20% of
examples from either positive or negative class) resulted in a sub-
stantial decrease in performance. Overall, these findings demon-
strated the dependence of classification performance on class
balance.

Distributional shift impacts the classification
performance
A distributional shift is a common problem encountered in real-
world applications of machine learning [51]. It can take many
forms but can simplistically be stated as a change in data distri-
butions between the training data set and the examples the model
meets in the future. To understand how the AIRR-ML models that

we trained adapt to the distributional shift, we trained the mod-
els on data sets with varying witness rates and evaluated their
prediction performance on test data sets that have different wit-
ness rates (Fig. 4b). We observed that the prediction accuracy de-
creased when the witness rate of either the training or the test
data set decreased. We particularly noticed that the effect of de-
creased test witness rate was more substantial than a decrease
in training witness rate (e.g., a model trained on a data set with
a 0.005% witness rate performed better on a test data set with
a 0.01% witness rate compared to the performance of a model
trained on a 0.01% witness rate applied on a test data set with a
0.005% witness rate). Another striking observation was that given
a particular training witness rate, a distributional shift that in-
creased the test witness rate improved the performance. Even at
very low training witness rates (0.001%), where prediction appears
to be essentially random when tested on data from the same dis-
tribution, the accuracy increased up to 66% with a distributional
shift that increased the test witness rate. This suggests that even
though the model trained at 0.001% appears to not have learned
any signal, it has indeed captured the signal, but the signal was
not strong enough to allow accurate prediction at its native wit-
ness rate; rather if the same signal becomes stronger in an appli-
cation setting, the same model indeed is able to exploit the signals
it has learned to predict with better accuracy.

Classification performance depends on the shape
of the ground truth signal and matched
assumptions of the ML model
Previous studies suggested that short and linear subsequences (k-
mers) of amino acid sequences make contact with the antigenic
peptide residues [26, 36] and thus many of the previous studies
considered the size of ground truth subsequences to be between
2 and 5 amino acid residues that are either continuous or contain
gaps [21, 23, 27, 49]. We considered both gapped and ungapped k-
mers, which we refer to together as ground truth signal shape. We
evaluated if and how the performance of models scales with the
shape of the ground truth signal. To this end, we first assessed the
performance of models on data sets where the ground truth had
implanted motifs of varied sizes (2-mers, 3-mers, 4-mers, and 5-
mers) at different witness rates (Fig. 5a). We observed that when
the signal was longer, a feature size-matched model was able to
attain around 65% accuracy even at a witness rate of 0.001% and
80% accuracy at a 0.002% witness rate. As the size of the signal
decreased, moderate to good performances were observed only
at markedly higher witness rates (Fig. 5a). Next, we assessed the
performance of models on data sets where the ground truth had
gapped motifs with varied sizes (3-mers, 4-mers, and 5-mers with
one gap in random position) implanted at different witness rates.
When the true signal contained a gap (e.g., A∗C where ∗ could be
any single amino acid residue), feature size-matched models did
not perform as well as they did when the true signal did not con-
tain any gaps. This was particularly evident at witness rates such
as 0.005% and 0.01%, where the performance decreased substan-
tially when compared to a scenario where the true signal did not
contain any gaps (Fig. 5b). One of the contributory factors for such
a decrease in performance might be the fact that the model had to
retain multiple coefficients because of the wild-card amino acid
residue in the gap position, thus capturing more noise along with
the signal.

Furthermore, we set out to understand how the performance of
models would vary when the feature size assumed by the model
does not match the true signal size. For this, we evaluated the per-
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Figure 4: Impact of class balance and distributional shift. (a) Performance estimates of a regularized logistic regression model in a binary classification
of unbalanced, labeled adaptive immune receptor repertoire (AIRR) data sets with varying degrees of class balance in the data sets (y-axis) where the
signal in positive class examples composed of 4-mers is known at the explored witness rates (x-axis). (b) Performance of a regularized logistic
regression model trained on balanced, labeled AIRR data sets with varying witness rates (y-axis) in the classification of a new unseen balanced,
labeled AIRR test data sets where the signal in positive class examples composed of 4-mers is known at the explored witness rates (x-axis). The mean
balanced accuracy of a fivefold cross-validation was computed in three independent replications. The color coding shows the mean and standard
deviation of the performance estimate obtained by three independent replicates.

formance of models that made varied assumptions about the size
of true signal (assuming the signal occurs as 2-mers, 3-mers, 4-
mers, or 5-mers) on data sets where the true signal implanted
at different witness rates was always held constant as 4-mers
(Fig. 5c). We observed that when the feature size assumed by the
model matched the size of the true signal (implanted motif size),
the model performed almost perfectly at a witness rate of 0.01%,
whereas the performance decreased when the feature size as-
sumed by the model was larger or smaller than the true signal
size. A similar trend was also evident at a witness rate of 0.005%.
At higher witness rates (>0.01%), a model that assumed a feature
size of 2, performed relatively poorly compared to the other mod-
els that achieved almost perfect classification accuracy at higher
witness rates.

Overall, the findings indicated that learning smaller patterns at
lower witness rates was challenging for the tested models com-
pared to learning longer k-mers. The performance at lower wit-
ness rates was exacerbated when the ground truth signal con-
tained gaps within the k-mers. ML models with mismatching as-
sumptions on the ground truth signal fared markedly poorly com-
pared with the models with matching assumptions.

Impact of noise on classification performance
In all experiments above, we evaluated the performance of mod-
els on synthetic benchmark data sets where we introduced signals
into the positive class examples at defined rates. In real-world ex-
periments, one cannot exclude the possibility of various sources
of noise in the negative class examples. In this particular ML ap-
plication, the signal that differentiates positive and negative class
examples could, for instance, occur in both positive and negative
class examples but be enriched above a baseline in positive class
examples. In such a scenario, the background frequencies of the
signal in the negative class represent noise. To understand the
relation between classification performance and the noise levels
in the negative class, we evaluated the performance of models
that are trained on data sets with varying levels of noise (x-axis
in Fig. 5d) while holding the witness rate in the positive class con-
stant at 0.01%. We observed that the level of noise in negative
class examples clearly had an impact on the performance of the
model. The performance decreased as the noise in the negative
class increased. However, the model performed well even when
the noise in the negative class was half the witness rate in the
positive class.
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Figure 5: Impact of the size of k-mers (with/without gaps), feature size assumed by the model, and noise level in the negative class on the prediction
performance. (a) Performance estimates of a regularized logistic regression model in a binary classification of balanced, labeled adaptive immune
receptor repertoire (AIRR) data sets with the ground truth signal composed of varying k-mer sizes (y-axis) where the signal in positive class examples
is known at the explored witness rates (x-axis). (b) Performance estimates of a regularized logistic regression model in a binary classification of
balanced, labeled AIRR data sets with the ground truth signal composed of varying k-mer sizes that contained a gap in random position (y-axis),
where the signal in positive class examples is known at the explored witness rates (x-axis). (c) Performance estimates of a regularized logistic
regression model in a binary classification of balanced, labeled AIRR data sets that assumed varying feature sizes of the ground truth signal (y-axis)
where the signal in positive class examples composed of 4-mers is known at the explored witness rates (x-axis). (d) Performance estimates of a
regularized logistic regression model (y-axis) in a binary classification of balanced, labeled AIRR data sets where the witness rate in positive class
examples composed of 4-mers is fixed at 0.01% and the noise in negative class examples is known at the explored rates (x-axis). The mean balanced
accuracy of a fivefold cross-validation was computed in three independent replications. The color coding shows the mean and standard deviation of
the performance estimate obtained by three independent replications. The illustrations in the left margin show examples of ground truth k-mer sizes
and the feature sizes assumed by the model for each row of the charts in a, b, and c. Note that k-mers shown are only for the ease of illustration; in
the simulations, a different set of k-mers (n = 3) was used.

D
ow

nloaded from
 https://academ

ic.oup.com
/gigascience/article/doi/10.1093/gigascience/giac046/6593147 by guest on 27 M

ay 2022



| 11

Immune receptor sequence-specific biases make
the classification problem unique
Adaptive immune receptor sequences are known to have posi-
tional biases, where specific amino acid residues occur with high
probability in particular positions of the amino acid sequences.
In addition, some amino acid residues might be overrepresented
in the repertoires and there might be interdependencies between
the positional frequencies of amino acids. These biases are spe-
cific to AIRR data sets. To understand if and how the perfor-
mance of the tested models differs based on the presence/absence
of AIRR data set–specific biases, we trained and evaluated mod-
els on data sets originating from three sources at different wit-
ness rates. For this, we generated four different types of data
sets as described in the Methods section: random sequence reper-
toires, OLGA-based repertoires, meta repertoires, and experimen-
tal repertoires. The random sequence repertoires are free of any
immune receptor–specific biases and can be a proxy for a spe-
cial case of the general sequence pattern classification problem,
while the OLGA-based repertoires contain immune receptor se-
quences according to the VDJ recombination model of OLGA and
are thought to serve as a decent proxy for experimental AIRR se-
quence data sets. The meta repertoire data set contains TCRβ

CDR3 sequences drawn randomly from repertoires of an exper-
imental data set irrespective of their immune states or meta-
data, resulting in repertoires composed of randomly pooled exper-
imentally determined sequences. The experimental repertoires
are randomly selected whole experimental repertoires irrespec-
tive of their immune states or metadata subsampled to compara-
ble repertoire size. The findings showed that the performance on
random repertoires is poorer at witness rates such as 0.005% and
0.01% when compared to the other two data set sources (Supple-
mentary Fig. 9). Although the performance estimates on OLGA-
based repertoires looked similar to those on meta repertoires and
subsampled experimental repertoires at a 0.005% witness rate,
the models on meta repertoires and experimental repertoires ex-
hibited better performance at 0.002%. This points toward the po-
sitional biases and dependency structures specific to AIRR data
sets.

Comparison of the performance of selected
machine learning methods on AIRR classification
Although a comprehensive assessment and benchmarking of ML
methods for AIRR classification is not the goal of this study, we
briefly explored how straightforward application of other classi-
cal ML methods like random forests (RFs) or a linear kernel-based
support vector classifier (SVC) compared to the logistic regression
model tested throughout this article. To this end, similarly to the
exploration of hyperparameter space of logistic regression mod-
els, we first explored the hyperparameter spaces of both RF and
SVC to narrow down the hyperparameter search space (Supple-
mentary Fig. 10b and Supplementary Fig. 10c). We then assessed
the performance estimates of L1-penalized logistic regression, RF,
and SVC (both L1 and the default L2 regularizations) in classifying
the AIRR data sets with different witness rates. We observed that
L1-penalized logistic regression and SVC exhibited similar perfor-
mance on this classification problem, whereas the L2-penalized
SVC and RF performed poorly (Supplementary Fig. 10a). We be-
lieve this is due to the stronger degree of regularization of the L1-
penalization used by both logistic regression and SVC that suited
the problem domain characterized by sparse signals. This high-
lights that a stronger degree of regularization (L1 vs. L2) rather
than the loss function (logistic regression vs. SVC) is important for

obtaining a better prediction performance for AIRR classification,
given the assumption that immune state–associated patterns are
rare.

Following the observation that sparse models based on L1-
penalization suited this particular problem setup, we asked
whether a feature selection step combined with a nonpenal-
ized model would exhibit similar performance levels as penalized
counterparts. To this end, we built a feature selection–aided clas-
sifier and compared its performance to L1-penalized logistic re-
gression. Expectedly, as also observed in the analyses of Supple-
mentary Fig. 5 and Supplementary Fig. 6 described above, both
models exhibited similar performance across all the scenarios
tested (Supplementary Fig. 11).

Discussion
In this study, we observed that a baseline method in the form of a
strongly regularized logistic regression model was able to perform
well in predicting the immune states of AIRR data sets even at a
witness rate as low as 0.002% (2 of 100,000 sequences contain-
ing a motif), comparable to a level of difficulty observed in AIR-
based disease studies [38]. We also identified several scenarios
where the performance of the baseline method decreased with an
increase in signal complexities (Fig. 6). These observations spark
curiosity in how well the existing AIRR-ML methods would per-
form on the large and diverse benchmark data set suite gener-
ated in this study. The observation that a baseline method like
logistic regression performs exceedingly well in a repertoire clas-
sification problem (albeit with a simple definition of potential im-
mune signal) points toward the necessity of carrying out a com-
prehensive benchmarking of the existing AIRR-ML methods for
repertoire classification (e.g., see references [23, 26, 28, 29, 32, 40,
41]) to understand if and where tailored ML methods with/without
sophisticated architectures are particularly needed to improve
the baseline performance. Although benchmarking of existing
AIRR-ML methods was out of the scope of this study, an obser-
vation that one of the popular off-the-shelf ML methods, RF, per-
formed poorly compared to suited sparse models (L1-penalized lo-
gistic regression, L1-penalized SVC, and a feature selection–aided
classifier) (Supplementary Fig. 10, Supplementary Fig. 11) asserts
the necessity of benchmarking state-of-the-art AIRR-ML methods.
To avoid the biases of self-assessment trap [52] (e.g., less trans-
parency in crucial aspects of ML models such as overfitting and
poor generalizability) and ensure rigorous assessment of meth-
ods in biomedical research, a community-driven concerted effort
known as “crowdsourced challenges” is increasingly becoming a
popular way to benchmark methods [53–55]. The large bench-
mark data set suite generated in this study covering a wide va-
riety of properties related to AIRR data sets and immune signals
can already act as a suitable subset of scenarios to be assessed in
such community-driven benchmarking efforts together with even
more specialized benchmark data sets.

The benchmark data set suite generated in this study assumes
that the signal that distinguishes immune states is embedded
within the beta chain of TCRs in the form of linear subsequences
(k-mers), which aligns with the observations that most of the
possible contacts between TCR and peptide antigens were made
through only short and typically linear stretches of amino acid
residues of CDR3s (IMGT positions 107–116) [26, 36]. Nevertheless,
existing AIRR-ML methods made varied assumptions regarding
the immune signal [19] and reported decent performance metrics
on their respective study data sets. For instance, existing meth-
ods assumed that immune signal occurs as (i) short linear sub-
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Figure 6: Boundaries and limits of a baseline adaptive immune receptor repertoire (AIRR) machine learning (ML) model across variations of the data
set and signal properties explored: to demarcate the boundaries where baseline ML methods performed well for AIRR classification and where the
baseline methods failed to learn adequately, we discretized the performance profiles of all the investigations (Figs. 2–5) by a defined threshold of
average balanced accuracy ≥0.7 and standard deviation ≤0.1. The regions in blue show where the baseline methods performed adequately well and
the white portions represent scenarios that need particular attention in future benchmarking endeavors of existing AIRR-ML methods as well as
future methodological developments of sophisticated ML approaches if those scenarios remain intractable for existing AIRR-ML methods.
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sequences (k-mers) [23, 42–44], (ii) full sequences with/without a
particular combination of V gene usage [26, 40, 41], (iii) alternative
representations of the sequences such as physicochemical prop-
erties of the amino acids [23], (iv) relevant features of the full se-
quences that can be captured as latent variables [28, 32], and (v)
sequence-independent clonal abundance distributions captured
as diversity profiles [56]. A comprehensive benchmarking of the
state-of-the-art AIRR-ML methods thus requires an even more
specialized benchmark data set suite than those generated in this
study to assess the robustness of methods across varying assump-
tions of the ground truth immune signal.

We obtained several useful insights through profiling the base-
line performance of AIRR-ML models in this study that will aid
both the users and methodology developers of AIRR-ML mod-
els. First, we noticed that a traditional ML method like logis-
tic regression even with stronger regularization failed to distin-
guish the classes by immune states at moderate to low witness
rates (≤0.01%) when the total number of phenotype-associated
sequence patterns is large (of which a fraction occurs in positive
class examples) (Fig. 2b). Some of the existing AIRR-ML methods
[23, 28, 32] aptly treated the repertoire classification problem as a
two-staged approach known as multiple instance learning (MIL),
where the phenotype-associated patterns are first determined fol-
lowed by predicting a repertoire-level label based on some form
of pooling function of the phenotype-associated patterns. Future
studies should investigate if existing MIL-based methods or novel
MIL approaches would perform well at moderate to low witness
rates (≤0.01%) when the total number of phenotype-associated
sequence patterns is large.

Second, we found that in our experimental setup, small sam-
ple sizes (≤100) were underpowered to learn rare immune sig-
nals in this study, and a marked improvement in performance
was observed by increasing the sample size to 200. On the other
hand, despite an eightfold increase in sample size from 200 reper-
toires to 1,600 repertoires, the improvement in the performance
of the tested models was not substantial at lower witness rates
(≤0.005%) (Fig. 3a). These observations have to be interpreted in
the context of the constraints of contemporary AIRR-ML studies in
generating data sets with large sample sizes. Several of the AIRR-
ML studies [23, 25, 27, 41–44] that particularly generated AIRR data
sets on clinical samples are constrained by sample sizes and thus
trained ML models on sample sizes ≈50 repertoires, which is an
underpowered sample size to learn signals at low witness rates
in this study. A very few contemporary studies have generated
data sets with as large a sample size as explored in this study.
For instance, the recent ImmuneCODE database [39] containing
SARS-CoV-2–specific TCR data sets has a curated sample size of
≈1,500 repertoires. Overall, these observations indicate that if the
assumptions of the immune signals used in the benchmark data
sets of this study match the ground truth, then the sample sizes of
AIRR-ML studies may have to be substantially increased (beyond
what is explored in this study) to be able to observe a considerable
improvement in the performance of ML models at lower witness
rates.

Third, we observed that the prediction performance of an L1-
penalized logistic regression, at a constant witness rate of 0.01%,
improved with increasing n proportional to s∗log(p), where n refers
to the number of examples of the minority class (the class that has
few examples in an imbalanced binary classification problem), p
refers to the total number of predictors (4-mers), and s refers to
the number of nonzero coefficients of the ML model (Supplemen-
tary Text, Supplementary Fig. 12, and Supplementary Fig. 13). This
observation is in agreement with the theoretical results of sparse

model theory [57], which may serve in the study design of AIRR
studies that are characterized by high dimensionality and sparse
signals. Notably, however, the effect sizes of coefficients and the
sum of nonzero coefficients, which can vary with witness rate, se-
quencing depth, and between different immune states, may also
have an impact on the success of suited sparse models at different
sample sizes and warrant future investigations.

Our findings demonstrate that increasing the sequencing depth
is more beneficial for training a generalizable model (than in-
creasing sample size) as it increases the likelihood to include and
learn more phenotype-associated sequence patterns, especially
at moderate to low witness rates (≤0.01%) (Fig. 3). An increase in
repertoire size not only improved the performance of the model
at moderate to low witness rates (Fig. 3b) but also improved the
performance when the total number of phenotype-associated se-
quence patterns is large (Fig. 3c). However, it might be a challenge
for current experimental data sets to achieve as high sequencing
depth as 106 unique sequences on average for all the repertoires
and is currently limited to sizes around 105 unique sequences on
average with a large dispersion [26, 39]. Future studies should in-
vestigate the trade-off between sample size and sequencing depth
to understand if an increase in sample size would compensate for
the shallow sequencing depths.

Although class imbalance [58] and distributional shifts [51] are
known phenomena impacting the generalizability of ML models,
we here charted out precisely how they impact the generalizabil-
ity of AIRR-ML models (Fig. 4). We noticed a decrease in the perfor-
mance of ML models with increased class imbalance. A straight-
forward approach used often to mitigate the class imbalance ef-
fect is to use some form of subsampling to bring balance in the
classes. However, such techniques would further reduce the sam-
ple size and require a decently large number of examples of the
least prevalent class to mitigate the impact of the sample size
described above. Furthermore, we observed that a distributional
shift involving a decrease in witness rate of either the training
data set or test data set resulted in a decrease of prediction ac-
curacy, although the impact of the latter was substantial. While
the users of AIRR-ML methods should be mindful of the class im-
balances and potential distributional shifts, the AIRR-ML commu-
nity should explore, understand, and develop tailored approaches
that remain robust to class imbalances and distributional shifts
in AIRR data sets.

Previous studies reported motifs of different sizes contributing
to the epitope specificity ranging from a single amino acid residue
[59] to full sequences [26]. In light of such observations, it is im-
portant for the ML models to remain robust irrespective of the
size of the ground truth k-mers. However, in this study, we no-
ticed a marked deterioration of prediction performance when the
assumed feature size did not match the ground truth, where a
much higher witness rate was needed to compensate for a mis-
matched modeling assumption. The users of AIRR-ML methods
should thus notice that assuming the ground truth signal as a
single fixed feature size can turn out to be a major limitation of
the models. Methods that learn relevant features of the sequences
as latent variables [28, 29, 32] may overcome such limitations and
thus should be investigated in future benchmarking endeavors.
Further, we also observed that shorter k-mers were much harder
to learn than longer k-mers and that complex k-mers (i.e., con-
taining a gap) were much harder to learn than contiguous k-mers.
Future studies should investigate if the state-of-the-art AIRR-ML
methods are able to perform better in learning shorter and com-
plex k-mers and develop methodologies to overcome these chal-
lenges faced by traditional encodings and ML methods.
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Our exploration of the noise in the negative class can be viewed
as a case of class noise [60] that sheds light on the signal fre-
quency distributions, where the classes become inseparable. We
observed that a model was able to perform well even when the
negative class examples carried noise at a rate equivalent to half
the witness rate in the positive class examples. In other words,
when positive class repertoires carried a signal on average in 10
of 100,000 sequences, the model was able to separate them from
negative class repertoires with decent accuracy as long as the neg-
ative class repertoires did not carry a signal in 5 of 100,000 se-
quences. In this simulation study, we were able to assess at what
frequency level the ground truth signals are occurring in the neg-
ative class as we know the ground truth signals from the outset.
When the ground truth signals are not known in experimental
data sets, comparing the feature frequency distributions of posi-
tive and negative class examples for top features (selected based
on model coefficients or some form of feature importance) can act
as model diagnostic.

In this study, we generated the synthetic reference repertoires
(prior to simulating immune state–associated signal) according
to the VDJ recombination model provided by OLGA [47], which
acted as a reasonable proxy for real-world experimental reper-
toires (Supplementary Fig. 9). Although the synthetic repertoires
used in this study retain the nativeness of AIRR data sets in terms
of positional biases, amino acid usage, sequence length distribu-
tions, and typical repertoire sizes, future studies should also ex-
plore and understand how to mimic the other noises and biases
that are inherent to experimental data sets (e.g., sequencing arti-
facts, library preparation issues, batch effects and impact of other
covariates, coexistence of other signals that can further increase
the complexity). A natural extension would then be to devise an-
alytical strategies and ML methods that not only handle the id-
iosyncrasies of experimental data sets but also account for the
effect of covariates to establish true causal relations between se-
quence patterns and immune states. Furthermore, the strategy
of implanting k-mers as a means to introduce immune state–
associated signals into the repertoires was found to be adequate
as the implanted k-mers did not induce significant changes in
the underlying baseline frequency distributions of other k-mers,
thus not disrupting the positional biases of immune receptor se-
quences substantially (Supplementary Fig. 2). In future work, the
impact of k-mer implantation on TCR generation probabilities
should be investigated in order to investigate to what extent motif
implantation changes the a priori likelihood of a sequence [4, 61].
In this study, we performed all the experiments using the TCRβ

CDR3 amino acid sequences. However, the findings are applicable
to adaptive immune receptor repertoires in general given that BCR
and TCR sequences have very similar immunogenic architecture.
That said, it will be of interest to measure the impact of BCR so-
matic hypermutation in the (BCR) AIRR-ML applications [45, 62].

The importance of the technical implementation setup of a
large-scale computational study such as the one carried out here
is noteworthy. To carry out a similar study involving AIRR-ML
models, one would need streamlined operations to (i) read in
AIRR-seq data sets in different file formats (both experimen-
tal and synthetic), (ii) represent the information of data sets in
multiple ways (encoding schemes), (iii) simulate immune state–
associated signals, (iv) have access to a wide variety of ML model
implementations, (v) perform model interpretation easily through
a range of exploratory diagnostic analyses, and (vi) ensure re-
producibility, shareability, and transparency of the analyses. Han-
dling all the aforementioned operations even when building on
top of existing ML frameworks such as scikit-learn [50] with ad

hoc scripts can be challenging, time-consuming (for all the boiler-
plate code implementations), and less efficient if the implemen-
tations are not well tested or optimized. To overcome all these
challenges, we used immuneML [63], which is a domain-adapted
software ecosystem for ML analysis of AIRR data sets.

Conclusions: To help the scientific community in reorienting ef-
forts of developing novel ML methodology for those scenarios of
AIRR classification where baseline methods fail, we profiled the
baseline performance of AIRR-ML models across a diverse set of
challenges with increasing levels of complexities for the classifica-
tion problem. The summarized findings (Fig. 6) showed the bound-
aries in terms of AIRR data set and immune signal characteristics,
where baseline ML methods are able to classify repertoires ac-
cording to immune state. Notably, the findings demonstrated the
suitability of sparse models for AIRR classification, given the as-
sumption that the patterns associated with an immune state oc-
cur at low frequency and can be as rare as one antigen-binding AIR
per million lymphocytes. Future benchmarking studies should in-
vestigate if the state-of-the-art AIRR-ML methods are able to per-
form well on the intractable scenarios identified in this study.
Such an endeavor can help narrow down the scenarios of AIRR
classification where novel methodology development is needed.
The benchmark data set suite and the knowledge of baseline
performance levels of AIRR-ML models generated in this study
serve multiple purposes by (i) providing a reference benchmark
for novel AIRR classification methodology and enumerating sce-
narios where novel methodology development is not needed, (ii)
providing realistic expectations of the performance of AIRR-ML
models given the training data set properties and assumptions,
and (iii) serving as a template for defining specialized AIRR bench-
mark data sets for comprehensive benchmarking of the AIRR-ML
methods.

Methods
Generation of synthetic AIRR reference data sets
In this study, our goal was to profile the performance of AIRR-ML
models across a wide range of distinct challenges listed in Ta-
ble 1. Ideally, such an endeavor is best carried out with a com-
bination of experimental and simulated data sets. However, often
the ground truth in experimental data sets is not known. The im-
pact of different variations of AIRR data set properties and sig-
nal properties on the performance of ML models cannot be suffi-
ciently teased apart if there exists no knowledge on how hard the
learning problem is at the outset. Therefore, we chose to gener-
ate synthetic AIRR reference data sets that retain the realistic na-
ture of AIRR data sets in terms of positional biases, amino acid us-
age in the sequences of repertoires, sequence length distributions,
and typical repertoire sizes. We generated the desired number of
repertoires (default 200) for each benchmark data set by gener-
ating the desired number of TCRβ CDR3 amino acid sequences
(default 100,000) according to the VDJ recombination model pro-
vided by OLGA [47]. In one of the benchmarks, we sought to eval-
uate whether the performance of ML models would vary if the
data sets used for training the models deviate from AIRR-specific
characteristics. For that, in addition to the repertoires generated
according to the OLGA-provided VDJ recombination model, we
generated repertoire data sets in three other ways: (i) the desired
number of repertoires composed of the desired number of ran-
dom amino acid sequences matching the length distribution of
typical CDR3 amino acid sequences, (ii) desired number of reper-
toires composed of the desired number of amino acid sequences
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randomly sampled from a large pool of experimental TCRβ CDR3
amino acid sequences from Emerson et al. [26], and (iii) desired
number of whole repertoires from Emerson et al. [26] that have
comparable repertoire sizes achieved through subsampling. Here-
after, we refer to the four synthetic reference data sets generated
here as OLGA-based repertoires, random repertoires, meta reper-
toires (the one with pooled sequences from the experimental data
set), and experimental repertoires (subsampled to have compara-
ble repertoire sizes).

Construction of benchmark data sets through the
simulation of immune state–associated signals
In all except one benchmark data set mentioned above (Table 1),
we used OLGA-based repertoires to construct the benchmark data
sets. Existing knowledge suggests that the majority of the possible
contacts between TCR and peptide antigens were made through
only short and typically linear stretches of amino acid residues
of CDR3s (IMGT positions 107–116) [26, 36]. To account for the of-
ten unknown and varying lengths of the subsequences that make
contact with peptide antigens, some of the previous studies ei-
ther used a fixed assumption regarding the subsequence size (e.g.,
4-mers [23]) or used varied definitions of the subsequence size
(e.g., 2-mers, 3-mers, 4-mers, and 5-mers [21, 27]). In this study,
while we use varying definitions of k-mer size to assess the impact
of signal definition on classification performance, we use a fixed
definition (4-mers) when the aims were to assess the impact of
other properties of the AIRR-ML training setup. As a default def-
inition, we used a signal composed of three k-mers of size 4 (4-
mers) in the vast majority of the benchmarks. In each of the ref-
erence data set, signal is implanted at multiple different witness
rates (0.001%, 0.002%, 0.005%, 0.01%, 0.05%, 0.1%, 0.2%) in 50% of
the data set. The signal was implanted with equal probability at
IMGT sequence positions 108–111 to not disrupt the germline sig-
nal in the conserved positions (the start and end portions of the
sequences). The examples in which the signal was implanted were
labeled positive class (with a hypothetical immune state) and the
remaining were labeled negative class. In addition, for each inves-
tigation, one of the properties pertaining to the data set, signal,
or ML model was varied at a range of values. Table 1 shows a list
of the different data set or signal properties that were varied for
the construction of benchmark data sets and the particular vari-
ations (range of values) of each property that were explored. For
each property that was varied, a benchmark data set was con-
structed at all the witness rates explored. When investigating the
noise in the negative class, the signal was implanted in the pos-
itive class examples at only one fixed witness rate (0.1%). Fig-
ure 1b shows a schematic illustration of implanting an immune
state–associated sequence signal into synthetic AIRR reference
data sets, and Fig. 1c shows schematic illustrations of the con-
struction of benchmark data sets.

Sequence encoding and preprocessing
A k-mer frequency encoding was used in all the ML model training
setups of this study. In other words, all the ML models of this study
assume that the immune signal that differentiates positive and
negative class occurs in the form of a contiguous subsequence of a
defined size k (k-mers). The sequences in each repertoire were split
into overlapping k-mers, and their frequencies were computed
followed by L2 normalization of k-mer frequencies. Furthermore,
each feature vector was standardized by scaling variance to 1 and
mean to zero across examples. The default encoding scheme was
subsequences of size 4 (4-mers). In a subset of the benchmarking

experiments, the k in k-mer frequency encoding varied from 2 to
5.

Machine learning models
We used scikit-learn’s [50] implementation of an L1-regularized
logistic regression (Lasso [64]) for most of the benchmarking ex-
periments in order to establish a baseline for the predictive per-
formance of ML models across diverse levels of challenges of AIRR
classification. Consider a response variable Y with two classes
“+” and “–” and predictor variables X with Xi denoting the ith
example and Xi j denoting the jth feature of the ith example.
In logistic regression, the conditional probability of P(Y = +|X),
shortly p(X), is modeled using the logit function log( p(Xi )

1−p(Xi )
) =

β0 +
p∑

j=1
β jXi j , and the values of β0 and β j are found through min-

imizing the negative log-likelihood given by the following equa-
tion: L = −log(

∏

i:Yi = +
p(Xi )

∏

j:Yj = −
(1 − p(Xj )))

where
∏

represents product over i and j that run over positive
(+) and negative (–) classes, respectively. In L1-penalized logistic

regression, the cost function that is minimized is L + λ
p∑

j = 1
|β j|,

where p is the number of predictors. Note that the hyperparame-
ter controlling regularization strength is indicated by a variable C
in scikit-learn’s [50] implementations and is the inverse of regular-
ization strength (C = λ−1). Smaller values of C represent stronger
regularization. The hyperparameter space used for controlling the
regularization strength constant C was by default 0.05, 0.1, 1, or
5 (except for the benchmarking experiment that specifically ex-
plored the effect of regularization, where C varied across a wider
range of values). A maximum of 500 iterations were allowed for
the model’s coefficients to converge. Although a comprehensive
assessment and benchmarking of ML methods for AIRR classi-
fication falls outside the scope of this study, we briefly explored
how straightforward application of other classical ML methods
like RFs or a linear kernel-based SVC (using both L1 and L2 penal-
izations) compared to the L1-penalized logistic regression model
tested throughout this article. The hyperparameter space for RF
and SVC was narrowed down in a similar fashion as logistic re-
gression. For L1 regularization, the regularization constant space
and the maximum number of iterations used for SVC were the
same as logistic regression. For RF, the number of trees explored
in hyperparameter optimization was 5, 10, 50, and 100.

In addition to the off-the-shelf ML methods, we built a feature
selection–aided classifier as another baseline to compare with the
traditional sparse models during the revision process. Briefly, we
used a Student’s t -test to compare the two-class frequency dis-
tributions for each k-mer (as many tests as k-mers) and used the
P value of the resulting tests as a hyperparameter that was op-
timized for in the inner loop of nested cross-validation. Only the
features selected based on the optimal hyperparameter were in-
cluded in the design matrix on which a traditional logistic regres-
sion with no penalization was fit. The method was implemented
inside immuneML [63], and a separate docker image running the
particular feature branch is provided under the code availability
section.

Model training, selection, and evaluation
To estimate the prediction performance of the trained ML mod-
els on unseen AIRR data, we used a nested cross-validation (CV)
setup. Briefly, we used a fivefold nested CV, where 80% of the data
was used for training the model in the outer loop and the remain-
ing 20% as a test set for estimating the model performance. In the
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inner loop of the nested CV, we used a fivefold CV where the train-
ing data were again further split into 80% training and 20% vali-
dation set for tuning the hyperparameters and aiding in model se-
lection. An exhaustive grid search was used for tuning the hyper-
parameters. The performance metric optimized in model training
was accuracy. Note that we used balanced data sets for all the
benchmarking experiments, except one scenario where the im-
pact of class balance was explored. We replicated each investi-
gation three times on separate data sets, and the average perfor-
mance metric of the three replications together with variation is
reported. The reported performance metric of each replication is
the balanced accuracy [65] obtained through the nested CV.

Assessment of the impact of k-mer implantation
on background k-mer frequency distribution
We assessed the impact of k-mer implantation on background
k-mer frequency distributions in two different scenarios: (i) one
where three 4-mers are implanted and (ii) another where sixty-
four 4-mers are implanted. We used 200 repertoires generated
by OLGA with a repertoire size of 100,000 sequences. We made
an assumption that the 4-mer frequencies of the 200 repertoires
will not differ in the absence of any immune state–associated se-
quence pattern (before 4-mer implantation). Thus, if we would
compare the k-mer frequency distributions of two groups (the
repertoires that would later become positive and negative class
labels after implantation), there should be no significant differ-
ences between the groups. For this, we used a Student’s t test
to compare the two group frequency distributions for each k-
mer (as many tests as the number of k-mers) followed by a mul-
tiple testing correction using the Benjamini–Hochberg method.
We repeated the same process of statistical testing on data sets
that received implantation of 4-mers at different witness rates in
each scenario (three 4-mers implanted or sixty-four 4-mers im-
planted). We thresholded on the multiple testing corrected P val-
ues (q < 0.05) to identify 4-mers that exhibited differential inci-
dence. The experiments were replicated on three separate data
sets, and the average and standard deviation of the number of
differentially incident motifs at different witness rates were re-
ported.

Implementation details
Most steps of this benchmarking study were carried out using im-
muneML [63] (version 1.0.2), an integrated ecosystem for ML anal-
ysis of adaptive immune receptor repertoires. The ML methods
used in this study were based on scikit-learn’s [50] implementa-
tions. Specifically, the simulation of disease signals into the AIRR
data sets for the construction of benchmark data sets, the se-
quence encoding and preprocessing steps, and the model training,
selection, and evaluation were performed through immuneML
[63] (version 1.0.2).

Docker container to improve reproducibility
To enable other researchers to reuse and reproduce the find-
ings of this article, we created a Docker [66] image with a prede-
fined computing environment maintaining all the dependencies
required for the execution of the code with minimal overhead. Al-
though newer versions of immuneML [63] and its dependencies
have emerged during the preparation of this article, the Docker
image froze the exact versions of all the software and thereby
eliminated any barriers of reproducing the findings of this study.
The Docker image can be accessed from the publicly hosted cen-
tral repository of Docker (dockerhub): kanduric/immuneml-v1:latest.

Additionally, we demonstrated the ease of reusability and deploy-
ability of the containerized computational workflow by rerunning
a subset of analyses from each experiment of this study on a toy
data set (100 sequences in each repertoire compared to 100,000 in
the original analyses) with fewer iterations in ML training [67]. Al-
though the findings of such analyses are expected to be illogical,
the main idea behind choosing a toy data set and fewer iterations
in ML training for this demonstration purpose is to ensure rapid
testing by other researchers on different computational environ-
ments. Notably, the original computational analysis of this article
involves reading in ∼ 2 TB of data from the disk and writing ∼10 TB
of data to the disk. To replicate the findings of this article, the origi-
nal input data [68], analysis scripts [69], and the docker image that
are made publicly available have to be used in a similar fashion
as shown in the demo analyses [67].

Graphics
ggplot2 version 3.3.5 [70] was used for graphs and Inkscape ver-
sion 1.0.1 [71] was used for illustrations.

Availability of Source Code
The bash scripts used to generate all the synthetic repertoires are
made publicly available [69]. All the synthetic repertoires (∼2.1 TB)
used as input for the simulation of disease signals and ML model
training are made publicly available at [68]. The analytical details
for all investigations including simulation of disease signals and
ML model training are made available in the form of immuneML
YAML specification files that describe each step and choice of the
analyses at [69]. These specifications are both human readable
(analysis transparency) and executable using the publicly avail-
able immuneML platform [63] version 1.0.2. To ensure the ease of
reusability and reproducibility, we containerized the whole com-
putational environment that is necessary to remove any barriers
of replicating the findings of this study. The docker image of the
computational workflow of this article is available from a pub-
licly hosted docker repository (dockerhub) at kanduric/immuneml-
v1:latest. A demo of using the provided docker image to rerun
each category of experiment in this article has been shown on
toy data sets at [67]. Additional analyses were performed during
the revision using an updated version of the immuneML plat-
form [63], and the docker image of the updated version is avail-
able from the publicly hosted docker repository (dockerhub) at
kanduric/immuneml-v2:latest. All the analytical details of the anal-
yses performed during the revision process were made available
in the form of immuneML YAML specification files at [72].

Data Availability
An archival copy of the github repository [67] is available via the
GigaScience database GigaDB [73]. Synthetic repertoires used as in-
put for the simulation of disease signals and ML model training
are made publicly available at [68].

Additional files
Supplementary Fig. 1. An illustration of formulating classifica-
tion of immune states based on AIRR data as a multiple instance
learning (MIL) problem. Some of the published methods [23, 28,
32] aptly considered AIRR classification as an MIL [37] consisting
of repertoires as bags, receptors as instances, and immune state–
associated receptors as witnesses. Here, the witnesses (positive in-
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stances) are shown in red text, whereas the blue text represents
negative instances. Notably, the positive instances can be as rare
as one in a million instances. The MIL methods use different pool-
ing functions to learn the relationship between the labels of in-
stances of a bag and the label of a bag (color of bags here).
Supplementary Fig. 2. (Relates to Fig. 2b and Fig. 3a). Impact of
k-mer implantation on the background k-mer frequency distri-
bution: the y-axis shows the average number of motifs with in-
duced significant differential incidence scaled by the total num-
ber of implanted motifs in log10 scale when the signal (number
of implanted 4-mers in upper and lower panels) was implanted
at different witness rates (on the x-axis) in 200 repertoires of size
100,000 sequences. The color coding separates the motifs with in-
duced differential incidence by how much they overlap with any
implanted motif. For instance, yellow indicates that the differen-
tially incident motif overlaps all its four amino acid residues with
one of the implanted 4-mers. In other words, those are the true im-
planted motifs. The error bars are based on the standard deviation
of values across three independent replications. The chart shows
that at lower witness rates (up to 0.01%), the implantation of 4-
mers predominantly disturbs the frequency distributions of only
the implanted 4-mers between positive and negative class reper-
toires. As the witness rate increases, the signal gets implanted
in more sequences, thus overlapping with many different 4-mers
by one, two, or three amino acid residues. The total number of
disturbed 4-mers increased proportionally to the number of im-
planted 4-mers (as evident through the scaling of the y-axis per
the number of implanted 4-mers).
Supplementary Fig. 3. (Relates to Fig. 2a). Distribution of the co-
efficient values of the trained model categorized by the level of
overlap with the implanted single 4-mer (as in Fig. 2a). The y-axis
shows the coefficient values of different 4-mers and the x-axis
shows the number of amino acid residues of the 4-mers that over-
lap the true implanted motifs. In this case, an overlap value of
4 indicates that the 4-mer is the true implanted motif. Different
panels in columns show different witness rates, and the panels
in different rows correspond to the different splits of the cross-
validation. The charts confirm that at lower witness rates, it was
only the truly implanted motif that was ascribed the maximum
weight (coefficient) by the model. As the witness rate increases,
the motif gets implanted in more sequences and thereby overlaps
with many other motifs partially by one, two, or three amino acid
residues. Thus, such partially overlapping motifs would also be as-
cribed higher weights by the model as the witness rate increases.
Supplementary Fig. 4. (Relates to Fig. 2b). Distribution of the co-
efficient values of the trained model categorized by the level of
overlap with the implanted sixty-four 4-mers (as in Fig. 2b). The
y-axis shows the coefficient values of different 4-mers and the
x-axis shows the number of amino acid residues of the 4-mers
that overlap the true implanted motifs. In this case, an overlap
value of 4 indicates that the 4-mers are the true implanted mo-
tifs. Different panels in columns show different witness rates and
the panels in different rows correspond to the different splits of
the cross-validation. The charts show that at lower witness rates,
none of the 4-mers was ascribed extreme weights by the model. As
the witness rate increased, the true motifs were ascribed higher
weights.
Supplementary Fig. 5. (Relates to Fig. 2a and Supplementary Fig.
3). Distribution of the coefficient values of the trained model cat-
egorized by the level of overlap with the implanted single 4-mer
(as in Fig. 2a)—this chart, unlike Supplementary Fig. 3, shows the
distribution only for the statistically significant 4-mers that were
identified through univariate statistical testing. From all the 4-

mers that were plotted in Supplementary Fig. 3, we filtered out all
those 4-mers that were found with no significant differences in
frequency distributions in a univariate statistical test (see Meth-
ods) and retained only the significant motifs. This chart confirms
that statistically significant motifs that can be identified through
a univariate statistical test comparing the frequency distributions
are indeed the same motifs that were ascribed higher weights by
the penalized logistic regression model. The y-axis shows the co-
efficient values of different 4-mers, and the x-axis shows the num-
ber of amino acid residues of the 4-mers that overlap the true
implanted motifs. In this case, an overlap value of 4 indicates
that the 4-mer is the true implanted motif. Different panels in
columns show different witness rates, and the panels in differ-
ent rows correspond to the different splits of the cross-validation.
Our analysis confirms that at lower witness rates, it was only the
truly implanted motif that was ascribed the maximum weight
(coefficient) by the model. As the witness rate increases, the
motif gets implanted in more sequences and thereby overlaps
with many other motifs partially by one, two, or three amino
acid residues. Thus, such partially overlapping motifs would also
be ascribed higher weights by the model as the witness rate
increases.
Supplementary Fig. 6. (Relates to Fig. 2b and Supplementary Fig.
4). Distribution of the coefficient values of the trained model cat-
egorized by the level of overlap with the implanted sixty-four 4-
mers (as in Fig. 2b)—this chart, unlike Supplementary Fig. 4, shows
the distribution only for the statistically significant 4-mers that
were identified through univariate statistical testing. From all the
4-mers that were plotted in Supplementary Fig. 4, we filtered out
all those 4-mers that were found with no significant differences in
frequency distributions in a univariate statistical test (see Meth-
ods) and retained only the significant motifs. This chart confirms
that statistically significant motifs that can be identified through
a univariate statistical test comparing the frequency distributions
are indeed the very same motifs that were ascribed higher weights
by the penalized logistic regression model. Note that, unlike Sup-
plementary Fig. 4, this chart shows fewer column panels corresponding
to witness rates. This was because there were no significant motifs that
were identified at lower witness rates. The y-axis shows the coeffi-
cient values of different 4-mers and the x-axis shows the number
of amino acid residues of the 4-mers that overlap the true im-
planted motifs. In this case, an overlap value of 4 indicates that the
4-mers are the true implanted motifs. Different panels in columns
show different witness rates and the panels in different rows cor-
respond to the different splits of the cross-validation. The charts
show that at lower witness rates, none of the 4-mers was ascribed
extreme weights by the model. As the witness rate increased, the
true motifs were ascribed higher weights.
Supplementary Fig. 7. (Relates to Fig. 2a). Frequency distribution
of implanted 4-mer (as in Fig. 2a) in both positive and negative
class examples. On the y-axis, the frequency of the implanted 4-
mer is shown in the log10 scale at different witness rates on the
x-axis. The color indicates positive and negative class examples.
The chart shows that already at a witness rate of 0.002%, the fre-
quency distributions of both positive and negative classes started
to become distinguishable.
Supplementary Fig. 8. (Relates to Fig. 2b). Frequency distribution
of implanted sixty-four 4-mers (as in Fig. 2b) in both positive and
negative class examples. On the y-axis, the frequency of the im-
planted 4-mers is shown in the log10 scale at different witness
rates (in different panels). The x-axis shows the index of each
implanted 4-mer. The color indicates positive and negative class
examples. The chart shows that at lower witness rates, the fre-
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quency distributions of both positive and negative classes are in-
distinguishable.
Supplementary Fig. 9. (Relates to Figs. 2–5). Impact of the source
of data set construction. Performance estimates of a regularized
logistic regression model in a binary classification of balanced, la-
beled data sets of varying sources (on the y-axis), where the signal
in positive class examples composed of 4-mers is known at the ex-
plored witness rates (on the x-axis).
Supplementary Fig. 10. (Relates to Figs. 2–5). Impact of the choice
of ML method and the hyperparameter spaces of explored ML
methods. (a) Performance estimates of different ML models (on
the y-axis) in a binary classification of balanced, labeled AIRR data
sets, where the signal in positive class examples composed of 4-
mers is known at the explored witness rates (on the x-axis). The
mean balanced accuracy of a fivefold cross-validation was com-
puted in three independent replications. The color coding shows
the mean and standard deviation of the performance estimate ob-
tained by three independent replications. (b) Impact of L1 regular-
ization on the performance estimates of SVC. Performance esti-
mates of a SVC L1-regularized with a fixed regularization constant
C (explored on the y-axis) in a binary classification of a balanced,
labeled AIRR data set where the signal in positive class examples
composed of 4-mers is known at the explored witness rates (on
the x-axis). The smaller the value of regularization constant C,
the stronger the regularization. The signal definition is composed
of three motifs. The color coding shows the mean and standard
deviation of the balanced accuracy estimated by a fivefold cross-
validation. (c) Impact of the number of estimators on the perfor-
mance estimates of the RF classifier. Performance estimates of a
RF classifier parametrized with a fixed number of estimators (ex-
plored on the y-axis) in a binary classification of a balanced, la-
beled AIRR data set where the signal in positive class examples
composed of 4-mers is known at the explored witness rates (on
the x-axis). The signal definition is composed of three motifs. The
color coding shows the mean and standard deviation of the bal-
anced accuracy estimated through a fivefold cross-validation.
Supplementary Fig. 11. Comparison of the performance of a fea-
ture selection–aided classifier with that of an L1-penalized logistic
regression. Performance estimates of two different models in a bi-
nary classification of a balanced, labeled AIRR data set where the
signal in positive class examples was composed of varying num-
bers of 4-mers (on the y-axis) and is known at the explored witness
rates (x-axis). (a) Performance estimates of a classifier that was
aided by a feature selection step based on a univariate statistical
test. (b) Performance estimates of an L1-penalized logistic regres-
sion model. The mean balanced accuracy of fivefold nested cross-
validation was computed in three independent replications. The
color coding shows the mean and standard deviation of the per-
formance estimate obtained by three independent replications.
Supplementary Fig. 12. Performance as a function of the num-
ber of examples in the minority class and the expected number
of nonzero coefficients. Performance estimates of an L1-penalized
logistic regression in a binary classification of a balanced, labeled
AIRR data set where the signal in positive class examples was
composed of varying numbers of 4-mers (on the y-axis) and is
known at a witness rate of 0.01%, and the number of examples of
minority class available for training within each cross-validation
loop is varied (on the x-axis). (a) Performance estimates of an L1-
penalized logistic regression model. The mean balanced accuracy
of fivefold nested cross-validation was computed in three inde-
pendent replications. The color coding shows the mean and stan-
dard deviation of the performance estimate obtained by three in-
dependent replications. (b) Relation between the expected num-

ber of nonzero coefficients, s (y-axis), and the number of examples
in minority class, n (x-axis), and number of predictors in log scale,
log(p), which is held constant as 12. For each cell of the heatmap
in panel (a), the corresponding cell in panel (b) shows the ratio
s∗log(p)/n, and the color coding represents the range of this ratio.
The figure shows that the low prediction performance on panel
(a) correlates negatively with a high ratio of s∗log(p)/n.
Supplementary Fig. 13. Performance as a function of the number
of examples in the minority class and the total number of pre-
dictors. Performance estimates of an L1-penalized logistic regres-
sion in a binary classification of a balanced, labeled AIRR data set
where the signal in positive class examples was composed of six-
teen 4-mers at a witness rate of 0.01% that was held constant,
while the number of examples of the minority class available for
training within each cross-validation loop is varied (on the x-axis)
and the total number of predictors was varied on the y-axis. No-
tably, the varying total number of predictors on the y-axis always
included the predictors that constitute the signal. (a) Performance
estimates of an L1-penalized logistic regression model. The mean
balanced accuracy of fivefold nested cross-validation was com-
puted in three independent replications. The color coding shows
the mean and standard deviation of the performance estimate ob-
tained by three independent replications. (b) Relation between the
expected number of nonzero coefficients, s, and the number of ex-
amples in minority class, n, and number of predictors in log scale,
log(p). For each cell of the heatmap in panel (a), the correspond-
ing cell in panel (b) shows the ratio s∗log(p)/n, and the color coding
represents the range of this ratio.
Supplementary Table 1. Descriptive statistics of the benchmark-
ing setup

Relating the empirical sample complexity with
sparse model theory
The patterns associated with an immune state can be as rare as
one antigen-binding AIR per million lymphocytes and were found
to occur at a low incidence in previous studies [19, 23, 26, 38].
Sparse models tested in this study are thus particularly suited to
the problem setup. In Fig. 3a, by considering the prediction perfor-
mance as a function of sample size and witness rate in balanced
data sets, we empirically assessed the sample complexity while
holding the total number of predictors (4-mers) and the expected
number of nonzero coefficients of the ML model (number of im-
planted 4-mers) constant. The theoretical results of sparse model
theory [57] state that a sparse model will be successful for n pro-
portional to s∗log(p), where n refers to the number of examples
of the minority class (here minority class refer to the class that
has few examples in an imbalanced binary classification prob-
lem), p refers to the total number of predictors, and s refers to
the number of nonzero coefficients. We set out to understand if
the sample complexity of sparse models used in this study match
with the theoretical results. Specifically, we assessed the predic-
tion performance of the L1-penalized logistic regression as a func-
tion of the number of examples in minority class with (i) a varying
number of expected nonzero coefficients while holding the num-
ber of predictors constant (Supplementary Fig. 12) and (ii) a vary-
ing number of predictors while holding the expected number of
nonzero coefficients constant (Supplementary Fig. 13). In agree-
ment with the theoretical results, we observed that the higher the
expected number of nonzero coefficients relative to the number
of examples in the minority class, the lower the prediction per-
formance (Supplementary Fig. 12). Similarly, we observed a qual-
itative distinction in performance levels between high and low
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s∗log(p) when holding s constant (Supplementary Fig. 13). How-
ever, we observed no differences in performance with a decreas-
ing number of total predictors when the number of examples in
the minority class was constant.

List of abbreviations
AIR: adaptive immune receptor; AIRR: adaptive immune recep-
tor repertoire; CDR3: complementarity determining region 3; CV:
cross-validation; IMGT: ImMunoGeneTics; MIL: multiple instance
learning problem; ML: machine learning; RF: random forest; SVC:
support vector classifier; TCR: T-cell receptor; TCRβ: T-cell recep-
tor beta chain.
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