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Abstract

The demand for reduced area and power consumption havdyuseah met with

improvements in processing techniques, allowing for iaseel integration and
a reduction in the power supply voltage. Some technologyrargments have
also occurred, such as strained silicon and silicon-ounkatsr. But some design
techniques also feature a significant reduction in area améepconsumption,
such the asynchronous design approach. Reducing the awfantdérconnects is
another approach, for which multiple-valued logic migh@neideal candidate.

This thesis explores the multiple-input common-gate FGUW&/transistor and
the design of multiple-valued logic circuits using thisnsastor. We examine in
detail a UV-programming technique for initializing the ftoey-gate. There is no
need for any extra programming circuitry with this programgmethod, since it
utilizes the supply rail of the nMOS transistor to place arghaon the floating-
gate. An important benefit of the floating-gate initialipatis a matching of the
pMOS and nMOS transistor at a predetermined current levelaMb look closer
at some of the layout issues concerning FGUVMOS circuits.

We also explore a new area of application for the FGUVMOSdistar, namely
multiple-valued logic. The main design parameter of the MMDS transistor—
the capacitive division ratios of the coupling capacitarshe floating-gate—is
well suited for designing voltage-mode multiple-valueditocircuits. Several
multiple-valued logic circuits are examined in detail aedlesal design issues are
addressed. Measurements on a fabricated chip are sumsiea|l as simulations
of the various circuits. And the voltage output functionstfte presented circuits
are also developed.
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Chapter 1

Introduction

The demand for increased integration—especially in the afenobile communi-
cation and hand-held computing devices—necessitatescoorputational power
per area in order to either reduce the size of the devicesaxhi@ve more func-
tionality. There also exists a need for a reduction in the grogonsumption to
prolong reliable power supply and to ease the cooling reguents, since an in-
crease in device density leads to a higher heat density.

The conventional solutions to these problems have comevVesiaus refinements
of the processing techniques for integrated circuits. betctronic devices have
been scaled down mainly through improvements in lithogyajpphe reduction in
power supply voltage is merely an obligatory side effectha$ downscaling in
order to avoid breakdown in the devices. There are, howswarg approaches to
achieve these goals that do not rely on the refinement of psatgtechniques.

There have been some improvements in the technology usdddiocating the
integrated circuits. Two notable improvements have bemimg&d silicon and SOI
(silicon-on-insulator)[1]. Strained silicon enhances #iectron/hole mobility by
straining the silicon lattice, while SOI reduces the pdm@asiapacitances present
in the devices by adding an insulator on top of the substidtis. combination not

only yields an increase in speed, but also reduces the pamsumption of the
devices.

But there exists solutions to the problem of power consuongtiat can be found
in the design step. Various low-power design methodoldgge® been able to re-
duce the power consumption in logic circuit systems beyohatus possible with
the traditional static CMOS designs, although static CM©®8& very power effi-
cient technology. Most of the extraneous energy consumptam static CMOS
comes from the charging and discharging of the gate andsibifucapacitance
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due to spurious transitions on the input. However, as meatabove, the re-
duction of the power supply and transistor sizes—therebylshg the gate and
diffusion capacitances—is what affects the overall poweasamption the most.

One way of reducing the power supply voltage—which will iesua cubic reduc-
tion in power consumption[2]—is through the employment o&fing-gate transis-
tors. With such a solution one can lower the voltage suppiyndurther than nor-
mally possible with static CMOS. This can be achieved byipga charge on the
floating-gate, which effectively shifts the threshold agjé of the transistors|[3].
Ultra low-power applicationsl(;; < 1V) can be achieved through this method.
An alternative way of shifting the threshold voltage is thgb back-gating, i.e. by
applying a voltage to the back-gate of the transistor.

While there exists various methods for decreasing the poaesumption due to
spurious transitions, most of these methods relies on aarging phase which
increases the activity of the devices, thereby consuminggpower overall. An-
other method, which also reduces the overall power condomjs$ asynchronous
circuit design[4]. Asynchronous circuits have succes$gfioéen used to reduce
power consumption in commercial integrated circuits[5]lafge part of the re-
duction in power consumption comes from a reduction in thewmhof intercon-
nects used for clock distribution. The resistance and tpaatance of the clock
distribution network—coupled with frequent charging angstctarging—has made
the clock network an ample target for those who seek to redoser consump-
tion in integrated circuits.

However, with all the methods above for reducing the powersamption, the
limited information conveyed by the binary logic systenll sgmains. A large

amount of the die area is still being used for interconneetsvéen circuit ele-
ments and modules. While an analog electronic system cbelarétically have
an infinite information density, there might be a problemhwi¢liably detect-

ing and retrieving the information. The advantage of binagic coupled with

two-state logic devices, such as the MOSFET transistor,avanalog electronic
system when it comes to robustness is evident, but a middiead might be de-
sirable. This middle-ground is provided by MVL (multipledued logic), where
the information density is larger than for binary logic, ¥ehit is still possible to

maintain a reasonable level of robustness.

1.1 Multiple-Valued Logic

The main issue with interconnects in modern digital systsmegell known. The
problem is usually described as twofold with the first probleeing the limited
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number of edge connections. The space allotted for edgesctions grows only
linearly with lengthn, while the general die area grows @§6]. This has led
to several different package types to accommodate the ggomeed for more
pins[7]. Parallel communication leads to a higher pin caamd also suffers the
problem of multiple delay paths. These delay paths have teyhehronized in
order to ensure the integrity of the overall signal. This ssially achieved by
decreasing the speed of all the delay paths to accommodesétliest one. These
problems can be avoided by either serializing the commtioicar by using MV
(multiple-valued) signals

The second problem is the ratio of interconnects to actir@itiarea on the die.
The limited information that is conveyed by a two-level logystem means that
a large amount of the die area—one interconnect for eacthditnhakes up the
signal—is used for interconnects, since a larger numbeewtds must be used to
realize complex functions than for MVL (multiple-valuedyio) system& Earlier
observations suggest that of a VLSI die area, approximatatgnty percent is de-
voted to interconnects, twenty percent to spacing congisti insulation and only
around ten percent for the actual devices[8]. These obsengahas led to more
compact designs for interconnects such as buses, and sedreglf-sufficient
modularity[6] in an effort to reduce intermodule commumigca. However, the
number of interconnects within these modules increasesassequence and the
problem still remains, although at a different level.

By using multiple-valued signals on the interconnects,daicdon in the routing

cost may follow, since interconnects will carry more infation without an in-

crease in area cost. Despite this obvious solution to tlexdahnect problem,
multiple-valued logic has not gained wide acceptance. €hson for this mostly
stems from the fact that there exists no integrated mudtesdevice. Efficient and
robust two-state devices is the main reason for the pregalehbinary logic.

There are many different methods for designing MVL circuitee method pre-
sented in this thesis uses a floating-gate to construct thé& eiktuits. The
floating-gate has certain advantageous characteristibg@gards to MV signals.
With these advantages it might be possible to reduce arep@mer consumption
for the computing devices by using floating-gates to consthe MVL circuits.

The use of MV signals for off-chip communication is not adzeous. The MV signals are
usually converted into binary signals before being sentbip.
2Se section 2.1 for an elaboration on the number of logic fonstin a digital system.
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1.2 Floating-Gate Circuits

Floating-gate devices have mainly been deployed as menhameats for struc-
tures such as EPROM, EEPROM and flash memory[9, 10]. It wasmibShibata
and Ohmi introduced the MIFG (multiple-input floating-geti@nsistor[11], that
circuits using floating-gates as an active circuit elemearted emerging.

These active floating-gate circuits make use of MIFG traosssas their active
devices. The input signals of the MIFG transistor are nopteaidirectly to the
gate, which is the standard configuration for MOS transsstimstead, a coupling
capacitor is used. This configuration allows for severalitapeach coupled to the
gate of the MIFG transistor by a separate coupling capacitor

The signal from each of the coupled inputs is attenuated éydtio of the cou-
pling capacitor to the sum of all the coupling capacitor§his capacitive divi-
sion relationship between the various inputs is an impodasign parameter for
MIFG transistors, especially since it is possible to formhhy accurate capacitor
ratios in integrated circuits[12].

It is also possible to place a permanent charge on thé gaieg several different
programming methods, due to the fact that the gate is isblai&ée most com-
mon programming methdditilized is a combination of hot-electron injection and
Fowler-Nordheim tunneling. Another common method for plg@a charge on the
floating-gate is through UV-light programming. A varianttbe latter method is
used in this thesis.

1.3 Overview of the Thesis

The main objective of this thesis is to introduce a new metioodnitializing a
FGUVMOS (floating-gate ultra-violet MOS) transistor anavamstrate its use as
a MIFG transistor by using it to design MVL circuits.

The thesis is divided into the following sections:

e Chapter 1 contains an introduction to the motivation for the thestseex-
amines the various methods for reducing area and power cgtgn. It

3Note that there are several other capacitances to consiar,as various parasitic capaci-
tances arising from the MOS transistor itself. Se secti@rf@. details.

4There will always be some leakage through the gate oxidefobuhodern processes in the
lower submicron and nanometer range, the leakage will befiigntly larger. This is due to the
downscaling of the gate oxide along with the rest of the degisometry[13].

5This programming method is used in devices such as EEPROMasidmemory.
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also has an introduction to multiple-valued logic and flogtgate circuits.

e Chapter 2 presents the concepts behind multiple-valued logic. Amoges
of the various design methods used in the construction ofipheHvalued
logic circuits is presented. Various aspects of multipdésed logic algebra
is examined and the cost and complexity of multiple-valwedd systems
are discussed. Different signal representation are exadrimmore detail
and the advantages of MIFG MVL is addressed. The importahsgpal
integrity is also pointed out.

e Chapter 3 has floating-gate devices as its topic. The developmentrtbwa
active floating-gate circuits is presented. The FGUVMO@®distor is in-
troduced, its principal design parameter is examined anddgtiations are
shown. The programming technique is presented and implitiem con-
siderations are explored.

e Chapter 4 presents various multiple-valued circuits using FGUVM @G
sistors. The basic building blocks for multiple-valueditogircuits are in-
troduced. The various multiple-valued logic circuits witieir descriptions
and equations are presented. Simulations for the circngdsr®easurements
on a fabricated chip are given.

e Chapter 5 summarizes the thesis as a whole and gives pointers to where
further research on the topics presented in this thesiddhioei focused.






Chapter 2

Multiple-Valued Logic

2.1 Introduction

Much as the decimal system has dominated our understanfiegtlometic, so
has the binary system dominated our understanding of loglis connection
is so strong in fact, that the term logic implies binary lggeen though binary
logic is merely a subset of multiple-valued logi®hen arithmetic operations on
the decimal system are to be performed, one often makes useariy logic. A
radix ten logic system would be more appropriate, since #iees would map
directly and no information would be discarded, as is the @eith binary-coded
decimals. The prevalence of binary logic in digital cirsuibday, stems mainly
from the availability of two-state physical devices.

Multiple-valued logic is by no means a new construct. Itgiordates back to the
novel work of Post in 1921[14], who published the first papetading a func-
tionally complete algebra for any finite radix wheren > 2. And there existed
practical implementations of multiple-valued logic systebefore the solid-state
devices entered the arena. Back then, the electromageé&dicsrwere the prin-
ciple component within switching systems[15]. Althougk 8implest ones were
binary, there existed multi-state switches. As a resultidewange of applications
with multi-state devices were in use. But with the adventalidsstate devices,
switching systems with more than two states were largelydos to efficient and
robust two-state devices, such as the MOSFET transistor.

The latter-day developments makes use of either binary alogrcircuits—or a

There are many additional names used to describe multallesd logic, such as multi-valued,
multivalue and many-valued logic. In the case of radix thogéc, the term ternary or trinary logic
is preferred.
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combination thereof—to construct multiple-valued logimce a true multi-state
device seems elusive. The earlier multiple-valued logmuiis were implemented
using discrete BJT or MOS transistors[15]. The implemeonatcould be divided

into two broad categories. One was the current-mode approbere the current
levels where divided into discrete steps. The other cajegas the voltage-mode
approach, which made use of several different power sugply. rBoth design

approaches had in common a heavy reliance on resistors, amdterefore not
suited for implementation in integrated circuits.

Integrated multiple-valued logic realizations generédlyor three commonly used
design approaches, closely connected to the signal reyiediesm used[6]. Charge
used in charge-coupled devices[16] in one of the commorgdegproaches, al-

though voltage is used both as an internal variable and Bettternal interface.

Current used in integrated injection logic[17] is anothgp@ach, but again volt-

age is used both as an internal variable and for the extarteaface. There also
exists a design approach using the voltage as the signalsemation. These are
usually ternary logic circuits exploiting the differencettveen threshold voltages
in enhancement and depletion devices[18].

2.2 Algebraic Notation

The radix signifies the number of logic levels in a multiplEued logic system.
A higher radix gives you more computational complexity, itee possibility to
form a higher number of different logic functions.

Most multiple-valued logic systems are formed from logitues that are a con-
tinuous monotonic set of integers. Extending the binaratabt—where the set of
logic values is given a$0, 1}—in the positive direction is one method of form-
ing a continuous monotonic set of integers. The set of logicies resulting
from such an extension is given &8,1, ..., — 1} wherer is the radix, and

is called an unbalanced system (or unsigned system). Umdzadasystems has
an even radix;” = 2n; n € Z'. Balanced systems are formed when the
radix is odd,r = 2n — 1; n € Z'. Here the value set is usually given as
{—51, -52,..,0,..., 552, 51}, which includes negative integers. The ternary
logic value set would then be given &s 1,0, 1}.

For binary logic, the inverted of a logic state is well defireattl no ambiguity
exists, since each state has the other as its inverted. Howev the superset of
MVL, this is not possible. In logic it is normal to define ing&n as a reversible
state transformation, where a state that is transformedctwgecutive times is
returned to its original state. Such a unary negation opefat multiple-valued
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logic can be given ag = (r — 1) — = wherer is the radix[15]. For continuously
monotonic balanced systems, this means that the invertide @ivot point, given

asr = 5% T = (r—1) — 5t = 51, isin fact itself. The pivot point for
a continuously monotonic unbalanced system is not a defiogid ktate, and
consequently no state has itself as the inverted.

The MVL system presented in this thesis has a continuous toommoand unbal-
anced logic value set. The logic value set is merely an exiard the binary
one

{0,1,....,r — 1} (2.1)

wherer is the radix.

2.3 Radix and Complexity

A general two-input, called!d and B, one-output, called”, digital system can
form max [)(maA)maxB)) different logic functions, assuming the inputs are not
correlated. For a binary signal, this amount816 = 16 possible logic functions.
With multiple-valued logic, that number increases gredtgr a multiple-valued
logic system of radix threg?*3 = 19683 possible logic functions can be formed.

We can generalize this for an arbitrary number of inputsheaith their own
radix. The requirement of one output is retained. We haveputs, given as
the sequenc€o, ...,4,...,n — 1}. The input radices are given as the sequence
{ro, ..., 74, ..., Tn_1} With the output radix given as,,,. Each input can take on

r; different values and we assume the inputs are uncorrel&®deach possible
combination of input values, the single output can take-gn different output
values. The number of possible logic functions in a mixedxratlltiple-valued
logic system is then given ag 1

n .
i=0 T4
ut

With so many radices to choose from, one wonders if there myegadices that
have a special position. The computational complexity d#fL system arising
from higher radices almost certainly does not come withadst. This naturally
raises the question of which—if any—radix is the optimak. fsany logic systems,
the radix is given as an inherent characteristic. Howelerjrtherent radix might
not be optimal for reducing costs. Hurst has suggestedhbatdst (or complex-
ity), C, of the system hardware[15] is given as

mN} 2.2)

szw@:kP——

Inr
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wherefk is some constant; is the radix andi is the number of digits in a nu-
merical system necessary to express a rang® afimbers, whereV = r¢. By

considering the radix as a real variable and the cost fumgfipas a continuously
differentiable function, we can take the derivative of j2vth respect to the radix

oC 0 In N O Inr—ZInr-r Inr —1
o _ Y — kln N2r Or =klnN——
or  Or lr lnr] " (Inr)? P TE,
from which we need to find the zeros
Inr—1
N N ey
or In“r

Inr—1=0&r=e~3

and the result indicates an optimal point exists where tis abincreasing the
radix is equal to increasing the number of digits, and thatetey logic is the theo-
retically optimal radix for a logic system with an increagitost for an increasing
radix. The cost function given in (2.2) only holds for theceitts in this thesis that
converts between binary and multiple-valued signals.dasing the radix usually
means that another capacitor or transistor has to be addled ¢torcuit. The same
applies for increasing the amount of digits.

For the circuits that only process multiple-valued signal®wvever, the cost of
increasing the radix usually means that only a small adjestrhas to be made
to the capacitor relationships For this case, where the cost does not increase
proportionally with the radix, Hurst has suggested an a#teve cost function[15]

lnN}

(2.3)

Inr

C:k:d:k{

where the cost is decreasing with an increasing radix. Thienapsystem cost
would then have to take into account the ratio of converteuds to circuits only
processing multiple-valued signals.

The power-of-two radices also have a special position in M&dpecially when
interacting with binary logic. The power-of-two radiceg aefined as

r=2" neZ" (2.4)

They are optimal for interacting with binary logic systenrsce no information
is discarded in the conversation between binary and metirplued signals. This
also means that if the radix in a conversion circuit is betwdnee steps defined
by equation (2.4), then there is no cost associated witleasing the radix to the
nearest step.

2Increasing the number of digits, however, has a cost sirtléite conversion circuits.



2.4 Signal Representation 11

(@ ' (b)

Figure 2.1: (a) Scaling can be done by using a current mirror in the current-
mode approach. The lengths, and L,, are equal. The width3)/, and W, are
different with the scale factor given &s,/W, and [, ~ I,- W, /W,. (b) Addition

in the current-mode approach is done by simply connectirgvilies together.
Here the output current is given ds = [, + 1.

2.4 Signal Representation

There are many ways to represent digital signals, for itgt@s voltage, current,
charge or frequency. Although with binary logic, voltageusually chosen as
the signal representation, most likely due to the availgiif voltage controlled
two-state devices, e.g. the MOSFET transistor. However ctivice of signal
representation is not so clear when it comes to MVL, sinceetli® no readily
available multi-state device. Each of the different sigeakresentations have cer-
tain advantages and disadvantages with regards to MVL.

One technique regarded as promising for designing MVL disds the CMOS

current-mode approach[19]. Here the logic levels are deéfasemultiples of a
base current. Some operations, such as scaling, can berpeefdy using a cur-
rent mirror, as depicted in Figure 2.1. Other operationshsas addition, can
be performed even simpler, by just connecting the wiresttege The cost ef-
fectiveness of several operations in the current-modeoggprcan contribute to
alleviating the areas cost for this design approach.

There are, however, several disadvantages to the curreté-approach[19, 15].
While static CMOS binary circuits have extremely low powessigpation in both
of the stable states, the current-mode approach has a+alttcurrent flow in
all states and thus a high amount of static power dissipafidmis is due to the
biasing of the current mirrors used in the circuits. Sineelexists no multi-state
devices in the current-mode approach either, there exigtefaund problem of
signal integrity. Another important disadvantage with tiierent-mode approach
is that the circuit delay is directly proportional to theilotgvel. The base current—
which is usually also the lowest logic level-sets the maximdelay path. The
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higher logic levels therefore draw a larger amount of cur@mpared to the
lower logic levels—increasing the overall power consuoptiwithout providing
an overall speed increase. These points leads to inefficienarea and power
dissipation, despite the inherent advantages mentioneabov

The voltage-mode approach in CMOS MVL have usually condisteexploiting
the difference between voltage thresholds for the depletimd enhancement de-
vices. However, this approach is only suited for low radiei@ions. By exploit-
ing the capacitive division relationship inherent in MIFR@(tiple-input floating-
gate) transistors[11], we achieve several advantagesaWmatch the transistors
by placing a charge on the floating-gate, meaning minimunicdesizes can be
used for both the nMOS and pMOS transistor. Fewer transistaa used, since
most of the circuit complexity is place inside the devicestiselves. Low-voltage
operation is also possible due to the matching of the treorsishowever, low
noise margins might then become a problem for robust cimpdrations. The
radix can be of an arbitrary size, but again, low noise marginse a problem
with an increase in the radix.

Unfortunately, also MIFG MVL uses the quantization of anlagaignal carrier—
voltage in this case. This means that there is a rail-toetailent flow for all logic
states. There are also no stable logic states, meaningitheceinherent signal
restoration. Like with the current-mode approach, signeggrity is a prominent
issue.

2.5 Signal Integrity

Signal integrity is an important aspect in any electrongtemn. If the signal infor-
mation in a circuit can not be reliably retrieved, then thsteyn is of no practical
use. There currently exists no readily available multiesyahysical device for
use in electronic systems. This means that most MVL systeiyon the quan-
tization of an analog signal carrier to represent the MV aignThis gives the
system greater sensitivity to various noise sources, ssichosstalk arising from
coupling to nearby interconnects or power rail spikes agisirom switching cir-

cuits that draw large amounts of current. Process variginight also lead to
unwanted shifts in the logic levels due to mismatch in thesptgl devices, such
as variations in capacitor sizes.

The single most important task a two-state device perfoonbkifary logic is sig-
nal restoration. Every physical device in a binary logicsgsrestores the signal
to a pristine state, making noise margins large and inargasistem robustness.
This is not the case with MVL. Since there is no multi-stateick, there is also
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no automatic signal restoration. A signal restorationuwtrill have to be used
instead for cascaded systems. The signal restorationtcgimuld only be used at
periodic intervals, dependent upon such characterissigg@ess variation, noise
and radix, due to the area and power consumption cost sucbuat evould incur.

2.6 Summary

This chapter has presented an historic overview of the dpweént of MVL cir-
cuits. Multiple-valued electromagnetic switches were @& Ubbefore solid-state
devices came about. The methods used for discrete compowastprecluded
from being used for integrated circuits due to a heavy rekaon resistors. We
were then presented with the algebraic notation for MVL dreldifference be-
tween balanced and unbalanced systems was explained. Xtb®pie was the
radix and complexity of MVL systems, where two different chsctions were
presented. And the number of logic functions possible withutiple-valued
logic system was found. The special power-of-two radiceseve¢so discussed.
We then looked more in detail at some of the various methodsdostructing
integrated MVL circuits. The advantages and disadvantafjBiFG MVL was
also explored. Lastly, the importance of signal integriye the role played by
signal restoration devices—was pointed out.






Chapter 3

Floating-Gate UVMOS Devices

3.1 Introduction

Since the first floating-gate structure was reported by KamihSze in 1967[20],
the FGMOS (floating-gate MOS) transistor has mainly beed as& non-volatile
memory device for digital applications. Various implenaitns of non-volatile
memory devices have evolved, such as EPROM, EEPROM and flastom[9,
10]. These non-volatile memory devices are normally ongilable in specialized
processes.

The FGMOS transistor has also been used as a non-volatiggst@lement in
analog applications. The charge on the floating-gate has bsed to increase
accuracy and matching of circuit parameters[21]. It hag bé&en used in neuro-
morphic circuits and neural-network implementations as@hted parameter in
learning algorithms[22, 23].

The development toward active floating-gate circuits caroenfcomputational
methods in neuromorphic systems[24]. While the ETANN c28p[still used the
floating-gates for analog storage, the output current fioese devices were used
by multiplier circuits. Carver Mead presented an adaptetena circuit, which
was the first example of a continuously reconfiguring ciscuging FGMOS|[25].
Thomsen and Brooke demonstrated the use of electron tagnielia standard
double polysilicon process[26], allowing for experimeéitda with floating-gate
structures in more accessible processes.

An EEPROM addressing structure, called a dual control;geas introduced by
Heida et. al.[27]. It had two control-gates that were capaay coupled into a
floating-gate, and the capacitors were of equal size for eathe two control-

15
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gates. It had one control-gate for the row and another focofiemn, to address a
single cell. When the cell received a signal on both of therotgates, it would
initiate a write cycle using Fowler-Nordheim tunneling.

As a generalization of the dual control-gate EEPROM, Shilaad Ohmi[11] in-
troduced thesMOS (neuMOS, also called neuron-MOS) transistor for usenas a
active circuit element. The name came from a loose analoggpwosynapses in
the nervous system works. This was the first time a floatirtg-gaucture had
been used as an active circuit element.

Berg et. al. setforth a new programming technique for flapgate transistors|[3].
This method made use of UV-light to set and remove charge tranfloating-
gate. The programming technique ensured matching of thsistars by placing
a charge on the floating-gate. This charge effectivelystiifhe threshold voltage,
allowing for ultra low-power applications.

3.2 Floating-Gate UVMOS Transistor

The FGUVMOS (floating-gate ultra-violet metal-oxide seamductor) transistor
has a structure similar to théMOS transistor. The main difference lies in the pro-
gramming technique, which will be discussed later on inieac3.5. The FGU-
VMOS transistor, shown in Figure 3.1 (a), has multiple irsp@iach capacitively
coupled to the floating gate. These voltage inputs deterntimeugh capacitive
voltage division, the floating-gate potential. In turn, fleating-gate potential
modulates the current in the channel. This adds more coritygioth in design
and functionality—to the transistors, from which we can éap achieve overall
simpler circuits that will consume less area and power. Hpacitive voltage di-
vision is the essential operating parameter of the FGUVM@Ssistor in relation
to its use in multiple-valued logic. The pMOS transistor @ shown, since only
the nMOS transistor is different from the standard MOSFEViatewith the pro-
gramming method used in this thesis. We can see a basic lajal#GUVMOS
transistor in Figure 3.1 (b).

The process used for the circuits in this thesis is the AME: CUX CMOS
process with three metal layers and two polysilicon laya&rs; double polysilicon
layer process will be adequate, however, most modern submand nanometer
processes will have excessive gate leakage due to thenlgiohithe gate oxide,
and are therefore not suitable for constructing non-velfibating-gates[13].
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Figure 3.1:(a) FGUVMOS nMOS transistor symbol. The symbol shows several
input signals capacitively coupled into the floating-gatéhe circle enclosing
the floating-gate and the source terminal is symbolizinguhehole used in the
programming of the transistor. The pMOS transistor is naivgh since it is not
involved in the UV-programming(b) FGUVMOS transistor layout. The UV-
hole encompasses the source diffusion and the polysilieb& gThe coupling
capacitors consists of stacked polysilicon layers, fogrpoly-poly capacitors.
The routing between the floating gates and the capacitorslares in the lower
polysilicon layer (polyl, which is also used for the gatelod transistor). The
upper polysilicon layer is connected to the input node tlgitothe metall layer.

vo% }_\f_{ }&@vl
CO Cl

Figure 3.2:Capacitive division relationship. The floating nodé, has two ca-
pacitively coupled, througtiy andC', voltage inputs}, andV;. The inputs have
the two related charges), and ),

3.3 Capacitive Voltage Division

To fully understand the operating principle of the FGUVMQO@&nkistor, we will
first have to examine the capacitive division relationskeipployed by it, and how
the floating-gate potential is modulated by the capacitigelipled voltage inputs.

In Figure 3.2, we can see a simple setup to determine therftpptitentiall”. We
have the relationshif) = CV and assuming that no net charge is stored on the
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Figure 3.3:Equivalent circuit used for deriving the capacitive diaisirelation-
ships for the FGUVMOS transistor. All the parasitic capaaites are taken into
consideration. Also the capacitively coupled channelarafpotential feedback
to the floating gate is addressed. Only the nMOS transistehswvn. For the
pMOS transistor (given a p-type substrate with a n-well) harge on the bulk
terminal may also have to be taken into consideration, ifkbgate modulation
techniques are used to fine-tune the device. This applidetaMOS transistor
as well when using a process that employs wells for all ddfus such as a SOI
process.

nodeV, we get

_QO_leo
—Co(Vo=V)-=Ci(Vi =V) =0
Ve

+
Co + Cl C(] + Cl
due to the law of conservation.

We can translate this to the FGMOS transistor by genergliina finite amount
of capacitively coupled voltage inputs. The floating nodi lvé the floating-gate,
V4, @and the parasitic capacitances are taken into consideratie then get the
setup shown in Figure 3.3[11].

If we in addition assume that a charge is present at the hggewe have the



3.4 FGUVMOS Transistor Equations 19

charge on the floating-gat€,, given as

n—1
Qrg = Cou(Vyg — Ws) + CyVyg — Z Ci(Vi = Vig)
i=0
- CfQS(Vs - ny) - Cfgd(vd - Vfg) (3-1)

whereV, is the channel surface potential. We then rearrange to gdtdating-
gate potential

Cor . Qpy  S=Ci . Crgs,  Choa
Vi, = =2, 4 2L Vit =PV + =V 3.2
=G Vet G +ZZ;C; o Vet gV (3.2)

whereC;. = C,,. + Cr, With Cp = 3271 C; andC,,. = Cop + Cy+ Cgs + Clrya-
Most of these parasitic capacitances can be ignored for-baledlations—which
we will do for all the calculation in this thesis. But the ga@pacitance might
effect the size of any capacitor shunting the output and deifig-gate. Specifi-
cally, the size of this shunting capacitor would have to lmkiced to account for
the gate capacitance.

3.4 FGUVMOS Transistor Equations

The FGUVMOS transistors are programmed in an inverter cardigon to satisfy
an output ofV,,;, = Vy;/2 when the input isV;, = Vy;/2 in order to ensure
a symmetrical equilibrium point, and thus a matching of tMQs and NMOS
transistor. The current at the equilibrium pdiawhich is determined by the input
voltage during the programming of the circuit-is giver/as.

The equations for the weak inversion region are chosen astamiconvenience,
but weak inversion is not a prerequisite for circuit openasi. The current equa-
tions for the multiple-input FGUVMOS transistor can be eegwed as[28, 29, 30]

n—1

1
Lys o = Ipee — (Vi = Viga/2)k; 3.3
ds, b illexp<77UT( dd/ ) ) (3.3)
n—1 1
Ids7p = Ibec g exrp <?77T(‘/dd/2 — ‘/Z)kz) (34)

LIt is natural to connect the equilibrium point to the pivotqtpwhich was discussed in section
2.2.
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whereU; = L is the thermally exited voltage whekds Boltzmann’s constant,
q is the electron charge arid is the temperature in Kelvim is the slope fac-
tor of the transistor and; = C% with Cr = > C; . nis usually between 1
and 2, depending on the current level, wHile = 25mV at room temperature
(300K). Itis important to note that these equations are simptibos that do not
include the effect of channel shortening or velocity satara and should there-
fore only be used in connection with long channel deviceshdiuld also be noted
that the floating-gate voltage will always remain at the paogmed equilibrium
point. The equations above merely describe voltage diifess on the coupling
capacitors that modulate the equilibrium current.

3.5 Programming Technique

An FGUVMOS circuit always comes with a stacked height of tv@ne pMOS

transistor stacked on one nMOS transistor. This leaves tis an inverter as
the fundamental circuit topology, although one might alse several nMOS or
pMOS transistors in parallel. Although this might seem agsrictive design
limitation, complex circuit functions can still be achievthrough the capacitive
division relationships on the inputs. In addition, the caie division relation-

ships design methodology lends itself as a natural choicedidain circuits such
as multiple-valued logic circuits.

Fowler-Nordheim tunneling (electron tunneling) and hacélons (electron in-
jection) are traditionally used to remove and add chargéedlbating-gate[31],
respectively. The UV-programming method instead usestwshoe UV (ultra-
violet) light in the UV-C rangeZ54nm to be exact). This wave length is in com-
mon use in UV-erasers/programmers, normally used for progring or erasing
ROMs and EPROMs. When the source and gate region is exposdd-light,

a UV-activated conductance is created across the segamtide. UV-activated
conductances is a convenient way to simplify the underlynaglel.

It should also be noted that this programming method ensaidsration of the
floating-gate[32]. The floating-gate is set to a known qugniThis is different
from the combination of tunneling and injection, which caneet the floating-
gate to a known quantity, thus requiring UV exposure to catin

The earlier UV-programming method[33] of the FGUVMOS tratwrs used a
split-gate configuration, as seen in Figure 3.4. This albbfoe separate tuning of
the current-level since the pMOS and the nMOS transistolddoave a different
charge on the floating-gate. This technique was a good matefitfa low-power

applications since the threshold could be shifted. Howelere were problems
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Figure 3.4: A split-gate FGUVMOS inverter. The split-gate inverter laasep-
arate floating-gate for the nMOS and pMOS transistor. Thieves for different
charges to be placed on the floating-gates and the threshadbe effectively
shifted. It also allows for the current level to be tuned biyisg different charges
on the floating-gates.

with the programming of the pMOS transistor due to its weakerkfunction,
resulting in a large workfunction difference between theO®/and the pMOS
transistor. By instead using a common-gate configuratitrere/the pMOS and
NMOS transistor share the floating-gate—these problensofred. However, one
ends up with one less tuning parameter, and therefore thrertuevel cannot
be arbitrarily set, like in the case with a split-gate confggion. This makes the
common-gate topology less useful for ultra low-power aggilons, but requires
less area to implement. It is also easier to program sincerilgramming step
only involves the nMOS transistor.

A normal biased common-gate FGUVMOS inverter circuit ishan Figure 3.5
(a). This circuit is in the operational mode. In this moderéhis no conductive
connection between the source diffusion and the floatirig-g&hen UV-light is
applied to the circuit, however, an increase in condugtioicurs. This increase
in conductivity is called photoconductivity and is modelasing UV-activated
conductances[34], as seen in Figure 3.5 (b). The only d#sitdV-activated
conductances is the conductive connection between theesdliffusion and the
floating-gate G 45 ,. While metal shielding is in place to ensure illumination of
only the desired area, some UV-light will be reflected untierretal shielding.
This stray UV-light gives rise to several unwanted UV-aated conductances.
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Figure 3.5:(a) The operative mode (or normal biased mode) of the commam-gat
FGUVMOS inverter. Since most of the natural UV-C light igopied in the outer
atmosphere, it is not strictly necessary to shelter the W@W-lduring normal op-
eration. However, it is a prudent measure to undertake ireazsartificial UV-C
sources. In any case, such a protective measure is necedisang the program-
ming of the FGUVMOS circuit(b) The programming mode of the FGUVMOS
circuit. When UV-light is applied, the UV-holes will alloerfUV-activated con-
ductances to be "created". Only,,, , is the wanted UV-activated conductance.
All the other UV-activated conductances are considerecgiéic. The parasitic
UV-conductance associated with the pMOS transistor for mrmon-gate con-
figuration will be significantly smaller than for a split-gatonfiguration. This is
because the distance to the UV-hole is larger with the comgate configuration.

The energy of the UV-light is given a8 = hv = % whereh is Planck’s con-
stant ¢.14 - 10~'%¢V s), v is the frequency of the radiations the speed of light

(3 - 10%m/s) and \ is the wavelength of the radiation[35]. For UV-C radiation
(A = 254nm), we then gety = ke = 21410 2eVs310° 1y 9V for the pho-
ton energy. In the5i-Si0,-Si structure making up the connection between the
source diffusion and the floating-gate, thé0, presents aleV barrier for the
electrons[34]. We can see from the above calculations tNa€CUadiation im-
parts enough energy to allow the electrons to surmount #uaign. The excited
electrons in the valence band of thielayer then enters the conduction band in the
Si0, layer. The electrons are then swept through the oxide lay¢hd voltage

gradient, as can be seen in Figure 3.6.
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Figure 3.6:Energy band explanation of the UV-programming procedureSiA
Si0,-Si sandwich is shown, as well as the energy levels of the valkand,
E,, and the conductance band,. Energy from the UV-light will excite the elec-
trons in theSi valence band and cause some of them to entefSilig region.
There they will support a current flow through the0, region due to the voltage
gradient.

The programming procedure consists of applying the desingithing voltage on
the inputs and a higher potential &fy than onV/,,;. This leads to the source and
drain changing place on the transistors, thus giving us adotgut impedance.
Unlike most programming methods, this technique does mpiire any program-
ming circuitry since the floating-gates are programmingitbeV, rail.

The programming technique entails the following steps:

1. Decide upon the supply voltageV,,. This is the supply voltage
that will be used in the normal operating mode. It will varyveen
applications.

2. Apply V44/2 to all external inputs. When the programming is over,
all internal and external nodes will have reachggl/2.

3. Apply the programming voltages,V_ at V;; and V, at V, to the
supply rails. Instead of using extra programming circuitry, which
would be used when programming from the gate, we use thesuppl
rails instead. This gives reduced area overhead in theitdesigns.

4. Apply the UV-light. The nMOS transistor has a UV-hole to allow
the UV-light to excite electrons in th&:i valence band to thgiO,
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conductance band. The applied electric field will sweep tbetmns
through the oxide layer.

5. Terminate the programming by removing the UV-light when the
outputs converge tol,,/2. The circuit is now ready to be operated
in the normal biased mode and perform its desired function.

The programming method ensures matching of the nMOS and pM&Sis-
tors. One benefit of this is that the minimum size for the tistoss can be used.
There is no need to scale the pMOS transistor to compensathdoge mobil-
ity. The transistor must, however, be scaled to achieve ulhest level desired.
The matching of the nMOS and pMOS transistors is achievetdygtarge being
placed on the floating-gate via the UV-activated conduaanc€his charge forces
an equilibrium point—a voltage point where the nMOS and pMO®ents match—
which is decided by the voltage set on the coupling capacitothe floating-gate.
The current level, however, is decided through normal desizing means.

The programming time for an inverter circuit is normally ¢ve torder of minutes
to tens of minutes. The programming time can be reduced bgasing the de-
sired UV-activated conductances. This can be achievedthgreincreasing the
luminance of the UV-light source or by moving the light saiatoser to the de-
sired exposure point, however, an increase in temperatigiet pose a problem.
The UV-activated conductances can also be increased bgasiog the source-
gate perimetér Another way to reduce the programming time is by minimizing
the parasitic conductances. This can be done through ig#eshielding. One
might expect some undercutting when the hole in the passivityer is etched.
Therefore the hole must be larger than the intended exp@sasg Combined
with the diffraction of the UV-light from the hole in the pagstion layer down to
the desired exposure point, there is a need for furtherdihiglof the transistor.
This shielding is done in the upper metal layer for reasonsooenience. The
shield should cover the entire transistor, with a hole ctiboly over the intended
exposure area. Common-gate circuits should have an adeaht&e over split-
gate circuits, since there is a larger distance from the sx@opoint to several of
the parasitic UV-activated conductances. This means bieag$cape routes for
the programming currents—which is the role parasitic Utvated conductances
play—should be less effective. It is also important to nbtg the programming
time is independent of the number of circuits, since all & dircuits are pro-
grammed simultaneously.

2See section 3.6 for a discussion on transistor topologies.
3This is especially important if wet etching is used. With dtghing, this might not pose much
of a problem.
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3.6 Layout Considerations

While the desired level of circuit performance is normalitamable during sim-
ulation, there are several factors that have to be takeraittount to achieve the
same level of performance with a processed circuit. Thestra are mostly
affected by the layout of the individual circuit element ahe overall circuit
topology. It is important that great care is taken when lgyonit sensitive ana-
log circuits. The considerations presented here are tihasate especially perti-
nent to—or have the greatest impact on the performanceeéittuits presented
in this thesis. Many of the reduced performance charatiegisomes from pro-
cess variations in the basic devices. However, there are afayinimizing those
variations, even to the point of making them a non-issue. rdlage two main
devices for FGUVMOS that has to be considered when layindhmutircuits in
this thesis, namely the transistors and the capacitors.

3.6.1 Transistors

The programming method used in this thesis, which is desdrib section 3.5,
ensures matching of the stacked pMOS and nMOS transistareTib no need
to take into account the difference between carrier mghbititthe nMOS and
pMOS transistor, and minimum sizes for the transistors neaysed. However,
the nMOS transistor is being used in the programming of ttoiiti It is therefore
prudent to examine how the programming performance canhteeed by tuning
various transistor characteristics.

One important factor is the reduction of the programmingetinthis reduction
can be achieved by increasing the size of the UV-activatediwctances. The
UV-activated conductance involved in the programming,asloe seen in Figure
3.5, is the source-gate conductance. Itis therefore pedsilncrease the conduc-
tance by increasing the source-gate perimeter[34]. Thestseseveral transistor
topologies to achieve this goal, such as u-shaped or ringis#rs, which can be
seen in Figure 3.7.

An noticeably reduction in programming time can be achidwedtilizing one of
these transistor topologies. The ring transistor has tigesi source-gate perime-
ter, and therefore takes the shortest time to program. Hemvéle minimum
transistor size is larger with a ring transistor due to tlmgdagate perimeter, thus
yielding a larger area consumption. One added benefit wetritig transistor
is the greater distance from the UV-hole to the gate-sutesbraundary, mean-
ing that the parasitic UV-activated conductance conngdctie floating-gate to the
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Figure 3.7:(a) Ring transistor layout. The ring transistor gives the lasgsource-
gate perimeter relative to transistor width. It also has #mded benefit of the
smallest drain capacitance area to width ratio, increasihg speed of circuit
operations due to less loading capacitan@®. U-shaped transistor layout. While
the ratios are not as beneficial as for the ring transistorafier minimum size
transistors can be created with the U-shaped transistor.

substrate¢, »,, will be smaller than for a regular or the U-shaped transisto

3.6.2 Capacitors

Traditional CMOS circuits are concerned with transistotehang and scaling,

due to the difference in carrier mobility. FGUVMOS circyits the other hand,
is more concerned with the matching of capacitors due tortherent matching

of the transistors. It is therefore important that properstderation is given to the
layout of the capacitors in FGUVMOS circuits. The most intpat consequence
for not giving capacitor layout proper consideration isueedd noise margins,
leading to problems with reliably detection of logic levedspecially in cascaded
systems.

Several possibilities exists for making capacitors in adgéad CMOS process[12].
Junction capacitors are made by exploiting a reverse bjasetion. MOS capac-
itors are constructed by connecting the drain and souragg tise channel as one
electrode and the gate as the other, with the thin-oxideeadidtectric. Poly-poly
capacitors are made by stacking two polysilicon layersgigie interlayer oxide
as the dielectric. The performance of the various capacttan be characterized
by the amount of process variation expected, the voltag#icieat, temperature
coefficient and area consumption. The poly-poly capacusisally have small
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Figure 3.8:Unit capacitor array. The unit capacitor array consists afiuca-
pacitors in a square (or as near to a square as possible) witimahy capacitors
to complete the array. A non-unitary capacitor should beduséhe capacitance
desired is not an integer multiple of the unit capacitanceind of dummy capac-
itors can be used as shielding against horizontal fringirdd emanating from
nearby leads. These shielding capacitors should have #wretles connected
together and they should be grounded.

process variation and a low voltage coefficient, but sufseeh@m large area con-
sumption due to the thickness of the interlayer oxide, whschsed as the di-
electric. Some processes offers other dielectrics wittghéri dielectric constant
thanSiO, for poly-poly capacitors, meaning smaller areas can be tsgdt the
same value of capacitance. Both the junction capacitor b@dviOS capacitor
have a high voltage coefficient, meaning they should only ferated within a
small voltage differences from the biasing voltage, if asistent capacitance is
desired. Since rail-to-rail signals can be expected—anigfa degree of match-
ing is needed—in FGUVMOS circuits, poly-poly capacitoreres to be the best
choice for constructing capacitances.

Polysilicon capacitors usually exhibit a much lower vodand temperature de-
pendency than alternative capacitances. Integrated itafsamay experience sig-
nificant process variations leading to tolerances as higk2as— 30%. However,
they can be matched to another capacitor with good accusadyigh ast0.1% )
without using any trimming, provided that some guidelinesfallowed[12, 36].

To achieve good matching when laying out capacitors, onaldraways try to
make use of arrays of unit capacitors, as can be seen in Bdiré unit capacitor
should be decided upon, with all other capacitors being aiphellof that size.
Capacitors with a size that is not a multiple of the unit c#pasize needs to add
a non-unitary capacitor to complete the capacitance. Tph&attrs should be laid
out in a square fashion—with dummy capacitors completiegtiuare—in order to
minimize periphery-to-area mismatch.
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An important source of mismatch is the base structure tleat#pacitor is laid
upon. A nonuniform base structure can lead to variationsairagitics for the
different capacitors. Surface discontinuities, such asetfound in the thick ox-
ide near the transistors, causes variations in the topbgrapthe capacitor di-
electrics. It would be desirable to keep the overall sizei@ugs to a minimum
by placing the capacitor arrays close to the transistorsveyer, to achieve good
matching, the capacitors should be placed well away fronthiwk oxide, and
instead be placed over the field oxide. One should also pfeceitcuits closer to
the middle of the die area to avoid the bulk of the variatior tluprocess stress
on the devices. To minimize the process stress even fughershould cut of the
corners on the capacitors[37]. And the optimal capaciwessifound to be around
20 — 50pm[38, 39F, should be used for the unit capacitor size.

There are also several ways to minimize the effect of noismutih various layout

techniques. To minimize noise under operation, no leadsldHze run over or

close to the capacitors. Guardbars should be used to avogdrate noise, espe-
cially if binary or high frequency analog circuits are pneisim the nearby area.
One can also enclose the perimeter of the capacitor with ducapacitors to re-

duce noise from any nearby lateral fields, and shielding eansled to avoid any
noise from the vertical direction. The leads from and to taeacitors should be
of equal width and laid out in a similar fashion to match theagéics.

3.7 Noise Margins

The noise margins describes the amount of noise that carelsergron the input
of a circuit without a shift in the output level occurring. &lupper and lower
limits of the noise margins are shown in Figure 3.9. In theidmse, the up-
per noise margin would equal the lower noise margin, andrtiresition between
logic levels would be instantaneous. However, since thresttian is actually non-
instantaneous, there is a indeterminate region betweeogper and the lower
noise margin. The indeterminate region can be decreaseuchgaising the gain
of the circuit in order to get a more abrupt transition.

It is desirable to have high gain inverters to improve sigleaection—thereby im-
proving the noise margins of the circuit. Unfortunatelygtnigain affects the
speed of operation, as high gain FGUVMOS inverters requrgel coupling

capacitance—since this increases the capacitive divisibo—to deliver a larger
amount of the signal to the gate. The traditional way of iasieg the length of
the transistors will also effect the gain, but comes at thet ob reduced speed

4Although this is process dependent.
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Figure 3.9: Noise margins for an inverter circuit. The lower and uppeiseo
margins,V;; and V;y respectively, are usually found by determining the unity
gain at either end of the voltage swing. The output voltadbeérregion in between
the lower and the upper noise margins is considered indetaiohe. Thus no
valid logic level should be greater thav;; or less thanV;y (while obviously
being greater thari’/;;). The noise margin of the inverter can be increased by
increasing the gain (making the transition more abrupt,stimcreasingl;;, and
decreasing/; y).

of operation. Both of these methods decrease the speed dtimme The first
method by increasing the demand for current from the prevecuit element,
while the second will reduce the supply of current to the réxiit element. In-
creasing the width of the transistor in order to compensatthe lack of available
current, will only result in an increased area cost for thieuwt, and a decrease in
the gain and noise margins.

Although most of the problems regarding noise margins asetdyrocess vari-
ances, signal noise might also affect the performance o€iticaits. One of the
prevalent noise sources in mixed signal circlissground noise. Due to the resis-
tance in the substrateground loops may form if attention is not payed to proper
grounding methods[40]. Since higher frequency signalevothe path of least
inductance, return currents will flow in as close proximisypassible to the signal
currents. It is therefore important to separate the anaholydagital portions of
the circuit. No digital leads should flow near an analog dirc&ince the pro-
cess stress is smaller—which in turn leads to less procesgdiva—closer to the
center of the die, as mentioned in section 3.6, the analagitsrrelying on ca-

5The multiple-valued logic system presented in this thessis essence an analog system.
5This is not relevant for circuits based on SOI technology.
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Figure 3.10:Die layout for reduction in noise and process variation. Hma-
log circuits (which are dependent on capacitor and trar@ishatching) should
be placed in the low stress area near the middle of the dieeé&afy sensitive
circuits should be placed on the axes of symmetry. A cormd@nalog intercon-
nects to the pads should be established where no digitaciome@ects are allow
to cross.

pacitor relationships should be placed here. The digitaluds can be placed
closer to the die periphery. Another problem is power raikasp resulting from
massive amounts of current beeing drawn by the synchrongitalaircuits dur-
ing switching. Separate power supply rails should be pexidr the analog and
digital circuits. The ideal layout of the die can be seen guire 3.10.

3.8 Summary

In this chapter we started with chronicling the developneward active floating-
gate devices. The FGUVMOS transistor was then presentédbeih the tran-
sistor symbol and a conceptual layout. We then examinececlibe principal
design parameter for FGUVMOS circuits, namely the capaeitioltage divi-
sion. The transistor equations were then presented. Thssdiens will lay
the groundwork for developing the circuits in the next cleaptThe program-
ming technique—involving UV-activated conductances—described, as well as
the differences between the split-gate and common-gatigcoation. Various
methods for reducing the programming time was discussed.laout methods
for the FGUVMOS circuits was considered next. We saw thatrithg transis-
tor had several advantages over a regular transistor ahdnitaapacitor arrays
would minimize capacitor mismatch. The importance of shre with regards
to parasitic UV-activated conductances was pointed oustly,aan explanation
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of circuit noise margins was given, and we looked at how veriooise sources
might have a negative impact on FGUVMOS circuit performance






Chapter 4

FGUVMOS MVL Circuits

4.1 Introduction

All of the FGUVMOS multiple-valued logic circuits presedtén this thesis are
based on a few fundamental building blocks. These buildiogks are the FGU-
VMOS binary inverter and the FGUVMOS multiple-valued inegr Although it
might seem restrictive to base all FGUVMOS MVL circuits onyothese two
building blocks, most of the complexity of the circuit dasig actually placed
into the FGUVMOS devices themselves. The main design feaUFGUVMOS
MVL is the capacitive division relationships, and we wiletlefore make substan-
tial use of this design parameter in order to realize thetfans performed by
the circuits presented in this chapter. From these fundtahkuilding blocks, a
binary to multiple-valued converter, a multiple-valuedbioary converter and a
multiple-valued full-adder will be presented.

Conversion between binary and multiple-valued signalsraree efficient if some
care is taken when choosing which radix to employ. By chapsimadix that is

a power of two, as given in equation (2.4), no information W left unused or
discarded when converting between binary and multiplee@logic systems. It
would be natural to choosein equation (2.4) to represent the number of bits in
the binary system.

The circuits presented in this thesis are therefore all dikraight,r = 23 = §,
although higher intermittent radix will be present in sorhthe circuit topologies.
These higher intermittent radices will also be a powemradtadix, thus satisfying
equation (2.4). By using a different topology, it might bespible to remove these
higher intermittent radix signals from the design all tdwget but possibly at the
cost of increased area and power consumption.

33
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Even though all of the circuits presented here are of radjkteit is entirely fea-
sible to use the same techniques for even higher radicesuséhef a higher radix
will, however, stress the noise margins of the MVL steps duwetiner, making
reliable signal detection difficult. It will also leave lgtroom for capacitance
mismatch, especially for cascaded systems. This can, lewes countered by
increasing the dynamic range of the MVL circuits by incragsine supply volt-
age. Signal restoration circuits will have to be employedcascaded systems to
achieve reliable signal detection.

All of the simulations were performed in spectreS insideéa@. The simulation
setup for the different circuits can be seen in appendix Ae Matlab scripts used
for the simulations can be found in appendix D.1. The measents were per-
formed on a chip fabricated in the AMS6.m CMOS CUX process with three
metal layers and two polysilicon layers. The layout of threwits can be seen in
appendix C. The equipment used to take the measurementsHas\the overall
setup of the measurement equipment—can be seen in appendiixeBmeasure-
ments were performed in Matlab (using a GPIB interface tarieguments) with
the scripts in appendix D.2.

4.2 Binary Inverter

The binary inverter, which can be seen in Figure 4.1, is ongvoffundamen-
tal building blocks in FGUVMOS MVL. The binary inverter caats of a pMOS
transistor stacked upon an nMOS transistor, thus formingneerter configura-
tion. The nMOS transistor has a UV-hole covering the sourffesion and the
gate in order to allow for programming of the circuit. Mulgpvoltage inputs are
coupled to the floating-gate, each through a separate ¢apaci

The response of the binary inverter to a piecewise lineaagelinput is shown in
Figure 4.2. We assume here that the inverter only has one agledV;,,. The
similarities between the standard static CMOS binary ierend the FGUVMOS
binary inverter are clearly shown. The main difference leetwthem lies in the
fact that the FGUVMOS binary inverter has multiple inputaiéable.

However, that difference is an important factor which makesoperating princi-
ples of the FGUVMOS binary inverter more akin to a capacittueshold logic
device[41]. Here the output is the result of a threshold ap@n. This is similar
to how neurones in the nervous system will only fire if a prédsegtshold is exceed
by the accumulated potential coming in from the synapsess thieshold oper-
ation can clearly be seen from the equation for the voltagputwf the binary
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Figure 4.1:(a) FGUVMOS binary inverter transistor schematics. The FGUVB/I0
binary inverter consists of an ordinary binary inverter iwibne or more voltage
inputs with a capacitor signifying the capacitive couplmgthe inputs(b) FGU-
VMOS binary inverter symbol.

inverter, given as

0 i Y kVi> WYk
V;)ut - . n—1 Vv n—1 (41)
Vaa 1f 300 kiVi < 4230000 ki

from which we can see that that if the combined weighted pi@tleof the input
voltages exceed a given threshold, here giveigg2, the state of the output
voltage will be altered. The ter@?;ol k; = 1, so the right-hand side of the
inequality can be written simply d$,;/2, which is the switching voltage all of the
FGUVMOS circuits in this thesis are programmed to satisigwdver, as we shall
see later on, these extra unity terms eases the solving efjetions used to find
the capacitive division factors. Now, it should be mentmti®at equation (4.1) is
merely a simplification of the operating characteristicshef binary inverter that
is adequate for the purpose of hand-calculations. A morept®mmodel would
use standard static CMOS binary inverter equations withrthet voltage given
in equation (3.2).

An important task in any electronic system is the ability étiably detect the
information contained within the signal, i.e. to decode signal. As stated in
section 2.5, this task is not as easily accomplished for M¥lfca binary logic.
The task of detecting the MVL steps in FGUVMOS MVL circuitslét up to
the binary inverter. This detection process is depictedgunrfe 4.3 and shows the
response of the binary inverter to an MV (multiple-valuedjal.
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Figure 4.2:This simulation shows the response of the FGUVMOS binagyrter
to a linear input voltage. As can be seen from the figure, tepoase is similar to
a standard static CMOS binary inverter. However, the FGU\@A@nary inverter
has the advantage of being able to accept multiple inputs.géin of the inverter
is of special interest, since it directly affects the apitid detect multiple-valued
signals.

The binary inverter is able to discriminate signals abidyg 2 from signals below
Vaa/2 due to the threshold operation shown in equation (4.1). Tharacy of the
discrimination depends upon two things. First of all, if th@se margins of the
steps in the MV signal are high, then a higher degree of acgwan be achieved.
This stems from the simple fact that the gain of the binargiter is not actually
infinite, unlike what the abstraction of binary logic di@at The operation of
the binary inverter is highly analog in nature, as is evidants response to a
linear input voltage, shown in Figure 4.2. There are two waysicrease the
noise margins. One can either increase the supply vditagaich will result
in increased power consumption, or decrease the radixelijedtecreasing the
available information contained in the signal.

The other main route that can be taken to increase the ataildiscriminate, is to
increase the gain of the inverter. This will reduce the inpltage range around

LIt might not be possible to increase the supply voltage dukegossibility of device break-
down.
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Figure 4.3:In this simulation we can see the response of the FGUVMOSbina
inverter to an MV signal. We can clearly see that the FGUVM®@ry inverter
has the ability to detect the MSB of an MV signal on the fornemgiv equation
(2.4). We are also able to see how the gain of the FGUVMOS binarytewe
affects the output signal for MVL steps arourig /2. The finite gain of the binary
inverter causes the output signals not to extend all the wahe rails for these
MVL steps.

Vaa/2 where the output signal does not reach the rails, which wesudsed in

section 3.7. Therefore a high gain binary inverter is thetkegchieving a higher
noise margin without reducing the radix or increasing thepbuvoltage. There

are two ways to achieve an increase to the gain of the binagrter. One can

either increase the length of the transistors—therebycraduhe output conduc-
tance and increasing the area consumption for the transistget a higher gain
directly. Or one can increase the coupling capacitor intieiao the MOS gate

capacitance to deliver more of the signal to the gate, i.ee @an increase the
capacitive division factor for the input signal.

Note that for high speed operations, the RC delay, invol¥ivegoutput conduc-
tance of the transistor and the capacitive load on the outplihave to be taken
into consideration. This RC delay is a limiting factor whiwill reduce the noise
margins if the circuits is operated above a certain speednémpase in the width—
which increases the available current—will solve this pgobat the cost of in-
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Figure 4.4: (a)FGUVMOS multiple-valued inverter transistor schematicheT
analog inverter consists of an FGUVMOS binary inverter witle addition of

a feedback capacitor. This feedback capacitor ensures @mégd linear region—
at the cost of gain—by operating both transistors in satioat (b) FGUVMOS

multiple-valued inverter symbol.

creased area and power consumption and a decrease in gainiaadnargins.

4.3 Multiple-Valued Inverter

FGUVMOS MVL operations primarily rely on the multiple-vad inverter due
to its highly linear operation over a large dynamic rangeirgle input multiple-

valued inverter ideally delivers,,, = V4 — Vi, = V%, i.e. the voltage output is
the complement of the voltage input, which is the definitibammanalog inverter.
It also conforms to the definition of the multiple-valued pnaegation operator
seen in section 2.2. However, as the output approachesieree of the transis-
tors will enter the linear operating region—the pMOS tratwgiwhen we approach
the V,,; rail and the nMOS transistor when we approach ¥herail-while the

other transistor stays in the saturated region. This lea@dsdegradation of the
linear performance—which in terms of multiple-valued gircuits will lead to

a compression of the dynamic range for the logic values reardils—and con-
sequently nonuniform voltage steps. It is therefore nesgd® take appropriate
measures in order to avoid this situation. Shibata[l1l]dveit the pMOS and
nNMOS transistors to achieve the desired effect. Althougdrgel linear dynamic
range is achieved in this manner, it comes at some signifiiaativantages. The
decreased speed of the circuits and lack of gain controlasmajor concerns, and
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Figure 4.5:A simulation showing the response of the FGUVMOS analogteve
to a linear voltage input. As can be seen from the figure, thpwuoes not extend
all the way to the rails, meaning the gain is less thén= —1. This is done on
purpose do avoid the area near the rails where one of the isémis enters the
linear operating region.

another solution is therefore desirable.

Most operational amplifiers employ negative feedback temcxtthe linear dy-
namic range, and this is also the solution used by the medtiplued inverter,
which is shown in Figure 4.4. The multiple-valued invertensists of a pMOS
transistor stacked upon an nMOS transistor, forming anrieveonfiguration. It
also has multiple capacitively coupled inputs connectmg floating-gate. The
only difference between the binary inverter and the mudtiyplued inverter is the
feedback capacitor. This feedback capacitor gives theipheHtalued inverter
variable gain control, which can be used to avoid the problefidegradation of
linear performance and is therefore a vital design paramete

The only characteristic that separates an analog inverkech produces the com-
plement of the input on the output, and the FGUVMOS multyaésed inverter,
are the multiple inputs of the multiple-valued invertem&i the multiple-valued
inverter is not a physical multi-state device, as describeskction 2.4, the idea
of multiple discrete steps of logic values is merely an au$ton. The physical
nature of the multiple-valued inverter is analog, thus thgpot signal is in reality
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Figure 4.6: A simulation of the voltage gaim,, of the FGUVMOS analog in-
verter. The voltage gain is fairly linear over the range gbin voltages.

continuous, both in time and value, as can be seen in FigbrdH#re we assume
only one voltage input, called,,, is capacitively coupled to the floating-gate.

The feedback capacitor from the output to the floating-gftsva for the gain
to be arbitrarily set. The amplification can, in the idealezdse tuned viad, =
% This allows for tuning the size of the linear dynamic rarsgen in Figure
4.6, which shows the gain of the multiple-valued invertardmiecewise linear
input voltage.

The voltage output of the multiple-valued inverter can hefbby setting/y; ,, =
145, and utilizing equations (3.3) - (3.4)

]ds,n:Ids,p
(i
n—1 1 1
Tyee — (Vi = Viaa/2)k; ) - —— (Vour — Vaa/2)k
b Z-erxp(nUT( ul?) ) o (nUT( vl f)
n—1 1 1
= lpec exp | — (Vaa/2 = Vi)k; | -exp | — (Vaa/2 — Vour )k
b Zl_! p(ﬁUT( dd/ ) ) p(nUT( dd/ t) f)

2t should be noted that it is not a prerequisite that the {sams are operated in the weak
inversion region.
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)
n—1 1
— (Vi = Via/2)ks + ——(Vos — Va2
2, T( dd/2) 77UT( + — Vaa/2)ks
n—1 1 1
=S (Vaa/2 = Viks + ——(Vaa/2 = Vit )
2, T( dd/ ) 77UT( da/ 1)k

where the sums can be written out as follows

(Vo = Vaa/2)ko + ... + (Vi = Vaa/2)ki + ... + (Vier — Vaa/2) ke + (Vowr — Vaa/2)ky =
(Vaa/2 = Vo)ko + .. + (Vaa/2 — Vi)ki + .. + (Vaa/2 — Ve ) ket + (Vaa /2 — Vour ) ks

and the terms can be grouped according to the differentgedta

n—1 n—1
2/{vaout = <Z ki + kf) Vg — QZ ki Vi

=0 =0
n—1 n—1
—o ki —o kiVi
‘/;)ut: <ZZO +1> ‘/dd/2_ 2170
ky ky
The amplification factorA,, for the multiple-valued inverter is given as

n—1

A, = M (4.2)
ky

By substituting the equation for the gain into the exprassio the voltage output,
we get the final expression for the voltage output of the mlgtvalued inverter

1+ A, "k
Vo = (LA 1y, — 2oz iV (4.3)
2 ks

wherek; = C;/Cr, ky = C;/Cr andCyp = Z?;Ol C; 4+ Cyinthe ideal case.

If the multiple-valued inverter has only one voltage inmatlledV;,,, and we have
unity gain, A, = k;,/ky = 1, then equation (4.3) reduces to

1 + Av kjm‘/zn
V;)ut - < 9 ) ‘/dd -

Vout = Vaa — Vin = V5, (4.4)

and we get the analog inversion of the input. Equation (4l€arty show that
the multiple-valued inverter is merely an analog invertéhwnultiple inputs and
a tunable gain, which is given in equation (4.2). Both of éhé=satures of the
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Figure 4.7:FGUVMOS radix eight BMVC schematic. The BMVC is nothing more
than the multiple-valued inverter building block with theri@ct capacitive divi-
sion factors in place to perform the conversion operatiome iumber of capaci-
tively coupled inputs equébg, r, wherer is a radix on the form given by equation
(2.4).

multiple-valued inverter can be used as design parameiecohstructing FGU-
VMOS MVL circuit, as we shall see in the course of this chapter

Both of the fundamental building blocks are in an invertarf@uration. This can
lead to a problem of redundant inversions in cascaded sgdfehis is not taken
into consideration in the overall circuit design. It shoble noted that there is
currently no overall design method for FGUVMOS MVL. The caijpance rela-
tionships in the building blocks can be decided by solvirgghuations presented
in this section, and the previous one, through linear almebhe topology of the
circuit, however, has to be found through other means. Algihowe will see in
the course of this chapter that finding the topology for angic operations is a
straight forward task.

4.4 Binary to Multiple-Valued Converter

Since the domain of digital circuitry mainly consists of & circuits, there is
a need to convert between FGUVMOS MVL and binary I8gi€his is the pur-
pose of the BMVC (binary to multiple-valued converter)—toyde an interface
from the binary circuits to the FGUVMOS MVL circuits—which essential for
accomplishing integration with existing binary circuitry

Sending multiple-valued signals off-chip has some dekraffects, such as a
reduction in the number of interconnects on the PCB and acestnumber of

3The focus here is standard static CMOS binary logic.
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pins on the chifx It does, however, require a more sophisticated outpuebttfh
provide enough drive strength at high speeds—than for Yitiesuits. For binary
circuits, it is common to simply use a pair of inverters as atpat buffer. For
high speeds or large loads, the output buffer will consi$tseweral pairs of in-
verters, with increasing width toward the pad. This willther increase the drive
current, although a delay will incur in the signal propagatiFor multiple-valued
circuits, signal levels have to be maintained. One way ohta&iing signal lev-
els is through a linear circuit capable of providing largecamts of drive current.
Multiple-valued inverters, with increasing width in order provide the neces-
sary current, is one option. Another option is an operatianglifier in a source
follower configuration. In both cases, linearity is the keydbust performance.

As can be seen from the circuit in Figure 4.7, the BMVC usesciipe division
relationships to achieve its operating function. It is aikar from the schematic
that the BMVC is nothing more than one of the fundamentaldoog blocks—
namely the multiple-valued inverter—with the correct cagne division factors
in place. To determine these capacitive division factdrsreby finding the ca-
pacitances for the coupling capacitors—we will first needl¢gelop the output
voltage function for the BMVC. We will also have to examine thain of the
BMVC-which relates to the linear dynamic range of the ougpghal-before the
capacitor relationships can be determined.

The voltage output of the BMVC can be obtained by rewritingapn (4.3)

1+ A, SRV,
Vv = Viaa — =0 ¢ (4-5)
2 ki

The measurement setup for the BMVC can be seen in appendioBth& mea-
surement of the linear performance of the BMVC, we can asgbmeircuit only
has one voltage inpytcalledVz,,. A piecewise linear voltage signal is applied to
the input, resulting in the output voltagé,,,,, shown in Figure 4.8. To assure an
even spread of the MVL steps—thus a uniform size for all tlggcléevels—a high
degree of linearity over the entire dynamic range is neefleglire 4.9 examines
the linearity closer by looking at the deviance from ideaéhrity. The deviance
is small-on the order of a fem 1 —and is probably due to mismatch in the capac-
itor sizes and possibly some contributions from the varpargsitic capacitances
depicted in Figure 3.3.

The gain of the BMVC is purposely set below unity, which carsben in Figure

“However, since most of the digital circuits of today are byria nature, it is advantageous to
send the signals off-chip in a binary form.

5This can be achieved for a multiple-input FGUVMOS device byrecting the inputs to-
gether, which was done for the measurements in this thesis.
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Figure 4.8:The measurement of the response of the BMVC to a piecewese lin
voltage input is shown as the solid line. The ideal voltaggomse is depicted
as the dashed line and is match to a first order to the ampliboafiactor of the
BMVC.
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Figure 4.9:The deviance from the ideal response for the measured respdithe
BMVC to a piecewise linear voltage input.
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Figure 4.10: The voltage gain of the measured response of the BMVC to a-piec
wise linear voltage input is shown as the solid line. The I;memoothed using
cubic splines to better show the trend. The dashed line siiesvamplification
factor of the ideal response.

4.10, to avoid discrepancies near the rails. The cause s¢tiscrepancies is the
transition of the transistors from the saturated regiohédihear operating region.
While a lower gain reduces the dynamic range of the circuis hecessary to
avoid compression of the dynamic range of the logic levets tige rails in order
for the MVL steps to be of uniform size. Shibata[11] switclted nMOS and
pMOS transistors to achieve this effect. A better methoderaployed by the
BMVC, is to introduce a feedback capacitor to get a tunableage gain. By
adjusting the size of the feedback capacitdf, we can adjust the size of the
linear dynamic range by assuring that the two transistorsane in the saturated
region for a greater range of output voltages.

Several measures might be taken to avoid the non-lineavlmrhevhich leads to a
compression of the MVL steps near the rails—associatedumitly gain. This non-
linear behavior is caused by one of the transistors leatiegaturated region—and
entering the linear region—when the output signal appreste rail. By limiting
the input voltage range—while maintaining unity gain—thput voltage will not
approach the rails. Neither will the output voltages dué&ainity gain. However,
this necessitates limiting the voltage range of the inpgnal. A natural place to
perform such a voltage range limiting operation would be jpartof the binary to
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multiple-valued conversidn If the voltage amplification4,,, is set below unity,
this would impose such a voltage range limiting operatiorhe Bmplification
would have to be set sufficiently low as to impede either oftthasistors from
leaving the saturated region.

In general, the voltage gain of a circuit is expressedias= V,,;/V;,. We can
define the output voltage randgé, r, for which the transistors operate in the satu-
rated region—thereby assuring a linear output voltage tineroltage range. The
input voltage is binary, therefore the gain becomgs= Vpgr/V4, assuming
Vs = 0V. As stated, the output voltage range should only includdrtmesistor
operating region where both transistors are in saturatidrs can be achieved
by choosing the boundaries of the output voltage range tchmiie saturation
voltages for the transistors, th'sr = Visarp — Vasar.n- FOr the switching point
voltage—where both the transistors are in saturation-weWig = V,,, = V44/2,
due to the programming of the circuit. The saturation vataghe voltage points
where the transistors enters the saturated region—is g&en

Vdsat,p = ‘/dd - ‘/gs - ‘/t,p = Vdd/2 - V;f,p (46)
Vdsat,n - ‘/gs - %,n - Vdd/2 - ‘/t,n (47)

which gives us the following dynamic range for which both tfansistors are in
saturation

VDR = Vdsat,p - Vdsat,n = ‘/dd/z - ‘/t,p - (‘/dd/2 - ‘/t,n)

0

VDR = _‘/t,p + ‘/t,n (48)

For the AMS 0.6 CUX CMOS process, a value of, = 0.8 was found to be
appropriate.

By assuming unity gain, we can more easily solve the equafienfinding the
appropriate capacitor sizes for the coupling capacitodslad feedback capacitor.
To transform the circuit from unity gaim, .»..,,» back to the original gain4,,
we can multiply the gain of the BMVC, given by equation (418) the actual gain
desired

ky ky - ky/A
which means the correct capacitance for the original gdin,can be retrieved
from a unity gain circuit by either multiplying all of the imp coupling capaci-
tances byA, or by dividing the feedback capacitance Ay.

n—1 n—1 n—1
mmmm:;ﬂﬁﬂfjko”&—ZMh (4.9)

5The BMVC is not the only place in FGUVMOS MVL where binary to liple-valued signal
conversions occur, as we shall see when we examine the rewtifued full-adder.
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B, B, B, | MV
0 0 0] 0
0 0 1] 1
0 1 0] 2
0o 1 1| 3
1 0 0] 4
1 0 1] 5
1 1 0] 6
1 1 1] 7

Table 4.1:Truth table for the radix eight BMVC. The first three columistsithe
binary input. The last column lists the logic values for thdtiple-valued output.
Note that the output is inverted.

The capacitances for the BMVC can now be found by assumirtg gain, A, =

1. The actual size of the capacitances for the BMVC in thisithesghich has a
gain of A, = 0.8, can be retrieved as described above. We first start by watirt
the sums of the complement of equation (4.5), taking int@antthe statements
made above

Viry = koVi, + k1Vp, + . + ki Ve, (4.10)

wherek; = &= andCr = Y.°) C; + C; in the ideal case

More specifically, the radix eight BMVC has three input cafawces
Virv = koVpo + k1Ve1 + k2Vis (4.11)

where the capacitive division relationships are unknowah laawve to be decided
upon to achieve the desired output function. The truth talblde radix eight
BMVC, listed in Table 4.1, shows the desired logic levelstfar multiple-valued
output compared to the binary input.

The measured response of the BMVC to a three-bit binary kggniag from 000
to 111 in logic value is shown in Figure 4.11. As we can see from therég
the output logic levels are evenly distributed over thererdiynamic range, thus
ensuring a uniform size for the logic value steps in the MVhalg The output
signal does not swing from rail to rail, thus demonstrathmgeffect of the reduced
gain of the BMVC, which is needed to ensure a linear perfoedor the entire
dynamic range. This reduction in the gain of the BMVC willde® a reduction
in the size of the MVL steps, making the circuit more sensitivnoise or device
mismatch resulting from the processing step. The invegmogerty of the BMVC

"We disregard the parasitic capacitances in the ideal case.
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VB2 VBI VBO VJC} \% V]\*4 Vi
0 0 0 0 0.200
0 0 2 | iV, 0.429
0 2 0 Ex/dd 0.657
0 2 2 évdd 0.886
2 0 0 |3V 1114
2 0 2 | 3V, 1.343
2 2 0 évdd 1.571
2 2 2 | Vg 1.800

Table 4.2:\oltage table for the radix eight BMVC. The three first colsrliats

the binary input voltages. The next to last column lists thétipie-valued output
voltages for a unity gain BMVC. The last column lists the ipldtvalued output
voltages for a BMVC with a gain of, = 0.8, which is the gain found adequate
for the AMS0.6p0m CUX CMOS process used in this thesis. Note that the output
of the BMVC is inverted.

is also clearly shown in the figure. There is, however, a so@liance from
the ideal response. This can further be seen in Figure 4.E2enthe difference
between the measured response and the ideal response is. shAtihough the
largest deviation is arounthmV/, this is less thari /20th the size of the MVL
step size and therefore only of concern for cascaded systems

While the logical values are given as the sequefiee..,,...,7} for a radix
eight FGUVMOS MVL circuit, the actual voltage levels, assogunity gain,
are given ad0, ..., T%lvdd, ..., Vaq}. Table 4.2 relates the binary input voltages to
the multiple-valued output voltage. From this table we d$tidie able to deter-
mine the capacitance—or at least the relationship betweecepacitor values—for

the coupling capacitors.

The might be a way of intuitively grasping the capacitor tielaships for the
BMVC. The binary inputB, is twice as significant as the inp, which in turn

is twice as significant aB,. Coupled with the linear operation of the BMVC, one
would come to the conclusion that the capacitors shouldailylconform to the
same relationship. This naturally leadste = 2C, = 2C,. However, a more
formal approach may be appreciated.

Since we have three unknown variables, nant@}y C, andC,8, we will need
three equations to find the capacitance values of the cirtughould be noted
that certain values of the input greatly eases the solvinpede equations. The
first (starting from zero), second and fourth entry in TabRate used to construct

8C) is chosen as the base capacitance, and therefore be of aargrbize.
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Figure 4.11:Measurement of the response of the BMVC to a binary voltgmé in
signal. The binary input is given in Table 4.1. The x-axisslthe logic values
for the binary inputs, since the waveforms of the binary trgagnals are of little
interest.
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Figure 4.12: Deviance from ideal response for the measured responseeof th
BMVC to a binary voltage input signal.
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the equations

2:k302+k10+k320<:>k30:
2:k00+k12+k20<:>k1:

[l 2:k300+k10+k322<:>k32:

AN TSN T CR JRe
AN TSN T CRN Jie

We can see that the total sums up to obig+ ky + k2 = + + 2 +2 = 1. By
substitutingk; = &, we get

Co 1
I kg=— == = 4.12
0 Cr - & Cr =70 ( )

o 2
InN: ki=—=- =2 4.13
1 Cr - & O Co ( )

Cy 4
H: ky=— == =4 4.14
2 Cr - & Oy Co ( )

which means that once we have determined the base capagiavhich is usu-

ally set to the minimum size capacitor for the process at hHanceduce area
consumption—the rest of the capacitor sizes are given iegoations above. Al-
though it might be necessary to adjust the capacitor sizea fon-unity gain

BMVC—-which was shown in equation (4.9).

The cost of higher radices increase in a linear fashion. Boh éncrement in a
power-of-two radix—as specified in equation (2.4)-oneagapacitor has to be
added to the converter. This capacitance will have to beetitie size of the cur-
rent MSB-capacitance. The feedback capacitor would alse t@mbe increased
with twice the size of the current MSB-capacitance. Thisetgp cost increase—
which also holds for the converter circuit presented in teet isection—is in ac-
cordance with the first cost function presented in sectiBnéqjuation (2.2).

4.5 Multiple-Valued to Binary Converter

A method for converting from multiple-valued signals todnin signals is needed
to complement the BMVC. We may need to convert to binary sigvals before

going off-chip to communicate with binary peripheral citsuThe need for inter-
action with binary modules in a mixed signal integrateduirts another relevant
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Col Vs
VMV o—o—o{ % VB2

Cl
* 2nd Vg
C, '
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C Vs
1 % 3rd Vg,
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Figure 4.13: FGUVMOS radix eight MVBC schematic. The circuit has one
multiple-valued input, called’y;;y and log, r binary outputs—with- defined in
equation(2.4)-calledVs,. The MVBC hasog,  stages. Each stage is respon-
sible for converting one of thkg, r bits in the binary output. The FGUVMOS
binary inverter in the first stage can be exchanged with adsath static CMOS
binary inverter (as can all single input FGUVMOS binary iness). However,
the benefits of the UV-programming will then be lost.

need. With a multiple-valued to binary converter, we will/ba comprehensive
interface between binary logic and FGUVMOS MVL.

The FGUVMOS MVL circuit that accomplishes this task is cdlhe MVBC
(multiple-valued to binary converter). As can be seen froigufe 4.13, the
MVBC only makes use of the FGUVMOS binary inverter. This isabvious
choice, considering that a single input binary invertevalty preforms a one-bit
AD (analog-to-digital) conversion. Since this is a radighgi MVBC—which re-
sults in a three-bit binary output—there are three stagésairircuit. Each stage
consists of one binary inverter responsible for converting of the bits in the bi-
nary output. The simulation of the MVBC in response to a mpigtivalued input
signal is shown in Figure 4.14.

As previously mentioned, the binary inverter preforms a-bitéAD operation,
due to the fact that the switching point is programmedltg/2. Thus, assuming
ideal behavior, the output voltage of the single input bynaverter, with the input
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Vuvy M)

Veo V)

Vg1 W)

Ve V)

l l l | 0y l |

0
0.06 0.07 0.08 0.09 0.1 0.1 0.12 0.13 0.14
time (3)

Figure 4.14:A simulation of the response of the MVBC to a multiple-vainpdt
signal. The deviance from the rail in the voltage outputsus tb the finite voltage
gain of the binary inverters. If a rail-to-rail voltage sighis desired, then a binary
buffer will most likely have to be added to the binary outputs
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Vv and the output/p, is given as

Vag 1 Viyy < %

0 if V Vaa
VB:{ MV > 5

according to equation (4.1) with the input voltage callgd, and the output volt-
age called/z. The voltage and logic value of the input are related in tileong
manner

MV
r—1

Vv = Vi

where MV is the logic value of the multiple-valued input signal. Wendaen
express the function of the single input binary inverteraeims of logic values in
the following manner

[l
— —

B 0 if MV >
)1 if MV <r

N ‘

whereB is the logic value of the binary output signal. We can seetti@binary

inverter will convert the MSB (most significant bit) in an MVggal on the form
given in equation (2.4), since it can detect whether an M\naligs lesser or
greater thaﬁ;—l. Note that the output will be inverted due to the invertingperty

of the circuit.

The conversion operation, in terms of logic values, for #ix eight MVBC is

given in Table 4.3. The conversion procedure consists adreggtages. At the
first stage, the AD conversion can be done directly using argesinput binary

inverter, since the transition point for the MSB alreadg l&V/;,/2. This can be
seen in Table 4.4, which lists the voltages correspondirigedogic levels given
in Table 4.3. We can assume that the multiple-valued sigaalarail-to-rail

dynamic range in order to make the equations a little easisolive.

The transition of the next bit, MSB-1, does not only lielg}/2. According to
Figure 4.15, which combines Table 4.3 and Table 4.4, thefdedmsition points

is given as
3 Vaa 11
V., - Ty
{14 dd> 2714 dd}

Since the binary inverters are programmed to switch;at2, we need to shift
the MV signal so the relevant transition points will be sdaa¢V,;/2. For the
transition point2V,; we need to add.Vy,. For the transition point V,, we
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<
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By, B; By
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Table 4.3: Truth table for the radix eight MVBC. The first column list® th
multiple-valued input signal. The three last columns liis binary output sig-
nals. Note that the outputs are inverted.

Vv Vuv, | Ve, Vb, Va,
0 0.200] 2 2 2
Vi 0429 | 2 2 0
2Via 0.657 | 2 0 2
évdd 0.885 | 2 0 0
Vi 1114 0 2 2
2Vye 13431 0 2 0
Vg 15711 0 0 2
Vi 1800 0 0 0

Table 4.4: \oltage table for the radix eight MVBC. The first column litis
multiple-valued input for a non-limited voltage signal. €eThext column list a
voltage limited multiple-valued input signal which is udsdthe circuits in this
thesis. The three last columns lists the binary output geléa Note that the out-
puts are inverted.

need to subtrac—ﬁvdd. And for the transition point;/2, no shifting of the MV
signal should occur.

The voltage shift on the floating-gate can be found by loolaht¢he following
part of equation (3.3)

ky(Vi — Vaa/2) + ko (Va — Ve /2)

For this stage we have two signals available, namely the Miadj V,,, and

the MSB signal)Vg,. For the transition point,,,, = 1—34Vdd, the MSB is given as
Vg, = Vyq according to Figure 4.15. The shift in the floating-gate agé for this
transition point is then given as

k1(Vaa — Vaa/2) + ko(Varv — Vaa/2)
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B,B1Bg
000+

001
010+
011+
100
101+

110

111

Figure 4.15:A combination of Table 4.3 and Table 4.4 in order to deterntimee

transitions in the binary output signals for the differerdrtsition points in the

multiple-valued input signal. The logic levels of the npléitvalued input signal

is given along the x-axis and the logic levels of the binargpausignal is given

along the y-axis. The multiple-valued input voltages awegialong the staircase,
along with the voltage for the transition points, marked g bullet points. These
last two sequences of values should all be multiplied Ry

= k1Vaa/2 + ka(Varv — Vaa/2)

which addsk,;V,/2 to the MV signal. For the transition poift,,, = %Vdd, the
MSB is given ad/z, = 0V. This gives us a shift in the floating-gate voltage of

kl(OV — Vdd/2> + kQ(VJWV — Vdd/2>
= —k1Vya/2 + ko(Vary — Vaa/2)
andk; V42 is subtracted from the MV signal. For the last transitiompdiy =

Vaa/2, the MSB is also at the transition point and is givervas = V;/2. The
shift in the floating-gate voltage then becomes

k1(Vaa/2 — Vaa/2) + ko(Varv — Vaa/2)
= ko(Varv — Vaa/2)

and the MV signal is not shifted. Table 4.5 lists the floatgage voltage on the
second stage binary inverter based on the transition poirite pattern of volt-
age shifts of MV signal in this table coincides with the asptions made above.
However, in order for the MV signal to be shifted by the cotr@mount, the cor-
rect capacitor values will first have to be found.

The same procedure of shifting the MV signal can also be eyeplby the LSB
stage. Here the transition point set is given as

1 3 5) Vaa 9 11 13
{14 dd714 dd714 dd) 2714 dd714 dd714 dd}
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Vv ‘ VB, ‘ Vfgl
1_34Vdd Vig | ki Yae 94 + ko (VMV - V—)
L ) i — )

LVaa | OV | —ky %2 4 ky (Vagy — Yid)

Table 4.5: MVBC second stage transition voltages. The first colums lisé
transition points for the multiple-valued signal. The nestumn lists the value of
the MSB signal at those transition points. The last colursts lihe shifts in the
floating-gate voltage of the second stage binary inverter.

Vuv | Ve, Vs Vg,

IV | Vaa Vaa | ksl + kY2 + ks (Vary — %)
%%d Vaa % kg4 Yaa 4 fy (VMV — V—)
wiVad | Vaa OV | kst + ka8t + ks (Vagy — ¥84)

g g ks (VMV — Lad)

DVaa | OV Vg | kit — foyYad 4 kg (Vi — Yid)
3 Vaa | OV OV —k’4 Vi { g (Vary — ¥44)
11Vaa | OV OV | —kg¥gt — ]f Yad 4 g (Vigy — Ye)

Table 4.6:MVBC third stage transition voltages. The first column liies tran-
sition points for the multiple-valued signal. The next cotulists the value of
the MSB signal at those transition points. The third columtslthe value of the
MSB-1 signal at the multiple-valued signal transition gsinT he last column lists
the shifts in the floating-gate voltage of the third stageabjrinverter.

Again we need to shift the transition points in the MV sigmali, /2. The voltage
shift on the floating gate of the third stage binary inversegiven as the following
part of equation (3.3)

ks(Vs — Viaaye) + ka(Va — Vaa/2) + ks(Vs — Viaa/2)

For the third stage binary inverter we have three signaldadla, namely the
MSB signal,V3,, the MSB-1 signal}/z,, and the MV signall/,,y. Table 4.6 lists
the floating-gate voltage shifts on the third stage invdrgesed on the transition
point set given above.

Again the correct pattern for shifting the MV signal has béamnd. By using

Figure 4.15-which includes the voltages at the potentdition points—we can
also find the correct capacitor values. From equation (4rihie binary inverter,
we can see that by setting

i
L
L

Var §
2

i

kiV; = ki (4.15)

N
Il
o
Il

o
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we can find the correct capacitor relationships—which detssoltage threshold
switching point—needed to get the desired operating fandtom the circuit. By

setting the correct capacitor values, we are not actudbyiaf the switching point
of the binary inverter—which is already programmed td/hg/2. We are instead
weighting the voltage inputs in such a manner that the edfestwitching point,

with regards to the inputs, is shifted.

The capacitor value of the first stage in the MVBC can be selyiréd~or capac-
itances that can be set freely, the minimum capacitanceuallyschosen. The
justification is reduced area consumption, although ctmgpailarger capacitance
will increase the gain of the stage. For the second stageecsion, we can set
the capacitance for the MSB input;, freely. We can then express the capaci-
tance of the MV signal as a scale factor@f. For the transitior//;;;, = %Vdd to
Vuy = %Vdd, the MSB signal i9/,,. The switching voltage for this transition is
Vv = %Vdd. The capacitance division relationships for the first stagéen,
according to equation (4.15)

V.
]{31VB2 + ]CQVMV == % (kl + k2)
3 V. V.
b Vaa + ko Vaa = %kl + %1@
1 1 3
A=)k = (5 — )k
7 7
]{32 = Zkl <~ CQ = ch

We can now verify that the capacitor ratios are correct wetherds to the voltage
shifts on the floating-gate. The capacitor ratios for th@sdcstage is given as

7 11
CT:Cl‘i‘CQ:Cl‘i‘ZClzzCl
k _ﬁ_ & _i

o Lo
kQ—@: i1 _

O O 11
By using equation (3.2), and disregarding the parasitiac#égnces, we get

73

1
4
Vigp = ;ki‘/i = kiVi + koVo = ﬁVdd + ﬁﬁvdd = Vaa/2

and we can see that the first switching point%;ﬁtfdd is in fact shifted toV;,/2.
The other transition points can be developed in a similarmaan
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For the last stage of the conversion, we will first look at tia@sition fromV/,,, =
2V4a 10 Vayy = 2Vye. Here the MSB signal is given as;, = Vy, and the MSB-

1 signal is given a3z, = V,, according to Figure 4.15. The switching point
voltage for this transition is given 85, = 1/14 - V4. For the second equation—
we only need two since the capacitance for the MSB-1 sigraltican be set
freely—we look at the transition frorry;,, = 0V to Vy;y = %Vdd. The MSB
signal is given ad’z, = V,; with the MSB-1 signal given a8, = 0V for this
transition. Here the switching point voltage is giverlas, = ﬁVdd. We then set
this into equation (4.15), and we get

Vaa

l: kgVBl + ]{?4V32 + k5VMV = (kg + l{l4 + ]{Z5)

2
1 Rz Via Via
ksvdd+k4vdd+k5ﬁvdd— 5 ks + 5 ks + 5 ks
1 1 1 1
Syt ki = (= — —)k
5+ gk <2 14> b

v
Il k’gVBl + k?4VBQ + k’5VM\/ = % (k’g + k?4 + k?5)

5 1 1 1
ks - OV + kyVig + ks— Vi = %kg + %k@ + %1%

14
1 1 1 5
gt =gk =G — ks
7
l: k’5 = é(k’g -+ k’4)

1 1
I 5(]{}4 — ]i]g) = ?]i’5

1 1
§(k4 —k3) = g(ks + ky)
]{34 = 2]{33 <~ 04 = 203

7
I: ks = 6(]4]3 + 2]{?3>

7 7
]{35— 5]4334:}05— 503

This gives the radix eight MVBC the following set of capacialues

Co = Cy = Cs = Crn (4.16)
Oy = 201 (4.17)
Oy = 204 (4.18)
o= o, (4.19)
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whereC,,;, can be set arbitrarily, although it is usually set to the munn size
allowed by the process in question in order to minimize theaarsed by the
circuit.

The procedure of shifting the transition pointstg;/2 holds for even higher
radices. For theuth bit stage, then — 1 former bits are added or subtracted
from the floating-gate in such a manner as to shift the trimmsgoints of the MV
signal toV,,;/2. Eventually, however, we are bound to run into fan-out peois
with higher radices. With higher radices, we also get a lag@unts of input
coupling capacitors that all have to be matched. The sizeeoMYV signal input
coupling capacitor in the LSB stage will also be a problemr &oadix eight
circuit, however, none of these issues presents a problem.

4.6 Multiple-Valued Full-Adder

The FGUVMOS multiple-valued full-adder, which can be seerfFigure 4.16,
takes two MV input signals}, and V. Since this circuit is a full-adder, as
opposed to a half-adder, it also takes a carry-in inpyt,. This carry-in input

is a binary signal, causing the circuit to have a mixed radput. The output is
the arithmetic sumVs, of the two multiple-valued signals, as well as the binary
carry-in signal, and also has the same radix as the MV ingua¢s. Since the
output sum signal has the same radix as the MV input sigriase is also a need
for a carry-out signall, .. As with the carry-in signal, this signal is also binary.

The carry-out signal can be coupled to the carry-in inputradther full-adder
to form a(log, r - m)-bit ripple adder, where is the radix as given in equation
(2.4) andm is the number of full-adder stages. The amount of stagestrarsd
the delay caused by cascading—is less than for a standaadybipple adder,
assuming- > 2.

The full-adder has been simulated and verified for the cotagget of possible
combinations, which i8 % 8 x 2 = 128. However, only a selected value range,
givenbyB =3; A=0— 7, C; =0 — 1, is shown to better illustrate the
operating function of the full-adder. The three topmos&bjnsignals shown in
Figure 4.17 are the signal inputs to a BMVC which generatesrthltiple-valued
inputV,. TheVs multiple-valued output is feed into an MVBC and the resugjtin
binary outputs are shown as the three last signals. FigliBeshows the multiple-
valued inputs and outputs of the full-adder, as well as ttermal signal}’;, and
the binary carry-in and carry-out signals.

The input signals, including the carry-in signal, are add@gkther in the first
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G . { Ve,
c, % C,
V, 1st
° Vfgo S Vf91
3rd —oV/,
Vs G v, Cs Vig, S

Figure 4.16:FGUVMOS MYV full-adder schematic. The circuit has two migtip
valued inputs}y4, andV, and one binary input signal, which is the carry-in signal
Ve, - The outputs consists of the multiple-valued su,and the binary carry-
out signal,V,,,. The full-adder consists of three stages. The first stags tHukl
input signals together, and we get a higher radix signal anititernal node})’.
The next stage generates the carry-out sighal,,. The last stage converts the
internal signal,V, to a lower radix signal}’s, by removing the carry-out portion
of the signal. The output sum signal has the same radix as thipia-valued
input signals.

stage of the full-adder. This addition operation is defined a
Z=A+ B+ (4.20)

due to the inverting property of the multiple-valued ineertin general, the in-
verted of an MV signal, with a value set as given in equatiaf)(Zan be found
by taking the complement. Thus we hawe- (r — 1) — z and in order to find the
non-inverted function, we first have to determine the radithe internal signal,
Z. The radix can be found by examining the maximum values thathe as-
sumed by the input signals, which, for an MV signal on the fdesacribed above,
isr — 1. Thus the maximum value that can be assumed by the outpuai $igm
the first stage is

max Z) = max A) + max B) + max ;) =
r—1)+(r—-1)+1=2r—1

which gives us a radix dfr for the internal sum signd. The non-inverted output
then becomes

Z=2r—-1)—(A+B+C)) (4.21)

wherer is the radix of the MV input signals, which are assumed to becpfal
radix. In order to find the coupling capacitances, we firsidneedefine the ad-
dition operation in terms of input and output voltages. Tipgut voltages to the
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Figure 4.17:A simulation of the response of the FGUVMOS MV full-addemsho
ing the binary signals of the input and output converterse ¥h signal is held
fixed atB = 3. This figure only shows the binary signal inputs to the BMVC
that generates th&, input signal, and the binary output signals from the MVBC,
whose input is th&g signal. The carry-in and carry-out signals are shown in the
next figure, although it should be noted that they would haveetinverted before
they can be used in conjunction with the binary signals shoare.
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Figure 4.18:A simulation of the response of the FGUVMOS MV full-addemsho
ing the MV signals. Thé&p signal is held fixed a3 = 3. This figure shows the
MV input and output signal$/, andVs. The internal radixX2r signal,V, is also
included. The binary carry signal$,, andV,,,, are shown as well.
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full-adder and the output voltage of the first staljg, can be expressed in terms
of the logic values in the following manner

-1

Vy = ‘/dd S A= Va (422)
Vdd
B -1
Vo=V B="—Vp (4.23)
Vdd
Ve
Vo, = CiVig < Ci = (4.24)
Vdd
2r —1
— 7 = 4.25
Vz 27“—1Vdd(:) Vo Vz ( )

wherer is the radix of the MV input signals. Equation (4.21) can thenex-
pressed in terms of voltages instead of logic levels by ustgations (4.22) -
(4.25) as follows

Z:(2r—1)—(A+B+C-)

% — 1 1 1
Ve=(2r—-1)— V V — Ve
Ve (2r=1) ( Vad A+ Vad B+Vdd Cm)
r—1 r—1 1
Yz = Vo = (27"—1VA+2r—1VB+2r—1VCi") (4.26)

By using a multiple-valued inverter, we can implement emqumei4.26). We could
find the capacitive division relationships by constructangeries of equations—
based on atruth table for the adder—to find the unknown dwisictors. However,
we have equation (4.26), with separate terms for each \@itgaut, which we can
use instead. By setting this equation equal to equation), (#eget

VZ = ‘/out

210
r—1 r—1 1 1+ ]i](] ]i]l ]i]z
Vi — v Vet —Ve, | = ——=2—Vyu— 2V, % V.
aa (2r—1 SRS T R P C) 2 aa (k:f AT BT e )

Assume we have unity gain (we will check that this is corrateéd on), we then
get
1 ko ko k1

-1 —1 .
o= DVat (r=1Vp + Ve, | = kf(kQVA+k2VB+VOm)

and we can then see which terms corresponds. We then setrniesmanding
terms equal to each other

ko

]{] (7"-1)@]{]0 (7’—1)]{]2<Z>CQI(T—1>CQ
2
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k

L (=D ek=-Dke0=-10

2

ke 1
k_f:?r’—l<:>kf:(2r_1)k2<:>0f:(2r_1)02

from which we geth:0 k; = (2r — 1)Cy, and we have unity gain according
to equation (4.2). Thé&'; capacitor can be set freely and is usually set to the
minimum capacitor size available for the process in quastip = C,,,;,.

We can see from the first stage in the full-adder that mixetkiagut is possible
and that the output can have a higher radix than any of thet isignals. In
general, it is possible to mix any radix desired on the inguthe binary and
multiple-valued inverter. The output radix of the binaryerter will always be
binary, while the output radix of the multiple-valued intexrwill either be lower,
equal or higher than any of the input radices. The outpukratla FGUVMOS
fundamental building block is given as

rOut:1+max(1,—f-(r0—1),...,%-(@-—1),... i -(rn_1—1))

’ Cnfl
(4.27)

assuming an MV signal on the form given by equation (2.1). Aimaber of inputs
isn andr; is the radix associated with thith input. Since the binary inverter does
not have a feedback capacitey,; = 2 and the output has a binary radix. For the
first stage in the full-adder, the output radix is givemas = 1+ % (r—1) =

2r, which coincides with what was found earlier.

The carry-out signal(,, is generated in the second stage of the full-adder. This
signal should be generated wh&n> (r — 1) and conversely should not be gen-
erated wher? < (r — 1). However, the internal signal has a radixef and the
expression for the carry-out signal generation should thisento consideration.

By also accounting for the inverting property of the firsiggtawe get

0 if Z>2-1
Coz{l " Z<2T2—’1 (4.28)
2

for when the carry-out signal should be generated in ternfeodal values. When
we take into account equation (4.25), we can then expressitterms of voltages

0 if Vy> Ya
Ve, = L 272 (4.29)
Vad if V, < %

and the carry-out signal can therefore be converted dyrasthg a binary inverter
and the capacitot,;, can be chosen freely. The FGUVMOS binary inverter in this
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stage can be exchanged with a standard static CMOS binastényhowever, the
benefits from the UV-programming will then be lost.

The output sum signal, callel, is produced in the last stage of the full-adder.
This output signal has the same radix as the multiple-vaileot signalsA and

B. The output sum signal can be generated by adding all of tet isignals
together and then remove the portion that constitutes thg-oat signal. The
carry-out signal has a logical value of eithieor 0 since it has a binary radix.
However, the value signified is eitheor 0. The output sum signal can therefore
be defined in the following manner

S=(A+B+C) —rC, (4.30)

The voltage output signals from the full-add€g, andV,, ,, can be expressed in
terms of logical values in the following manner

S r—1

V. S = V. 4.31
P dd < Vo S ( )

v
VC'out - Co‘/dd A C(o - Cout
Vaa

Vs =

(4.32)

since the output sum signal should have the same radix as uligle-valued
input signals. When we also take into account equation)4.24.24), we can
express equation (4.30) in terms of voltages

—1 —1 —1 Ve
r Ve = ('r’ V4 r Vit Cm) B LVCW

‘/dd Vdd ‘/dd ‘/dd

r—1

Vo = (VA+VB+
r—1

ch) A v (4.33)

The expression for the output sum signal can be implemerdied @ multiple-
valued inverter. The capacitive division relationshipstfee multiple-valued in-
verter can be found by setting equation (4.33) equal to enuét.3)

VS = V;mt

1+ A, ky ks
Vg = Via — (v, + By,
5 ( 2 ) dd (kf Cout+kf Z)

and we can substitufié, as defined in equation (4.26) aid as defined in equa-
tion (4.33)

1+ A, k k r—1 r—1 1
Vs = Vig — — Ve — = (Vg — Va VB — —= Ve,
2 ks 2 — 1
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)
1 T
(VA + Ve + ch) - Veous
r—1 r—1
1+Av k?5 k?5 r—1 1 k4
= — ) Vg + 2 ViV, Ve, | — 2y,
< 2 kf> dd+kf2r—1<A+ BT Cm) ko Co

The corresponding terms on either side then becomes cléareTs, however,
one exception. The term proceedivig on the right-hand side does not have any
equivalent term on the left side. This right-hand term wikn have to resolve to
zero in order for both sides of the equation to match up. Simisgterm includes
all of the unknown variables, we will try to resolve all of tbther terms first by
setting them equal to each other

ka r r r
— = ki = ——k = — 4.34
k¢ 7’—1(:)4 7“—1]0{:)041 r—lcf ( )
ks r—1 2r — 1 2r —1
kor—1 0 T reG=TTy 0 (4.35)

and the last capacitor valu€y, can be set freely. We can now examine the last
unresolved term—the term precedilg; on the right-hand side—which must re-
solve to zero. This term can be resolved, by substitutings defined in equation
(4.2)

k k r— r r—
R TNl vt = R Tk
2 kp 2 B 2 B

and we see that the term resolves to zero and all the terme efghation match
up.

One last noteworthy point is the amplification of the lasgsteSince we want the
multiple-valued output sum signal to be of radpand the input signals to the last
stageV; andV,,,,, were not of radix-, then clearly a non-unity amplification is
needed. We can express this statement in the following nmanne

S S
max(S)A”_r—l
)
4 - maxs) maxZ)+r-maxC,) (r—1)4+(r—-1)+1+r-1 3r—1
Cor—1 r—1 B r—1 Cor—1

and we can see that the sum of the input signals on the flogateyon the last

stage of the full-adder has a radix&f. Thus a gain of4, = 3[_‘11 IS necessary
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to get an output signal of radix We can also see that the gain for the last stage,
5

as defined by equation (4.2), 5, = Z;—f‘*k = 3= by using equations (4.34) -

(4.35).

The size of the voltage input coupling capacitors are raépethdent due to the
binary carry-in signal. If the carry-in signal had been nplé#-valued, all of the
input coupling capacitors would have been of equal size laeg would all have
been radix independent. The carry-out signal generatengesis radix indepen-
dent. And the last stage also only has minimal changes incdapaalues with
an increase in the radix, suggesting that the second costidunn section2.3,
equation (2.3), might be appropriate for this circuit. Omnedbe for higher radix
in this circuit is the radiXr intermittent signal. A different topology might avoid
this higher intermittent radix signal.

4.7 Summary

We started this chapter with discussing which radices weesl dor the circuits
in this thesis, and what tools were used to measure and serihkam. We then
presented the first of the fundamental building blocks, t&JFMOS binary
inverter. We showed the equation for the output voltage asdudsed ways of
improving signal detection. We then looked at the other &mental building
block, the FGUVMOS multiple-valued inverter. We discussiee problem of
compression of the voltage levels near the rails and howwuiteie gain provided
by the feedback capacitor deals with this issue. We thenloiesd equations for
the voltage output and the tunable gain. We then moved onet®MVC. We
discussed the need for converting between binary and restgdued signals.
We saw that the equation for the voltage output was simildréanultiple-valued
inverter and several measurements on a fabricated chip stenen. We then
discussed the gain of the BMVC and the voltage limiting openait performs.
At last we developed the capacitor relationships for the BBMMWe then presented
the complement of the BMVC, namely the MVBC. We discussed tt@binary
inverter preforms a one-bit AD operation. Next, we showechasimulations
for the circuit. We looked at switching point sets and how toéage on the
floating-gate was effectively shifted using the capacitiésion relationships.
We subsequently found the capacitor values for the cireultdiscussed how this
method of conversion would scale. Lastly, we presented 81d\WMOS multiple-
valued adder. We show some simulations and discussed havdtthé inverted of
a FGUVMOS multiple-valued circuit and which output radix weuld get with
a mixed radix input. We then developed the voltage equafimnsvery stage in
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the circuit, as well as the capacitor sizes for each stage.



Chapter 5

Conclusion And Further Work

5.1 Summary

The main topics in this thesis have been the multiple-inpmmon-gate FGU-
VMOS transistor and the design of multiple-valued logicuits using this tran-
sistor. We have focused our attention on the common-gatgg@mming method
for the FGUVMOS transistor and its characteristics. We halge seen how the
FGUVMOS transistor is an ideal candidate for constructindtiple-valued logic

circuits using the voltage-mode approach.

5.1.1 Common-Gate FGUVMOS Transistor

We have presented a new UV-programming technique for lizitig the FGU-

VMOS transistor by using only the nMOS transistor in the pamgming step.
This solved the problems associated with the split-gatgnaraming technique
due to the workfunction differences between the nMOS and BMfnsistor.
There are, however, some drawbacks to the new programmahgitpie. We
loose the ability to arbitrarily set the current level, miegnultra-low power ap-
plications are no longer a viable candidate for the utiiaabf the common-gate
FGUVMOS transistor.

The common-gate programming method also comes with sesdvaintages. A
reduction in programming time might be forthcoming, sinag/dhe nMOS tran-
sistor is involved in the programming step. There is alsovengain areas cost
since the floating-gate is shared by the nMOS and pMOS trtamnscutting the
coupling capacitors needed in half.

69
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5.1.2 Multiple-Valued Logic Application

We have also looked at a new area of application for the FGU®MI@nsistor,
namely multiple-valued logic. The main design parametethef FGUVMOS
transistor—the capacitive division relationships betwine coupling capacitors to
the floating-gate—is well suited for designing voltage-matlltiple-valued logic
circuits. Along with the multiple voltage inputs, a tunalgain which allows
for conversion between radices and the new programminguigeé, they make
the common-mode FGUVMOS transistor an ideal candidate idtipte-valued
logic.

The FGUVMOS MVL circuits have, unfortunately, one majorwheack. There
is no inherent signal restoration built into the FGUVMOS ides. Thus signal
restoration circuits have to be employed at periodic irgls~depending on pro-
cess variations, noise, radix and similar characteristicensure robust circuit
operation. This drawback is shared with other multiplasedllogic circuits using
different design approaches, since there currently eristphysical multi-state
device for solid-state integrated circuits.

5.1.3 Layout Issues

The topic of proper layout of the transistors and capacit@nsl the effect it has
on circuit performance both in the operational and programgmmode, has been
thoroughly discussed in this thesis. These discussions agsult of problems
with programming the circuits on the fabricated chip. Thialso the reason why
measurements are only presented for the BMVC.

While the exact cause of the problems is unknown, there are strong indi-
cations. First of all, since we were able to get measurenfems the BMVC,
this suggest that the problem is not with the programminghogkt The prob-
lems more likely resides with the regular shaped transistpeatly increasing the
significance of the parasitic UV-activated conductancerother relevant issue
might be the internal contacts on the floating-gate, esjigtiese that were in
proximity to the transistor. This might have lead to somesdaakage, however,
nothing was found in the available literature to suppor ggsumption.
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Vv = MVBC «D@—D@— BMVC —Vyy

Figure 5.1:Straight forward signal restoration scheme. The multiyédded sig-
nal is first converted to binary by an MVBC and is then conwktiack to a
multiple-valued signal by the BMVC. An extra digital buftan be added to en-
sure rail-to-rail binary signals.

5.2 Further work

A signal restoration scheme is needed to ensure robusttcaparation, espe-
cially for cascaded systems. Such a scheme is needed bé¢lateses no inherent
signal restoration built into the FGUVMOS transistor, gitlke FGUVMOS tran-
sistor is not a multi-state device. There is one straighw&od way to regenerate
the signal. We can convert the MV signal to binary then backraultiple-valued
signal using a chain of circuits consisting of an MVBC and a\BB To ensure a
rail-to-rail binary signal after the conversion prefornigdthe MVBC, one might
want to include a binary signal buffer. The entire setup carséen in Figure
5.1. Although such a signal restoration scheme will work, dhea cost is signif-
icant. It should therefore only be used at periodic inteeEpendent on process
variations, noise, radix and similar characteristics.

Another way of solving the signal restoration problem, niigdato embed a regen-
eration capability into the FGUVMOS multiple-valued intaritself. This might
be done by adding several different power rails to the dirclinese extra power
rails can be generated locally by stacking transistor Wigirtgate and drain con-
nected together. The appropriate power rail can then betedland shunted to the
voltage output using a pass-transistor. The overall sugdespology is depicted
in Figure 5.2. The pass transistor selection circuit cassisseveral FGUVMOS
binary transistors were only one pass transistor can betsdlat any given time.
This is done by shifting the switching threshold of the bynawerters depending
on the output from the FGUVMOS multiple-valued inverter. aig there is a
significant increase in area cost, and this signal restoratheme should only be
used at intermittent intervals in a cascaded system.

While we showed a method for determining the capacitor iciahips through
linear algebra, no generalized method for designing FGU\BW®cuits (as well
as FGUVMOS MVL circuits) exists. A numerical method for seieg the capac-
itor values—maybe also taking into consideration the gapacitance—is a starting
point. However, also the topology of the circuits needs téelen into consider-
ation. There is no method for determining which topology dJ®OS circuit
should have to performed a given function.
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Figure 5.2:Suggested topology for an FGUVMOS multiple-valued invevith
embedded signal restoration for a radix four multiple-vaduogic system. The
signal is regenerated by selecting one of several powes raihich are connected
to the output by a pass transistor. The problem lies in selgahe appropriate
capacitor ratios for the FGUVMOS binary inverters.
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There is a need to investigate the possible causes for gatade in the FGU-
VMOS transistors. Several layout techniques should beoegglto see what the
consequences are not only to gate leakage, but also progngntime. To be

on the safe side, FGUVMOS transistors should have no inteordacts on the
floating-gate and they should have a ring topology.

The FGUVMOS MVL circuits presented in this thesis preformyom small se-
lection of the functions necessary to form a comprehensigeIsystem. One
should explore further the relation between Post algebdaF&UVMOS MVL.
Also, a more in depth look at the various multiple-valuedi¢ogperations[42]
should be taken, and equivalent FGUVMOS MVL circuits shdaddconstructed.
A universal logic gate—such as an FGUVMOS MVL multiplexdresld also be
constructed. A good starting point might be the pass treorsiglection circuit in
Figure 5.2.
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3.1

3.2

(a) Scaling can be done by using a current mirror in the current-
mode approach. The lengths, and L, are equal. The widths,

W, and W, are different with the scale factor given &s,/1V,

and[, ~ I, - W,/W,. (b) Addition in the current-mode approach

is done by simply connecting the wires together. Here thputut
currentisgivenad, =1, + . . . . . .. ... .. ... 11

(&) FGUVMOS nMOS transistor symbol. The symbol shows sev-
eral input signals capacitively coupled into the floatingtey The
circle enclosing the floating-gate and the source termisaym-
bolizing the UV-hole used in the programming of the tramsist
The pMOS transistor is not shown since it is not involved & th
UV-programming. (b) FGUVMOS transistor layout. The UV-
hole encompasses the source diffusion and the polysiliata g
The coupling capacitors consists of stacked polysilicorets,
forming poly-poly capacitors. The routing between the fiaat
gates and the capacitors are done in the lower polysilicoreta
(polyl, which is also used for the gate of the transistor)e Tp-

per polysilicon layer is connected to the input node throtiyh
metalllayer. . . . . . . . . . 17
Capacitive division relationship. The floating nodeé, has two
capacitively coupled, througfy and C1, voltage inputs}, and

V1. The inputs have the two related charg@g,and@; . . . . . . 17
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3.3

3.4

3.5

3.6

Equivalent circuit used for deriving the capacitive diaisirela-
tionships for the FGUVMOS transistor. All the parasitic eap
itances are taken into consideration. Also the capaciyiu-

pled channel surface potential feedback to the floating gate
addressed. Only the nMOS transistor is shown. For the pMOS
transistor (given a p-type substrate with a n-well), a cleamn

the bulk terminal may also have to be taken into considenaiio
back-gate modulation techniques are used to fine-tune theale
This applies to the nMOS transistor as well when using a sce
that employs wells for all diffusions, such as a SOl process. . 18
A split-gate FGUVMOS inverter. The split-gate inverter teas
separate floating-gate for the nMOS and pMOS transistors Thi
allows for different charges to be placed on the floatingegatnd

the threshold can be effectively shifted. It also allowstfer cur-

rent level to be tuned by setting different charges on thdifiga
gates. . . . .. 21
(a) The operative mode (or normal biased mode) of the common-
gate FGUVMOS inverter. Since most of the natural UV-C light i
stopped in the outer atmosphere, it is not strictly necessashel-

ter the UV-hole during normal operation. However, it is a geunt
measure to undertake in case of artificial UV-C sources. In an
case, such a protective measure is necessary during thegimeg
ming of the FGUVMOS circuit.(b) The programming mode of
the FGUVMOS circuit. When UV-light is applied, the UV-holes
will allow for UV-activated conductances to be "created"nl®
Ggsn IS the wanted UV-activated conductance. All the other
UV-activated conductances are considered parasitic. Tdra{

sitic UV-conductance associated with the pMOS transisioaf
common-gate configuration will be significantly smallerritar

a split-gate configuration. This is because the distancbadtV-

hole is larger with the common-gate configuration.. . . . . . . 22
Energy band explanation of the UV-programming procedure. A
Si-Si0,-Si sandwich is shown, as well as the energy levels of the
valence bandF,, and the conductance ban#,. Energy from the
UV-light will excite the electrons in th&; valence band and cause
some of them to enter tht& O, region. There they will support a
current flow through th&'iO, region due to the voltage gradient. 23



LIST OF FIGURES 79

3.7

3.8

3.9

(a) Ring transistor layout. The ring transistor gives the lasge
source-gate perimeter relative to transistor width. It@lsas the
added benefit of the smallest drain capacitance area to with

tio, increasing the speed of circuit operations due to lessling
capacitance(b) U-shaped transistor layout. While the ratios are
not as beneficial as for the ring transistor, smaller minimsize
transistors can be created with the U-shaped transistor.. . . . 26
Unit capacitor array. The unit capacitor array consists afiu
capacitors in a square (or as near to a square as possibld) wit
dummy capacitors to complete the array. A non-unitary capac
itor should be used if the capacitance desired is not an erteg
multiple of the unit capacitance. A ring of dummy capacitan

be used as shielding against horizontal fringing fields eatiaig
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Appendix A

Simulation Setup

All the simulations were preformed in spectreS inside CaderThe following
series of figures shows the schematics of the circuits thad simulated, followed
by the simulation setup for the circuits. The former is neaegto fully appreciate
the simulation setup.

All the V,, terminals are for simulation purposes coupled to grounde pito-
gramming is simulated by placing a charge on the floating-gdtich results in
an output ofl/;;/2 when the input is set t&;; /2. This is checked in the simula-
tions by using a piecewise linear input signalgf/2. If the outputis alsd/;,/2,
then the actual circuits simulation can be preformed ctlgrec

do_vdd 4ipda_nwell 4
3 1
do_b? 4p—m|{(m
.ﬁ
8 =)im
do_b1 4 m-{(m e de—rre4
12
s }ﬁ
do_b0 @p—m{(m
dﬂ,gmd.du,psub.

Figure A.1:BMVC schematic from Cadence. The circuit has three bingoytis
da_b0 - da_b2, and one multiple-valued outpufg_muv. The capacitor values
are listed above the capacitors. One should also note trahtiOS and pMOS
transistor are of equal size.
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da_b0 4pda_b1 @Pda_b2 4
T Vo T vie T v
. . . =3
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o
V4 V5 V6 Ve o o
ch mc; 4 T T b
L L l l do b2 4 = da_b2 da_my —a—da—mv-4p
da_b1 . B da_b1 3bit_half
la_bd . B— da_bo
I I Ie e
da_b0 4Pdo b1 @Pda b2 G ° o

T e e

Figure A.2:BMVC simulation setup from Cadence. Two sets of signal ssuae
used. One for the linear voltage input simulation (the sehatbottom) and the
second for the binary signal inputs (the set at the top). Tiharly voltage inputs
uses the piecewise linear voltage source to check the fopgtte charge.
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Figure A.3:MVBC schematic from Cadence. The circuit has one multipleed
input, ad_muw, and three binary outputsid_b0 — ad_b2. The capacitor values
are listed above the capacitors. One should note that aheftMOS and pMOS

transistors are of equal size.
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ad_mv . B—— ad_mv ad_b2 ——B—ad=b?2 .
Vo 3bit_half ad_b1 —®—ad=bt .
V13 ad_b@ ——B—ad=b@ .

Figure A.4: MVBC simulation setup from Cadence. The multiple-valu@ditin
signal is constructed using a linear piecewise voltage sewvhich has eighteen

steps going from.2V to 1.8V, including the steps necessary to check the floating-
gate charge.



odd_mv1 4

add_mv@ .

add_cin .

91

cxdd,vdch:.mwe\\1 . add_nwell2 . add_nwell3 .
add_rcout .
=2
.‘i{ [ m ']@d,r'rwim . I 2
l{ E l{ E ‘{ E
)
m | m
_ @dd—rrvsurm .
- 8
I 14 (= 15
N .- - s
.llm
add_gnd . add_psub .

Figure A.5: MV full-adder schematic from Cadence. The circuits has two
multiple-valued inputs of the same radidd_mwv0 and add_muv1. It also has
one binary input, calleddd_cin. There is one multiple-valued output of the same
radix as the multiple-valued inputadd_muvsum, and one binary output, called
add_cout. The capacitor values are listed above capacitors. Not¢ dlaf the
transistors in the circuit are of the same size.
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Figure A.6:MV full-adder simulation setup from Cadence. The two ctean the
left (both are BMVCs) generate the multiple-valued signplits using the voltage
sources at the bottom of the figure. The left most voltagecsasiused to generate
the binary carry-in signal. The three circuits on the righthich constitutes the
three stages in an MVBC) takes the multiple-valued sum kaymhconverts it to
binary.



Appendix B

Measurement Setup

B.1 Measurement Equipment

Various different instruments were used to measure andve the circuits. The
instruments were programmable from Matlab via a GPIB nétwonnected to a
SUN workstation. The Keithly 617, seen in Figure B.1 (c), wasd to measure
the voltage output of the BMVC. The Keithly 236, which can leers in Figure

B.1 (b), was used to measure the BMVC current. The last ingtni used was
the Keithley 213, which was used to drive the circuits.

(b) (©

Figure B.1: (a) Keithley 213. A quadruple voltage sourcé¢b) Keithley 236.

A voltage source/amperemeter or current source/voltmégtrkeithley 617. A
programmable multimeter with a single voltage source.
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B.2 Measurement Schematic

The measurement setup for the BMVC is shown in Figure B.2. dureent is
measured at the source terminal, which due to the progragiteahnique is not
connected to the substrate. This might cause some bodyt difieicg normal
biased operation, unless the routing resistance is keptrtmimumt. The same
applies for the n-well contacts of the pMOS transistor. Taeynot connected to
theV,,; supply rail in order to allow for back-gating.

C Co | Vaa
T Vg, %E@i
Viwell
Vs
r@ﬁ |

Figure B.2:Measurement setup of the BMVC. The voltage output and tmerdur
through the nMOS transistor is measured. There is also agelsource con-
nected to the back-gate of the pMOS transistor, which carsbd to fine-tune the
circuit. Also note that thé/;; terminal is not connected to the n-well and thig
terminal is not connected to ground.

1This is not a special circumstance for FGUVMOS circuits. fRuiresistances for signal
ground should always be kept to a minimum to avoid the foromedif ground loops.



Appendix C

Chip Layout

C.1 Layout

The overall layout of the die and padring—as well as the lagbtine circuits—were

created using Virtuoso, the layout editor inside Cadende dverall die layourt,

including the padring, can be seen in Figure C.1. The layad developed in
accordance with the layout guidelines for the AM$.m CUX CMOS process.

The circuits were not constructed using the guidelinesgmtesl in section 3.6,
and are thus more vulnerable for process variations whiaghtméause device
mismatch, especially for the capacitors. One can alsolglsae the the internal
contacts on the floating-gate and that the transistors dutdsane a ring topology.
This is a problem which is discussed further in section 5.108ie noteworthy

detail all the circuit layouts have in common, is the metaékiing covering the

NMOS transistor. The layout of the binary to multiple-valwmnverter is shown
in Figure C.2. In Figure C.3, we can see the layout of the mleHvalued to

binary converter. And the layout of the multiple-valued4adlder can be seen in
Figure C.4.
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Figure C.1:Overall die layout with pad descriptions. The BMVC circsitocated
at the bottom left corner. In the upper left corner, the MVBICwt can be found.
And in the upper right corner, the multiple-valued full-aulds situated.
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Figure C.2:Layout of the binary to multiple-valued converter. The ¢hneput
coupling capacitors can be seen in the left side of the figline. uppermost input
coupling capacitor is for the MSB of the binary input signahile the lowermost

input coupling capacitor is for the LSB. The feedback cajoacs located in the
middle.
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Figure C.3:Layout of the multiple-valued to binary converter. The fumtversion
stage—the stage responsible for converting the MSB pattebtnary signal—is
located on the left side, second stage in the middle and tBestz&)e on the right
side of the figure.
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Figure C.4:Layout of the multiple-valued full-adder. The input stadech adds
the multiple-valued signal together—as well as the binayryin signal—is lo-

cated on the left side. The two uppermost capacitor are fermtultiple-valued
input signals, while the lowermost is for the binary carnysignal. In the middle
we have the stage which generated the carry-out signal. Anth@ right side of
the figure we can see the stage which generates the mulapled/ output sum
signal.
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C.2 Fabricated Chip

The fabricated chip is shown in Figure C.5 (a). The chip wasi¢ated using the
AMS 0.6m CUX CMOS process. The process features three metal laydrs an
two polysilicon layers. However, to fabricate the chipstirstthesis, any standard
CMOS double polysilicon layer process will suffice. A phataghy of the die
through a microscope is shown in Figure C.5 (b).

N

T E

@) (b)

Figure C.5:(a) Photography of the chip. The die can be seen in the middleeof th
chip. (b) Photography of the die through a microscope. The bondwiresigible

at the picture edge, with the padring encircling intercoatseto the circuits in the
middle of the die.



Appendix D

Matlab Scripts

D.1 Simulations

Scripts related to various simulation tasks are presemtetis section. These
scripts extract data from a text file produced by the spedi@@lation program.

The simulation data is then processed by the scripts to nigkesentable for the
thesis. Please refer to appendix A for a description of thikition setups used

to produce the text files containing the simulation data.

D.1.1 Binary Inverter Presentation

% Extract simulation data for the binary inverter and
% make the results presentable.

% binary inverter response to |inear input
cl ear;

figure(1l); clf; ylabel ("V_ {out} (V)');
xlabel (" V_{in} (V)'); grid on; hold on;

% renmove the top lines
I tail +4 bin_lin.txt > bin_lin.dat

%read in the sinultion data with reference to tine
[time, MW, Bn] = textread('bin_lin.dat’,” % % %’);
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% pl ot the binary inverter response to |inear input
figure(l);

pl ot (MV, Bn);

print -deps2 ../../figs/bin_linear.eps;

% binary inverter response to nv input

cl ear;

figure(2); clf; ylabel (" V. {in}, V {out} (V)');
xlabel ("tinme (s)’); grid on; hold on;

% renove the top |ines
I tail +4 bin_nmv.txt > bin_nv.dat

%read in the sinultion data with reference to tine
[time, MWV, Bn] = textread(’'bin_nv.dat’,” % % %’ );

%find the starting point of the sinulation
start _i dx=fi nd(MW==0. 2);
axis([time(start_idx(1)) time(length(time)) 0 2]);

% pl ot the binary inverter response to nmv input
figure(2);
plot(tinme(start_idx(1):length(tine)), ...
MV(start _idx(1l):length(tinme)), --k');
plot(time(start_idx(1l):length(tine)),
Bn(start _idx(1):length(tine)));
| egend(’ V.{in}' ,”V {out}', 0);
print -deps2 ../../figs/bin_nv.eps;

D.1.2 Multiple-Valued Inverter Presentation

% Transforns the sinmulations for the nmultiple-valued inverter
%into a presentable form

% mv inverter response to |inear voltage input
% nv inverter anplification (gm
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cl ear;

figure(1l); clf; ylabel ("V_ {out} (V)');
xlabel (" V_{in} (V)'); grid on; hold on;

figure(2); clf; ylabel ("dV_{out}/dV {in} (V) );
xlabel (" V_{in} (V)'); grid on; hold on;

% renove the top lines
I tail +4 nv_inv.txt > nv_inv. dat

%read in sinulation data with referance to ti ne
[time, Bn, MV, dW] = textread('nv_inv.dat’,” % % % 9%’ );

% plot nv inverter linear voltage input response
figure(l);
pl ot (Bn, W);

print -deps2 ../../figs/nv_linear.eps;

% find the starting and stopping point of the transition region
start _idx_array=find(Bn==0);

start _idx=start_idx_array(length(start_idx_array));
stop_idx_arrray=fi nd(Bn==2);

stop_idx=stop_idx_arrray(1l);

% plot mv inverter anplification

figure(2);

plot(Bn(start _idx+1l:stop_idx), dWw(start idx+1:stop_idx)./100);
print -deps2 ../../figs/nv_anp. eps;

D.1.3 Binary to Multiple-Valued Converter Presentation

% All the simulations perfornmed on the binary to nultiple-val ued
% converter are processed into a presentable form

% bnvc response to binary input
cl ear;
figure(3); clf;



104 Appendix D. Matlab Scripts

% renmove the top lines
I tail +4 bnmvc.txt > bnvc. dat

%read in sinulation data with reference to tine
[time, BO, Bl, B2, W] = ...
textread(’ brmvc.dat’,’ % 9% % % %’ );

% find starting point of sinulation
start _i dx=find(B0==2);

% pl ot brmvc response to binary input

figure(3);

subplot(4,1,1);

axis([time(start _1dx(1)) time(length(tinme))

grid on; hold on; ylabel ("V_{B0} (V)');

set (gca,’ XTickLabel’,[]);

plot(time(start_idx(1l):length(tine)),
BO(start _idx(1):length(tine)));

o

2]);

subpl ot (4,1, 2);

axi s([time(start_idx(1)) time(length(tine))

grid on; hold on; ylabel ("V_{B1} (V)’);

set (gca,’ XTickLabel ' ,[]);

plot(tinme(start _idx(1):length(tine)),
Bl(start _idx(1l):length(tinme)));

o

2]);

subpl ot (4, 1, 3);

axis([time(start _i1dx(1)) tinme(length(tinme))

grid on; hold on; ylabel ("V_{B2} (V)');

set (gca,’ XTickLabel ' ,[]);

plot(time(start_idx(1l):length(tine)),
B2(start _idx(1l):length(tinme)));

o

2]);

subplot (4,1, 4);

axi s([time(start _1dx(1)) time(length(tinme))

grid on; hold on; ylabel (" V_{W} (V)’);

xlabel ("tinme (s)’);

plot(time(start_idx(1l):length(tine)),
M/(start _idx(1):length(tine)));

o

2]);
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print -deps2 ../../figs/bnmc_nv. eps;

D.1.4 Multiple-Valued to Binary Converter Presentation

% Processing of all the sinulations done on the nultiple-valued to
% bi nary converter to transformtheminto a presentable form

% MVBC response to nv input
cl ear;
figure(l); clf;

% renmove the top lines
I tail +4 nvbc.txt > nvbc. dat

%read in the sinulation data with reference to tine
[time, W, BO, Bl, B2] = ...
textread(' nvbc.dat’,"% % % % %’ );

%find the starting point of the simulation
start _idx=find( MW==0. 2);

% pl ot the nmvbc response to nv input
figure(l);
subplot(4,1,1);
axis([time(start _idx(1)) tinme(length(tine)) 0 2]);
grid on; hold on; ylabel (" V.{M} (V)');
set(gca,’ XTickLabel’,[]);
plot(time(start_idx(1):length(time)),
M/(start _idx(1):length(tine)));

subplot (4,1, 2);
axis([time(start_idx(1)) tine(length(tinme)) 0 2]);
grid on; hold on; ylabel ("V_{B0} (V)’);
set (gca,’ XTickLabel’,[]);
plot(tinme(start _idx(1):length(tine)),
BO(start _idx(1):length(tine)));

subpl ot (4,1, 3);
axis([tinme(start _idx(1)) time(length(tine)) 0 2]);
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grid on; hold on; ylabel ("V_{B1} (V)’);

set (gca,’ XTickLabel’,[]);

plot(tinme(start _idx(1):length(tine)),
Bl(start _idx(1):length(tine)));

subpl ot (4,1, 4);
axis([time(start_idx(1)) time(length(time)) 0 2]);
grid on; hold on; ylabel (" V_{B2} (V)');
xlabel ("time (s)’);
plot(tinme(start _idx(1):length(tine)),
B2(start _idx(1l):length(tinme)));

print -deps2 ../../figs/nvbc_nv. eps;

D.1.5 Multiple-Valued Adder Presentation

% Proccess simnmulations done on the multiple-valued full-adder
%in order to make them presentable for the thesis.

% mv adder response to binary input
cl ear;

% renmove the top lines
I tail +4 adder.txt > adder. dat

%read in the sinulation data with reference to tine
[time, BO_A Bl _A B2_A BO_B, Bl B, B2_B,
add ci, add B, add_A,
add_Z, add _co, add_S,
B2 S, B1S BO S = ..
textread( adder.dat’ , % % % % % % % 9% 9%’
"% % U B U B %),

% find starting point of sinulation
start _i dx=find(B0_A==0);

% plots of add_A, add_B, add_ci,
% add _Z, add_S, add co
% and BO_A, Bl _A B2_A BO B, Bl B, B2 B
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% and B2_S, B1_S, BO_S
% igure(l); clf;
Y%axi s([tinme(start _idx(1)) tinme(length(tine)) 0 2]);
%yl abel (" V_{MO0} (V)’'); xlabel("time (s)’); grid on; hold on;
%l ot (tinme(start _idx(1):length(tine)),
% add_mvO(start _idx(1l):length(tine)));
Y%print -deps2 ../../figs/adder_mv0. eps;

% igure(2); clf;
Y%axi s([tinme(start _idx(1)) tinme(length(tine)) 0 2]);
%l abel (" V_{MW1} (V)’'); xlabel ("time (s)’); grid on; hold on;
%l ot (time(start _idx(1):length(time)),
% add_nvl(start _idx(1):length(tine)));
%print -deps2 ../../figs/adder_nvl. eps;

% igure(3); clf;

Y%axis([time(start_idx(1)) tine(length(tine)) 0 2]);
%label (V. {C} (V)'); xlabel ("time (s)’); grid on; hold on;
%l ot (tinme(start _idx(1):length(tine)),

% add _cin(start _idx(1l):length(tinme)));

Y%print -deps2 ../../figs/adder_cin.eps;

% igure(4); clf;

Y%axi s([tinme(start _idx(1)) tinme(length(tine)) 0 2]);

%yl abel (V. {int} (V)'); xlabel ("time (s)’); grid on; hold on;
%l ot (time(start _idx(1):length(time)), :

% add_nmvint(start_idx(1l):length(tine)));

Y%print -deps2 ../../figs/adder_nvint. eps;

% igure(5); clf;

Y%axi s([tinme(start _idx(1l)) tinme(length(tine)) 0 2]);

%l abel ("V_{sunt (V)'); xlabel("time (s)’); grid on; hold on;
%l ot (time(start _idx(1):length(time)),

% add_nvsun(start _idx(1):length(tine)));

%print -deps2 ../../figs/adder_nvsum eps;

% igure(6); clf;

Y%axis([time(start_idx(1)) tine(length(tine)) 0 2]);

%l abel ("V_{Co} (V)'); xlabel("tinme (s)’); grid on; hold on;
%l ot (tinme(start _idx(1):length(tinme)), ...

% add _cout(start _idx(1l):length(tine)));
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%rint -deps2 ../../figs/adder_cout. eps;

% igure(7); clf;

%axi s([time(start _idx(1)) tinme(length(tine)) 0 2]);

%1 abel (" BO_{MWO0} (V)'); xlabel("tinme (s)’); grid on; hold
%l ot (time(start _idx(1):length(time)),

% BO_ MVO(start _idx(1l):length(tinme)));

Y%print -deps2 ../../figs/adder BO_MO. eps;

% igure(8); clf;

Y%axis([time(start _idx(1)) tinme(length(tinme)) 0 2]);

%l abel (" BL_{M0} (V)'); xlabel ("tinme (s)’); grid on; hold
%l ot (tinme(start _idx(1l):length(tine)),

% Bl MMO(start _idx(1l):length(tine)));

Y%print -deps2 ../../figs/adder Bl M. eps;

% igure(9); clf;

Y%axis([time(start _idx(1)) tinme(length(tinme)) 0 2]);

%l abel (" B2_{MWO0} (V)'); xlabel("tinme (s)’); grid on; hold
%l ot (time(start _idx(1l):length(tine)),

% B2 MVO(start _idx(1l):length(tinme)));

Y%rint -deps2 ../../figs/adder_B2_MO. eps;

% igure(10); clf;

Y%axi s([time(start _idx(1l)) tinme(length(tine)) 0 2]);

%l abel (" BO_{MW1} (V)'); xlabel ("tinme (s)’); grid on; hold
%l ot (time(start _idx(1):length(time)),

% BO MVi(start _idx(1l):length(tinme)));

Y%print -deps2 ../../figs/adder BO_MW1. eps;

% igure(1l); clf;

Yaxis([time(start _idx(1)) tinme(length(tinme)) 0 2]);

%l abel (" B1_{MW1} (V)'); xlabel ("tinme (s)’); grid on; hold
%lot(time(start _idx(1l):length(tine)),

% Bl M1(start idx(1l):length(tine)));

Y%print -deps2 ../../figs/adder Bl MW.1. eps;

% igure(12); clf;

Y%axis([time(start _idx(1)) tinme(length(tinme)) 0 2]);

%l abel (" B2_{MW1} (V)'); xlabel ("time (s)’); grid on; hold
%l ot (time(start _idx(1l):length(tine)),

on;

on;

on;

on;

on;

on;



D.1 Simulations 109

% B2 MW1(start_idx(1l):length(tine)));
Y%print -deps2 ../../figs/adder_B2_MW.1. eps;

% igure(13); clf;

Y%axi s([tinme(start _idx(1)) tinme(length(tine)) 0 2]);

%l abel (" BO_{sum} (V)’'); xlabel("tine (s)’); grid on; hold on;
%l ot (time(start _idx(1):length(time)),

% BO sum(start _idx(1l):length(tinme)));

%rint -deps2 ../../figs/adder BO_sum eps;

% igure(14); clf;

Y%axis([time(start_idx(1)) tine(length(tine)) 0 2]);

%l abel (' B1L {sum} (V)'); xlabel("time (s)’); grid on; hold on;
%l ot (tinme(start _idx(1):length(tine)),

% Bl sum(start _idx(1l):length(tinme)));

%print -deps2 ../../figs/adder_Bl sum eps;

% igure(15); clf;

Y%axi s([tinme(start _idx(1l)) tinme(length(tine)) 0 2]);

%yl abel (' B2 {sum (V)'); xlabel ("time (s)’); grid on; hold on;
%l ot (time(start _idx(1):length(time)),

% B2 sum(start_idx(1l):length(tine)));

Y%print -deps2 ../../figs/adder_B2_sum eps;

% plot a region (B=3) for all signals in 2 subplots
% find B=3 regi on, B0=0, B1=0, B2=2

% find indecies for the regions

region_idx1l=find((BO_B == 0) & (B1_B==0) & ..
(B2_B==2) & (add_ci==2));

regi on_i dx2=find((BO_B == 0) & (B1_B==0) & ..
(B2_B==2) & (add_ci==0));

% tinmeshift the second region to nmake the plot | ook nicer

timeshift=tinme(region_idx2(1)) -
time(region_idx1l((length(region_idxl))));

time(region_idx2) = time(region_idx2) - timeshift;

% concat the regions
regi on_idx=[region_idxl;, region_idx2];
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start _idx=region_idx(1l);
end_i dx=regi on_i dx(Il engt h(regi on_i dx));

% pl ot binary signals
figure(16); clf; grid on; hold on;

subpl ot (6,1, 1);

axi s([time(start _idx) tinme(end_idx) 0 2]);
grid on; hold on; ylabel (" V.{A B0} (V)');
set (gca,’ XTickLabel ' ,[]);

pl ot (time(region_idx), BO_A(region_idx));

subpl ot (6, 1, 2);

axi s([time(start _idx) tine(end_idx) 0 2]);
grid on; hold on; ylabel (" V.{A B1} (V)’');
set (gca,’ XTickLabel’,[]);

pl ot (time(region_idx), Bl _A(region_idx));

subpl ot (6, 1, 3);

axis([time(start _idx) tinme(end_idx) 0 2]);
grid on; hold on; ylabel ("V_{A B2} (V)');
set (gca,’ XTickLabel’ ,[]);

pl ot (time(region_idx), B2_A(region_idx));

subpl ot (6, 1, 4);

axis([time(start _idx) tinme(end_idx) 0 2]);
grid on; hold on; ylabel ("V_{S, B0} (V)');
set (gca,’ XTickLabel’ ,[]);
plot(tinme(region_idx), BO_S(region_idx));

subpl ot (6, 1,5);

axis([time(start _idx) tinme(end_idx) 0 2]);
grid on; hold on; ylabel ("V_{S, B1} (V)');
set (gca,’ XTickLabel",[]);
plot(time(region_idx), Bl _S(region_idx));

subpl ot (6, 1, 6);

axis([time(start _idx) tinme(end_idx) 0 2]);
grid on; hold on; ylabel ("V_{S, B2} (V)');
xlabel ("time (s)’);

plot(time(region_idx), B2 _S(region_idx));
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print -deps2 ../../figs/adder _region. eps;

% pl ot nultiple-valued signals
figure(17); clf; grid on; hold on;

subplot(5,1,1);

axis([time(start _idx) time(end_idx) 0 2]);
grid on; hold on; ylabel (" V_{A} (V) );
set(gca,’ XTickLabel’,[]);
plot(tinme(region_idx), add_A(region_idx));

subpl ot (5, 1, 2);

axis([time(start _idx) time(end_idx) 0 2]);
grid on; hold on; ylabel ("V_{CG} (V)');

set (gca,’ XTickLabel’,[]);

pl ot (tinme(region_idx), add_ci(region_idx));

subpl ot (5, 1, 3);

axis([tinme(start_idx) time(end_idx) 0 2]);
grid on; hold on; ylabel ("V_{Z} (V)');

set (gca,’ XTickLabel’,[]);
plot(tinme(region_idx), add_Z(region_idx));

subpl ot (5,1, 4);

axis([tinme(start_idx) time(end_idx) 0 2]);
grid on; hold on; ylabel (" V_{S} (V)');

set (gca,’ XTickLabel’,[]);
plot(tinme(region_idx), add_S(region_idx));

subpl ot (5,1, 5);

axis([tinme(start_idx) tinme(end_idx) 0 2]);
grid on; hold on; ylabel ("V_{Co} (V)');
xlabel ("time (s)’);

plot(tinme(region_idx), add_co(region_idx));

print -deps2 ../../figs/adder_region2. eps;
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D.2 Measurements

Several scripts pertaining to the measurement of the BM\&paesented here.
They control the measurement equipment, timing of the Wdgmmming and

set the inputs of and receive outputs from the measuremenmpragnt during

normal biased operation. There are also scripts that extraclata and make it
presentable for the thesis. Please refer to appendix B fetaleld description of
the measurement setup.

D.2.1 UV-light Control
% Turns the UV-light on using a relay controlled by K213

I echo ‘date' : WV |ight on
K213 Set Di gi tal (255, ' K213A');

% Turns the UV-light off using a relay controlled by K213
I echo ‘date’ : WV light off

K213 SetDigital (0, 'K213A');

D.2.2 Programming Voltages

% Sets the programm ng voltages to use for |ater on
function prog(ProgVss, ProgVvdd)

save prog.mat ProgVss Progvdd

D.2.3 UV-light Programming

% Prefornms the UV-1ight progranmm ng cycle and the
% conver gence neasurements.

function[a_uvl, v_uvl, tinme] = uv_light _prog(sec, Vdev, Adev)

uv_on;
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tic; % start timer
pause(sec); % programfor sec seconds

v_uvl = K617 ReadQui ck(Vdev); % get convergence vol tage
a_uvl = K236_ReadQui ck( Adev); % get convergence current
time = toc; % end tinmer
uv_of f;

D.2.4 Initializing Measurement Equipment

%lnitializes all the nmeasurenent equi pnment to a known state
% bef ore perform ng the neasurenents.

% nit UV Iight
uv_of f;

%init K617 (3)

K617 _Reset (" K617A");
pause(1);

K617 Init(’ K617A);
pause(1l);

K617_Set Mode(’' V', 'K617A');

K617_Reset (' K617B' ) ;
pause(1l);

K617 Init(’ K617B');
pause(1l);

K617_Set Mode(’' V', 'K617B');

K617 _Reset (' K617C ) ;
pause(1l);

K617 Init (' K617C );
pause(1);

K617_Set Mode(’' V', 'K617C);

%init K213 (2)

K213 1821 nit (' K213A');
pause(1);

K213 I nit(’ K213A');



114 Appendix D. Matlab Scripts

pause(1);

K213 _Set Vol tage(0, 1, 'K213A');
K213 Set Vol tage(0, 2, 'K213A);
K213 Set Vol tage(0, 3, 'K213A);
K213 Set Vol tage(0, 4, 'K213A);

K213 182l nit (' K213B);
pause(1);

K213 I nit(’ K213B');

pause(1);

K213 _Set Vol tage(0, 1, ’'K213B);
K213 _Set Vol tage(0, 2, 'K213B);
K213 Set Vol tage(0, 3, 'K213B');
K213 Set Vol tage(0, 4, 'K213B');

%init K236, current and vdd
%K236_1821 nit (' K236A");

K236 _Init(’ K236A");

K236 _Set Measure(’ A, ' K236A');
K236_Set Vol t (0, ' K236A’);
pause(1);
K236_Oper at e(’ K236A" ) ;

D.2.5 BMVC Measurements
% Perforns the neasurenents on the BWC
% DC response for 3-bit BWC using binary input

I echo DAC neasurenent starting...

cl ear;
vdd = 2;
vss = 0O;

figure(l); clf; ylabel ("V); xlabel("tine);
title(’  convergence, with W/ light’); grid on; hold on;

figure(2); clf; ylabel ("A); xlabel ("tine’);
title(’ convergence, with U/ light'); grid on; hold on;
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figure(3); clf; ylabel ("V); xlabel ("tinme’);
title(’ convergence, no W light’); grid on; hold on;

figure(4); clf; ylabel (" A); xlabel("tine);
title(’  convergence, no W light'); grid on; hold on;

figure(5); clf; ylabel (V' ); xlabel( gate (V)’);
title(’linear neasurenent, voltage ); grid on; hold on;

figure(6); clf; ylabel (" A); xlabel('gate (V)');
title(’linear neasurenent, current’); grid on; hold on;

figure(7); clf; ylabel ("V); xlabel (’index");
title(’ W neasurenent, voltage’'); grid on; hold on;

figure(8); clf; ylabel ("A); xlabel (’index’);
title(’ W neasurenent, voltage' ); grid on; hold on;

% set tinmestanp for nmeasurenent files
I echo ‘date +%W%@%t > datefile

%init all the equi pnent
I echo init all equipnent...

i nit_equip;
Adev=" K236A’ ;
Vdev=" K617B’ ;

% programthe chip with UV |ight
step_sec = 120; %in sec (120)
prog time = 120; %in mn (120)
| oad prog. mat % ProgVss

ProgVss
Pr ogvdd
V_WL = |
A WL =1];
V_noWVL =
A noUWVL =
Time =[]
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I echo starting UV progranm ng. ..

K213 Set Vol tage(vdd/ 2, 1, " K213A); % BO
K213 Set Vol tage(vdd/ 2, 2, 'K213A); % Bl
K213 Set Vol tage(vdd/ 2, 3, 'K213A); % B2
K213 _Set Vol t age(vdd, 1, 'K213B'); % Nl |

% programm ng and neasurenment of convergence tinme
for i=0:step_sec:prog_tinme*60
K213 Set Vol t age( ProgVvdd, 3, 'K213B'); % Vvdd
K236_Set Vol t (ProgVss, ' K236A ); % Gad
[a_uvl, v_uvl, tine] = uv_light_prog(step_sec, Vdev, Adev);

pause(3);

K213 Set Vol t age(vdd, 3, ’'K213B'); % Vvdd
K236_Set Vol t (vss, 'K236A ); % Gnd

pause( 3);

v_nouvl = K617 _ReadQui ck(Vdev); % get programred voltage
a_nouvl = K236_ReadQui ck(Adev); % get programed current
v_nouvl

% add values to vector
V_UWL = [V_UWL, v_uvl];
A WL =[A UL, a uvl];
V_noUWWL = [V_noWL, v_nouvl];
A noUWL = [A noUWL, a _nouvl];
% previous tine index, to get the tine right
t = i/step_sec;
if t <=0

Time = [Tinme, tine];
el se

Time = [Tine, time+Time(t)];
end
figure(l); plot(Time, V_UVL);
figure(2); plot(Time, A UWL);
figure(3); plot(Tinme, V_noUWL);
figure(4); plot(Tinme, A noUVL);

end

% uni quely store data for |ater

save dac_uv. mat Progvdd vdd ProgVss vss ...
Time V_UVL V._noWL A WL A noUVL

I cp dac_uv. mat dac/dac_uv.‘cat datefile’. nat
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I echo starting neasurenent run...

% set all voltages

K213_Set Vol tage(vdd, 1, 'K213B); % Nwell
K213 _Set Vol t age(vdd, 3, 'K213B'); % vdd
K236_Set Vol t (vss, 'K236A); % Gnd

% neasure and store in vector and file

% | i near measur enent
Vdac
Adac
Din =[];
for din=0:0.01:2

K213 _Set Vol tage(din, 1, "K213A); % BO
K213 _Set Vol tage(din, 2, 'K213A); % Bl
K213 Set Vol tage(din, 3, "K213A'); % B2
pause(3);
[resV, ovflA]
[resA, ovflA]
din
resV
Din = [Din, din];
Vdac = [Vdac, resV];
Adac = [Adac, resA];
figure(5); plot(D n, Vdac);
figure(6); plot(D n, Adac);
end
save dac_lin.mat vdd vss Din Vdac Adac

=[]
=[]

K617 ReadQui ck( Vdev);
K236 _ReadQui ck( Adev) ;

I cp dac_lin.mat dac/dac_lin.‘cat datefile’. mat

% set all voltages

K213 Set Vol tage(vdd, 1, 'K213B ); % Nwell
K213 _Set Vol t age(vdd, 3, 'K213B'); % Vvdd
K236_Set Vol t (vss, 'K236A ); % Gnd

% MV neasur enent
Bitval = [0 00
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001
010
011
100
101
110
11 1];
Vdac = [];
Adac = [];
Din=T[];
for din=1:8
for 1=1:10
K213 Set Vol tage(BitVal (din, 3)*vdd, 1, *K213A); % BO
K213 Set Vol tage(BitVal (din, 2)*vdd, 2, 'K213A); % Bl
K213 _Set Vol tage(BitVal (din, 1)*vdd, 3, 'K213A'); % B2
pause( 3);
[resV, ovfl Al = K617_ReadQui ck(Vvdev);
[resA, ovflA] = K236_ReadQui ck( Adev);
din
resV
Din = [Din, din];
Vdac = [Vdac, resV];
Adac = [Adac, resA];
figure(7); plot(Vdac);
figure(8); plot(Adac);
end
end

save dac_nmv. mat vdd vss Din Vdac Adac
I cp dac_nv.mat dac/dac_nv.‘cat datefile'. nat

I echo DAC neasurenment ending. ..

D.2.6 BMVC Presentation

% Makes t he BWC neasurenent data presentabl e.

% pl ot neasurenents for the BWC
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cl ear;
% ready figure w ndows

%l inear with ideal +act ual

figure(1l); clf; ylabel (" V.{M} (V) );
x|l abel (" V_{Bn} (V)’); grid on; hold on;

% I|inear with deviance of actual fromi deal

figure(2); clf; ylabel (" V.{M},ideal - V_{MW},actual (V) );
xlabel (" V_{Bn} (V)’); grid on; hold on;

% | inear anp with ideal +act ual
figure(3); clf; ylabel ("dV_{W}/dV_{Bn} (V)');
xlabel (" V_{Bn} (V)’); grid on; hold on;

% my with ideal +act ual

figure(4); clf; ylabel (" V_{W} (V)');

x| abel (" Binary input (B_ {2}B {1}B {0})"); grid on; hold on;
set (gca,’ XTickLabel’, [’ "]);

% my with deviance of actual fromi deal

figure(5); clf; ylabel ("V_{W},ideal - V_{MW}, actual (V)');
x|l abel (" Binary input (B _{2}B {1}B {0})"); grid on; hold on;
set (gca,’ XTickLabel’, [’ "]);

% mv anp with ideal +act ual

% $$$ figure(6); clf; ylabel ("V_{W}/dV_{Bn}
% $$$ x| abel (' Binary input (B_ {2}B{ 1}B {0})’
% $$$ set(gca,’ XTickLabel’, [ "]);

(VM)");
); grid on; hold on;

%load file with |Iinear neasurenments
| oad(’ dac_lin.mat’);

% linear with ideal +act ual
X=0:2/ (1l engt h(V_nmv)-1):2;
y(1)=V_mv(1);

y(2)=1;
y(3)=V_mv(length(V_mv));
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x=[0 1 2];

z=polyfit(x, vy, 1);

V_nv_ideal =pol yval (z, X);

figure(l); plot(X, V.nv_ideal, "b--");

%l ot |inear actual
X=0:2/ (1l engt h(V_mv)-1):2;

figure(l); plot(V_bin, V.nv, k-"); legend( ideal’, actual’,

print -deps2 ../../figs/dac_linear. eps;

%Il inear with deviance of actual from i deal
X=0:2/ (length(V_nv)-1): 2;
y(1)=V_mv(1);

y(2)=1;

y(3)=V_mv(l ength(V_nv));

x=[0 1 2];

z=polyfit(x, vy, 1);

V_nv_ideal =pol yval (z, X);

%W/ _nv_dev=abs(V_nv_ideal - V_nmv);
V_nv_dev=V_nv_ideal - V_nv;
figure(2); plot(X, V_nv_dev,’ k-");

print -deps2 ../../figs/dac_linear_dev. eps;

% I|inear anmp with ideal +act ual
X=0:2/ (length(V_nv)-1): 2;
Vin_diff=diff(X);

y(1)=vV_mv(1);

y(2)=1;

y(3)=V_mv(length(V_nv));

x=[0 1 2];

z=polyfit(x, vy, 1);

V_nv_ideal =pol yval (z, X);
V_nv_ideal _diff=diff(V_nmv_ideal);
X=0+2/ (1 engt h(V_nmv)-1):2/(length(V_nv)-1):2;

figure(3); plot(X, V_nv_ideal _diff./Vin_diff, b--");

V_nv_di ff=diff(V_nv);

0);
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%igure(3); plot(X, V.nv diff./Vin_diff, k-");
Vsnmooth = csaps(X, V.mv _diff./Vin_diff, 0.5 X);

figure(3); plot(X, Vsnooth, k-"); legend(’ideal’,’ actual’,

print -deps ../../figs/dac_linear_anp.eps;

%load file with neasurenents

| oad(’ dac_nmv. mat’);

% mv with ideal +act ua
low ind = find(V_bin==1);

hi gh_ind = find(V_bi n==8);

| ow_nmean = nmean(V_nmv(low_ind));

hi gh_nmean = mean(V_nv(high_ind));

nmv_steps = (high_nmean - low nean) / 7 ;

V_nv_ideal =1];

for i=1:8

for j=1:10
V_nv_ideal = [V_nv_ideal |low nmean + (mv_steps*(i-1))];
end

end

figure(4); plot(V_nv_ideal, b--");
figure(4); plot(V_mv, k-"); legend(’ideal’, actual’, 0);

print -deps2 ../../figs/dac_nv. eps;

% nmv with deviance of actual fromi dea

low ind = find(V_bin==1);

hi gh_i nd = find(V_bin==8);

| ow_nean mean(V_nv(l ow_ind));

hi gh_nmean = mean(V_nv(high_ind));
nv_steps = (high_nean - low nean) / 7 ;
V. nv_ideal =1];

for i=1:8

0);
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for j=1:10
V_nv_ideal = [V_nv_ideal |low nmean + (mv_steps*(i-1))];
end
end
%W nmv_dev=abs(V_nv_ideal - V_nv);
V_nv_dev=V_nv_ideal - V_nv;

figure(5); plot(V_nv_dev,’ k-");

print

-deps2 ../../figs/dac_nv_dev. eps;

% nv anp w th ideal +act ual
% |inear anp with ideal +act ual

% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$
% $$$

low ind = find(V_bin==1);

hi gh_i nd = find(V_bin==8);
| ow_nean = nmean(V_mv(low_ind));
hi gh_nmean = nmean(V_mv(high_ind));
nmv_steps = (high_nmean - low nean) / 7
V. nv_ideal =1];
for 1=1:8
for j=1:10
V_nmv_ideal = [V_nmv_ideal |low nmean + (nmv_steps*(i-1))];
end
end
V_nv_ideal _amp =[];

for i=1:1ength(V_nmv)-10

V_nv_ideal _anp(i+10) = V_nv_ideal (i) - V_nmv_ideal (i+10);
end
figure(6); plot(V_nv_ideal _anp, b--");

V_nv_anp = [];
for i=1:1ength(V_nmv)-10
V_rmv_amp(i+10) = V_nmv(i) - V_mv(i+10);
end
figure(6); plot(V_nmv_anp, ' k-"); legend(’ideal’,’  actual’, 0);

print -deps2 ../../figs/dac_nv_anp. eps;
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