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Chapter 1

Introduction

The nucleus is a quantum mechanical system and can only be in certain discrete
energy levels and the ground state is the level with the lowest energy. At what
energies the excited levels occur relative to the ground state varies from nucleus
to nucleus and the occurrence of these levels increases exponentially as the energy
increases. The average number of levels at a particular excitation energy, per
unit energy, is the nuclear level density. Excited levels quickly decay to other
levels with lower energy by emitting “-rays until the nucleus reaches the ground
state. On average, the distribution of emitted “-ray energies and the lifetime of
the level is governed by the “-ray strength function and the level density at the
final excitation energy. The main focus of this work is the nuclear level density
and the “-ray strength function, which are statistical properties of the nucleus
and contain vital information about the nuclear structure and decay.

The outcome of nuclear reactions are strongly linked to the statistical
properties of the final residual nucleus and are predicted within the statistical
framework of Hauser-Feshbach theory [1]. Accurate knowledge about the
neutron-capture rates are of utmost importance within the field of nuclear
astrophysics as they significantly impact the model predictions of the slow (s-
process), intermediate (i-process) and rapid (r-process) neutron-capture processes
responsible for the nucleosynthesis of elements heavier than iron [2–6]. Typical
theoretical estimates of capture rates on unstable neutron-rich nuclei can vary
as much as three or four orders of magnitude. Therefore, these rates represent a
large source of uncertainty for model predictions on the abundance distribution
of elements.

Experimental measurements of the “-ray strength function and nuclear level
density are complicated. Most methods are only able to measure either the level
density or the “-ray strength function. The analytical framework called the Oslo
method is the only method able to simultaneously measure both [7]. With the
Oslo method, a large enhancement at low “-ray energy in the “-ray strength
function of 56,57Fe was reported in 2004 [8]. This was the first observation of
such an enhancement and has since been found in nuclei ranging from as light as
43Sc [9] and as heavy as 152Sm [10]. Assuming the presence of the enhancement
in neutron-rich nuclei, it has been shown that the enhancement could cause an
increase in capture rate of as much as two orders of magnitude [11].

The Oslo method is applied to experimental data where “-ray spectra and
the initial excitation are measured. Typically, experiments use beams of light
ions (protons, deuterons, 3He ions or – particles) impinging on a isotopically
enriched target material. Induced nuclear reactions produce a particular residual
nucleus. Scattered fragment particles are measured in coincidence with the
“-rays de-exciting the residual nucleus. The reaction channels are chosen by
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1. Introduction

selecting the desired scattered particle type (i.e. proton, deuteron, triton, –, . . . ),
while the initial excitation energy of the residual nucleus is found from kinematic
reconstruction. An excitation versus “-ray energy matrix is constructed from
the coincidences, and the “-ray strength function and nuclear level density are
uncovered by applying the Oslo method. For most nuclei close to the valley
of stability, the “-ray strength functions and nuclear level densities are easily
probed with light ion beams. However, to reach neutron-rich nuclei further away
than one or two neutrons from stability, other types of experiments have to
be employed. One alternative approach is using inverse kinematics, where a
heavy ion beam impinges on a target of light particles, e.g. deuterated plastic
targets. Another method is the —-Oslo method where “-rays following —-decay
are measured in total “-absorption spectroscopy [12]. The main topic of this
thesis is the application of the Oslo method on inverse kinematics experiments.
The thesis work also included the development and implementation of LaBr3:Ce
detectors and digital data acquisition systems for OSCAR.

This thesis is structured in two main parts. The first chapters introduce
concepts and provide context to the second part which contains four papers.
Central theoretical models of the nuclear level density and “-ray strength function
are presented in Chapter 2, as well as a short description of the Hauser-Feshbach
theory of nuclear reactions. Chapter 3 provides an overview of the latest detector
developments and the equipment enabling the experiments while Chapter 4
introduces the Oslo method. Challenges and experiences unique to inverse
kinematics experiments are discussed in Chapter 5. Lastly, Chapter 6 will
summarize the thesis and present some ideas for future experiments.

The papers cover a diverse set of topics. In Paper I the “-ray strength function
and nuclear level density of 87Kr are extracted from an inverse kinematics
experiment at iThemba LABS. This was the proof-of-principle experiment
showing that the Oslo method could be applied on data from inverse kinematics.
Paper III applies the Oslo method on data from an inverse kinematics experiment
with a radioactive 66Ni beam at ISOLDE CERN, to probe the level density and
“-ray strength function of 67Ni.

Paper II presents the level density and “-ray strength function of 63Ni. The
data was collected during the commissioning experiment of a new fast-timing
array at iThemba LABS. Characterization of this array is presented in Paper IV.
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Chapter 2

Theory

Nuclear level density

The nuclear level density (NLD) is the number of levels in the nucleus per energy
unit,

fl(Ex, J, fi) = N(Ex, J, fi)
�E

, (2.1)

where N(Ex, J, fi) is the number of levels with spin J and parity fi, within an
excitation bin with energy Ex and width �E. Summing over spin and parity
gives the total level density

fl(Ex) =
ÿ

J,fi

fl(Ex, J, fi) =
ÿ

J,fi

fl(Ex)g(Ex, J)·(Ex, fi), (2.2)

where g(Ex, J) is the spin distribution and ·(Ex, fi) is the parity distribution.
For the vast majority of nuclei, the parity distribution will be roughly the same
for both odd and even parity. There are examples where this is not true such
as 60Ni, where the first odd-parity level occurs at around 4 MeV [13]. For the
nuclei studied in this thesis, the parity distribution is assumed to be equal. The
spin distribution is usually modeled with the Ericson distribution [14]

g(Ex, J) = exp
3

≠ J2

2‡2(Ex)

4
≠ exp

3
≠ (J + 1)2

2‡2(Ex)

4

¥ 2J + 1
2‡2(Ex) exp

3
≠ (J + 1/2)2

2‡2(Ex)

4
,

(2.3)

where ‡(Ex) is the spin cut-o� parameter.
If the nuclear level density and the spin distribution are known, the density

of states can be found using

�(Ex) =
ÿ

J

(2J + 1)fl(Ex, J). (2.4)

Observant readers might have made the connection that the state density
essentially is a partition function. The connection to statistical mechanics
is the main inspiration for the common phenomenological models of the nuclear
level density.

Arguably, the first and most well known model for the nuclear level density
is the Back-shifted Fermi gas model (BSFG). It was first derived by Bethe [15]
in 1936, approximating the nucleons as non-interacting fermions in a common

3



2. Theory

potential. The modern formulation of the model was presented in 1965 by Gilbert
and Cameron [16]:

flBSFG(Ex) =
Ô

fi

12‡(Ex)
exp(2


a(Ex ≠ ”))

a1/4(Ex ≠ ”)5/4
, (2.5)

where a is the level density parameter, ” is the energy shift and ‡(Ex) is the
spin cut o� parameter. Another well known model is the Constant temperature
(CT) model first proposed by Ericson in 1959 [17]:

flCT(Ex) = 1
T

exp
3

Ex ≠ E0

T

4
, (2.6)

where T is the nuclear temperature and E0 is an empirical shift parameter. The
constant temperature model arises from the assumption that added energy to
the nucleus will be used to break nucleon pairs, analogous to a phase change.
Once enough nucleon pairs have melted, the nucleus will transit into a state that
can be described as a Fermi gas.

There are several proposed models for the spin cut o� parameter. Most
notable are the rigid moment of inertia (RMI) formula proposed by von Egidy
and Bucurescu in 2005 [18], the formula of Gilbert and Cameron [16] and
the formula by von Egidy and Bucurescu proposed in 2009 [19]. The RMI is
parameterized as

‡2(Ex) = 0.0146A2/3
1 +


4a(Ex ≠ ”)
2a

, (2.7)

where a and ” are the density and shift parameter, respectively, from the BSFG
model and A is the mass number of the nucleus. Gilbert and Cameron’s formula
for the spin cut-o� parameter is

‡2(Ex) = 0.0888A2/3a

Ú
Ex ≠ ”

a
. (2.8)

The formula of von Egidy and Bucurescu proposed in 2009 is

‡2(Ex) = 0.391A0.675(E ≠ 0.5P Õ
a)0.312, (2.9)

with the P Õ
a parameter being related to the deuteron pairing energy by

P Õ
a = (≠1)Z+1Pd and Z being the atomic number. Another frequently used spin

cut o� model was proposed by Guttormsen et al. in 2017 [20], assuming ‡2(Ex)
as linearly increasing with excitation energy:

‡2(Ex) = ‡2

d + Ex ≠ Ed

Sn ≠ Ed
(‡2(Sn) ≠ ‡2

d). (2.10)

The spin cut o� parameterm ‡d, is estimated by fitting the spin distribution
to the known discrete levels at excitation energy Ex = Ed. The spin cut o�

4



parameter at the neutron separation energy, ‡(Sn), is not explicitly defined and
is often taken from other spin cut o� models such as Eq. (2.7), (2.8) or (2.9).

The spin distribution is notoriously di�cult to measure as there are few direct
observables, though some results inferred from neutron evaporation spectra exist
[21]. Within the Oslo method, the reliance on model predictions for spin
distributions often yield the largest source of systematical uncertainty. Model
dependence enters the Oslo method as part of the normalization explained in
Chapter 4. The uncertainties and impact of having to rely on model predictions
for the spin distribution are subject in both Paper I and Paper II.

“-ray strength function

The time it takes an excited energy level to decay is its lifetime, · . The inverse
of the lifetime, ⁄ = 1/· , is the decay rate. Excited levels are not stationary
states, thus their energy will be subject to the Heisenberg uncertainty principle,
�E�t Ø ~. The uncertainty of the energy level, its width, is related to the
lifetime by �E = � = ~/· = ~⁄. When the excited level decays, the total width
of the level, �, will be the sum of all partial widths as � =

q
i �i. The branching

ratio to a particular level is the ratio of partial to total width, �i/�.
The “-ray strength function is defined as [22]

fXL(E“ , Ei, Ji, fii) =
È�XL

“ Í(E“ , Ji, fii)
E2L+1

“
fl(Ei, Ji, fii), (2.11)

for each multipolarity X = E or M and L = 1, 2, 3, etc. È�XL
“ Í(E“ , Ji, fii) is

the average partial width for decay with “-ray energy E“ from the initial levels
in excitation bin, Ei, with spin and parity Jfi

i . fl(Ei, Ji, fii) is the density of
initial levels. At the excitation energies subject to this thesis, the “-ray strength
function is strongly dominated by dipole transitions (L = 1). From here on, only
dipole strength is considered.

As originally defined, the “-ray strength function depends on the “-ray energy,
initial excitation energy, spin and parity. In addition, there is a distinction
between upward strength describing excitation due to photo-absorption and
downward strength describing decay. In 1955, David Brink hypothesised in his
doctoral thesis that the cross-section for photo-absorption should have the same
shape regardless of whether the nucleus is in its ground state or an excited
state [23]. The hypothesis was further expanded upon by Peter Axel in 1962
[24] in what is commonly known as the generalized Brink-Axel hypothesis. The
hypothesis essentially states that the “-ray strength function is independent of
initial excitation energy, spin, parity and direction (upwards or downwards),
meaning that

f(E“ , Ei, Ji, fii) = f(E“). (2.12)

Within the Oslo method, the “-ray strength function is extracted from a wide
range of initial excitation energies, implicitly assuming the general Brink-Axel
hypothesis. The validity of the hypothesis has been the subject of great debate,
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Figure 2.1: “-ray strength function in 98Mo measured with the Oslo method
(closed circles) [29] and by photo-excitation (open circles) [30]. The red line
shows the SLO model with parameters taken from RIPL-3 [13] while the blue
line shows the SMLO model [31, 32].

with some experimental results favouring the hypothesis [25–27] and some results
claiming the opposite [28].

The dipole “-ray strength function of most nuclei is dominated by a few
resonance-like features. The electric dipole strength function is dominated by a
large resonance known as the electric giant dipole resonance (GDR), typically
centered around 15 to 20 MeV depending on the mass of the nucleus. At the
macroscopic scale, the GDR is understood as the result of collective motions of
neutrons and protons oscillating against each other. There are many models
seeking to describe the shape of the GDR, the simplest being the standard
Lorentzian (SLO) [22, 23]:

fSLO(E“) = ‡r

3fi2~2c2

E“�2
r

(E2
“ ≠ E2

r )2 + E“�2
r

, (2.13)

where Er is the centroid energy, �r the width and ‡r the peak cross section.
Although e�ective at describing the “-ray strength close to the GDR peak,
the SLO often breaks down at lower “-ray energies. Often the strength gets
over-estimated as illustrated in Figure 2.1. Better reproduction can be obtained
with the simple modified Lorentzian (SMLO) [31, 32]

f(E“) = 1
3fi2~2c2

‡r�r

1 ≠ exp (≠E“/T )
E“�(E“ , T )

(E2
“ ≠ E2

r )2 + �2(E“ , T )E2
“

, (2.14)
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where the width of the resonance,

�(E“ , T ) = �r

Er

3
E“ + 4fi2

Er
T 2

4
, (2.15)

depends on both the “-ray energy and the nuclear temperature at the final
level. The temperature dependence of the SMLO means that it does not strictly
comply with the assumptions of the Brink-Axel hypothesis. Nevertheless, the
formula is e�ective at describing the shape of the GDR as seen in Figure 2.1,
and has been shown to systematically reproduce experimental data [32, 33].

In addition to the GDR, the electric dipole strength sometimes features a
smaller, more narrow resonance known as the Pygmy dipole resonance (PDR),
typically centered around 6 ≠ 10 MeV. The PDR is usually associated with
more neutron-rich nuclei and has been suggested to be induced by neutron skin
oscillation [34].

The magnetic dipole strength of nuclei is typically much lower than its electric
counterpart. The largest contributor to the magnetic dipole strength is the giant
magnetic dipole resonance (GMDR). It is caused by particle-hole excitations
between j = l ± 1/2 orbitals and typically occurs at about 6 ≠ 8 MeV [35].
Deformed nuclei feature the Scissors resonance [36] at “-ray energies around
2≠4 MeV and is understood to originate from the protons and neutrons oscillating
against each other in a scissor-like motion. Systematic behaviour of the Scissors
resonance has been studied extensively with the Oslo method [37–40].

In 2004, Voinov et al. [8] observed a large increase in the “-ray strength
function as the “-ray energy decreased in the results from an Oslo method
experiment on 56,57Fe. At the time, this observation was contrary to the general
belief that the “-ray strength function should continue to decrease [8]. The
structure is usually referred to as the low energy enhancement (LEE) or the
upbend. In the years since the initial discovery, similar enhancements have
been observed in several nuclei from Sc to Mo and Sm [9, 10, 33, 41]. Initially,
the observation was met with scepticism, but the debate was resolved with the
observation of a similar enhancement in 95Mo by Wiedeking et al. in 2012 using
an independent method [42], confirming the results of Ref. [41]. Examination
of the angular distribution of “-rays revealed that the enhancement is due to
dipole transitions [43]. There have been attempts to experimentally determine if
the enhancement is electric or magnetic in nature, though results so far have
been inconclusive [44]. There are also theoretical attempts at describing the
enhancement, with one model suggesting both an electric character [45] while
shell model calculations suggest magnetic character [46].

Microscopic descriptions of the nuclear level density and
gamma-ray strength function

Thus far, the focus has been on semi-empirical macroscopic models and
explanations for the shapes and features found in the NLD and “SF. Approaching
the subject from the perspectives of shell model and many-body quantum
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2. Theory

mechanics should provide a more physically informed description of the features
seen in the NLD and “SF. The following section briefly introduces the most
central concepts of many-body quantum mechanics and the nuclear shell model.
A more comprehensive introduction to the subject can be found in the book
From Nucleons to Nucleus by Jouni Suhonen [47].

Most microscopic models of the nucleus usually start out with the mean-field
approximation, in which it is assumed that the potential that a single nucleon
experiences can be reduced to a central potential VMF. This potential arises
from its mean interactions with the A ≠ 1 other nucleons within the nucleus.
Using a Woods-Saxon potential and a spin-orbit interaction results in the typical
orbitals found in the shell model. The Schrödinger equation for the nucleus is
reduced to a system of A non-interacting fermions in a common potential and
its wave function simply being the product of A single-particle wave functions.
With the mean field approximation alone, many observed phenomena are well
described, such as the magic numbers, spins and parities of most even-even and
even-odd nuclei.

A model of the nucleus with no interactions between the nucleons is
unfortunately too simplistic and will not be able to reproduce most of the excited
levels. However, adding a residual interaction, Vres, to the nuclear potential,
corresponding to the interaction of nucleons with neighbouring nucleons gives a
much more realistic results. The starting point for evaluating such a model is
the Hartree-Fock method. Slater determinants, which are the antisymmetrized
product of the mean field single particle wave functions,

�n(r1, . . . , rA) = A
C

AŸ

i=1

„–i(ri)
D

, (2.16)

are used as the basis for the many-body wave function of the nucleus. A is an
antisymmetrization operator responsible for ensuring the wave functions complies
with the Pauli principle and „–i is the single particle wave function. Eigenstates
and wave functions of the nucleus are found by diagonalizing the Hamiltonian in
this basis. Once the wave functions of the nucleus are found, the level density
can be deduced by counting the number of levels. The “-ray strength function is
found by applying the appropriate electromagnetic operator to get the transition
strength between levels.

As the number of nucleons in the nucleus increases, so do the dimensions of
the Slater determinants. After only a dozen or so nucleons, the dimentionality
of the problem becomes so immense that it is practically impossible to solve and
approximations have to be made. Still, wave functions and eigenvalues can be
obtained by strategically freezing out degrees of freedom. The simplest approach
is to assume an inert core, usually a doubly-magic nucleus, and only allow
interactions between the valence nucleons in orbitals outside of the core. The
number of orbitals outside the core has to be limited such that the dimensions
of the problem are manageable. Typically, this means only orbitals within the
same major shell will be included. E1 transitions require a change in parity
and since most shell model calculations are truncated to a single major shell,
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these calculations often only provide strength for M1 and E2 transitions. In
Paper I, such large shell model calculations within a limited model space were
performed with a 78Ni core and e�ective interaction described in Refs. [48, 49]
and references within, to investigate if the low energy enhancement of 87Kr could
be replicated. Results from similar calculations [50] were compared with the
experimental “-ray strength function of 63Ni and 67Ni in Paper II and Paper III,
respectively.

Imposing further restrictions on the types of excitation available (e.g.
only single particle-hole excitation, two particles-two holes, etc.), and other
approximations has lead to a myriad of methods and formalisms. Some of
these are the Hartree-Fock-Bogoliubov (HFB) [51], random-phase approximation
(RPA) [52], quasiparticle random-phase approximation (QRPA) [53], etc. The
specifics of these methods are beyond the scope of this thesis. In general, they
will not be as accurate as direct diagonalization of the Hamiltonian, though they
may operate with more orbitals allowing for predictions of E1 strength.

Nuclear reactions

Nuclear reactions are complicated. The probabilities for di�erent outcomes are
determined by numerous factors such as the structures of the target and residual
nuclei and the energy of the projectile. Reactions typically fall under one of
three categories: direct, pre-equilibrium or compound. The major distinction
between these types of reactions is the number of nucleons involved and the
timescale. In the case of direct reactions, only a small number of nucleons
will be involved and the time scale will be comparable with the time it takes
the projectile to traverse the diameter of the target nucleus. On the contrary,
compound reactions will involve most, if not all, nucleons as the energy of the
projectile will be distributed and a compound nucleus in thermal equilibrium
is formed. As the projectile energy is distributed amongst the other nucleons,
the compound nucleus f̈orgetsḧow it was formed. The decay of the compound
nucleus is independent of how it was made, depending only on energy, spin
and parity conservation laws. Thus, the cross section for creating a compound
nucleus is independent of how it decays, and the cross section for a particular
reaction with incoming channel a and outgoing channel b can be separated as

‡(a, b) = ‡CN

a Pb (2.17)

where ‡CN
a is the cross section for the formation of the compound nucleus and Pb

is the probability of its decay with outcome b. Conversely, direct reactions will
have strong correlations between the incoming projectile and final outcome of the
reaction. The last category, pre-equilibrium reactions, are reactions where the
projectile and target nuclei will not reach thermal equilibrium before decaying,
thus retaining features of both direct and compound reactions.

The rest of this section will concern mainly neutron capture reactions at
neutron energies relevant for neutron capture processes responsible for the
nucleosynthesis of heavy elements [3]. Typical energies for such reactions range

9



2. Theory

from a few eV up to a few keV. At these energies, compound reactions will be
the dominant reaction mechanism.

Hauser and Feshbach presented in 1952 a framework that enables calculations
of the compound reaction cross section from level densities and “-ray strength
functions [1]. Within the Hauser-Feshbach framework, the cross section for
a compound nucleus being formed when a neutron hits the target nucleus is
calculated within the optical model. Once formed, the excited compound nucleus
could have many decay channels open, but for neutron energies below an MeV
or so, there are usually only two possible decay paths. Re-emitting a neutron or
emitting “ rays, trapping the neutron inside the compound nucleus. Simplified,
the capture cross section given by the Hauser-Feshbach theory will be

‡(n, “) = ‡CN

n
T“q
f Tf

, (2.18)

where

T“ =
ÿ

XL

⁄ Sn+En

0

2fiE2L+1

“ fXL(E“)
ÿ

J,fi

fl(Sn + En ≠ E“ , J, fi)dE“ (2.19)

is the total transmission coe�cient for “-ray decay and
q

f Tf is sum over all
possible final outcomes.

In Paper I and Paper III, the neutron capture rates of 86Kr and 66Ni
were calculated with the TALYS reaction code [54], respectively. Providing
experimental NLDs and “SFs allowed for considerable containment of the capture
rates and cross-sections.
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Chapter 3

Detectors and data acquisition
In 2001, a new type of inorganic scintillator detector was discovered - the
cerium-doped LaBr3 crystal [55]. It soon become apparent that this material has
exceptional properties as a “-ray detector. LaBr3:Ce has an extremely high light
yield of more than 6.1 ◊ 104 photons per MeV and exceptional timing properties
of the order of only a few hundred picoseconds. The relatively high density and
high proton number of the material gives it a high e�ciency for high-energy
“-ray detection.

The high scintillation light yield of the LaBr3:Ce material results in most
photo multiplier tubes (PMTs) quickly saturating. Therefore, specific low gain
PMTs have to be used. High stability, high-voltage power supplies capable of
providing high currents are required to ensure the PMT remains linear for all
“-ray energies [56, 57].

The OSCAR array

The nuclear physics group at the University of Oslo was awarded a 25M NOK
grant to develop and implement a new “-detector array in 2016. A part of
this thesis work was to commission the new detectors and its accompanying
electronics.

The Oslo SCintilator ARray (OSCAR) consists of 30 large-volume LaBr3:Ce
detectors (3.5 ◊ 8-inch) and replaced the old NaI-detector based CACTUS array.
Each of the 30 LaBr3:Ce crystals, PMTs and voltage dividers were characterized
to determine the optimal operational voltages, resolution performance etc.
Together with the new detectors, a new versatile support frame for the detectors
was built. The project saw the creation of a new reaction chamber to house
the targets and the Silicon Ring (SiRi) [58] particle telescope. A picture of the
OSCAR array is shown in Figure 3.1. Figure 3.2 presents a picture of the new
target chamber with the SiRi telescope mounted at backwards angles.

Accompanying the new detector array, a new data acquisition system was
also commissioned. This system consisted of seven new Pixie≠16 digital pulse
processing modules from XIA, with two modules featuring 500 MHz analog-to-
digital converters (ADCs) and the rest of the modules having 250 MHz ADCs. A
picture of the electronics rack is shown in Figure 3.3. The power provided to the
electronics is isolated by a transformer to avoid any unwanted coupling. Detector
signals are continuously sampled and all processing such as triggering, energy
and time filtering is done digitally in real time. To read out the modules, new
programs XIAengine and XIAonline were developed. XIAengine is responsible
for communicating with the XIA modules, storing list-mode data to disk. It also
provides a simple graphical user interface for modifying settings such as shaping

11



3. Detectors and data acquisition

Figure 3.1: The OSCAR “-detector array consisting of 30 large-volume LaBr3:Ce
detectors.

time, trigger thresholds, etc. The XIAonline program monitors the data read
out in real time and performs an online analysis for diagnosis and monitoring
of the experiment. The entire DAQ software suite is open source and available
online [59].

The OSCAR array coupled with the SiRi detectors represents the ideal
experimental setup for Oslo-method-type experiments. A light ion beam of e.g.
protons or – particles is provided by the MC-35 Scanditronix cyclotron impinges
on a target producing a highly excited compound nucleus. Fragment particles
from the reaction (e.g. protons, deuterons, etc.) are emitted and hits the SiRi
particle telescope. SiRi consists of a thin (130 µm) �E detector and a thick (1550
µm) E detector. From the energy deposited in the two detectors, the particle
species are identified and the reaction channels can be selected. From simple
two-body scattering kinematics, the excitation energy of the residual excited
nucleus is determined from the measured energy and scattered angle of the
fragment particle [60]. Coincident “-rays are selected by gating on the prompt
time peak. A matrix of excitation energy versus “-ray energy is constructed from
these coincidences. Such matrices are the raw input data for the Oslo method
presented in Chapter 4.
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Figure 3.2: New target chamber made for the OSCAR array. A variety of targets
are mounted on the target wheel in front of the SiRi particle telescope.

The Fast Timing Array

With the exceptional timing properties and the high resolution of LaBr3:Ce, it has
become feasible to directly measure lifetimes of excited states at the picosecond
scale. A new detector array consisting of eight 2 ◊ 2-inch LaBr3:Ce detectors
was commissioned in 2017 at iThemba LABS. During the commissioning, several
measurements with radioactive sources such as 60Co, 152Eu, 22Na and 133Ba
were performed to characterize the energy resolution and the coincident resolving
time (CRT) of the detectors. Signals from the detectors were processed by a 500
MHz, 14-bit Pixie≠16 DGF module from XIA. Results of these measurements
are presented in Paper IV. In addition to the source measurements, an in-beam
commissioning experiment with a 27 MeV proton beam was carried out at the
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3. Detectors and data acquisition

Figure 3.3: Rack with all the electronics powering the OSCAR and SiRi array.
On the top, a patch panel provides easy access to the detector signals that are
connected to the XIA modules mounted in the crate directly below. In the
NIM crate below, the power supplies for the OSCAR detectors are mounted
and the bottom NIM crate has the power supply for the SiRi detectors and
pre-amplifiers. The desktop computer to the left is responsible for the readout
of the XIA modules over a fiber optic interface, ensuring electric separation.

14



AFRODITE array [61] at iThemba LABS. The experiment had six of the 2 ◊ 2-
inch LaBr3:Ce detectors mounted in the AFRODITE frame together with eight
Compton-suppressed High-Purity Germanium (HPGe) CLOVER detectors. An
additional two large volume LaBr3:Ce detectors on loan from the University of
Oslo were also used. Deuteron-“ coincidences were measured following (p, d)
reactions on a 45Sc and a 64Ni target. The deuterons were measured by two
annular silicon detectors of the S2 type mounted at forward angles. The results
from the 64Ni(p, d)63Ni reactions were analyzed with the Oslo method and are
the subject of Paper II. During work on this thesis, the FTA detectors were
characterized and the lifetime of the first-excited state in 152Sm was measured
and is presented in Paper IV. In-beam measurements with the 45Sc target were
analyzed to obtain the in-beam characteristics of the detectors. This work was
done as part of the PhD project of Lumkile Msebi [62].
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Chapter 4

The Oslo method
The starting point for the Oslo method are the excitation energy versus “-energy
matrices measured in experiments, as described in Chapter 3. An example of
such a matrix is shown in Figure 4.1. The unfolding method [63] is applied to
raw excitation-“ matrices to account for the detector response, producing the
unfolded matrix. Applying the first generation method [64] to the unfolded matrix
produces the first-generation matrix which the NLD and “SF are extracted from.
In this chapter, the steps of the Oslo method will be presented, starting with
the unfolding method.

The unfolding method

The “-ray spectra found in the raw excitation energy versus “-ray energy matrices
is the detector’s response to the true spectrum of incident “-rays. The raw
spectrum is often referred to as the folded spectrum, f , and the spectrum of
incident “-rays as the unfolded spectrum, u. The folded spectrum will be related
to the unfolded by

f = Ru, (4.1)

where R is the response of the detector. If the folded (f) and unfolded (u)
spectrum are represented as vectors, the process of recovering the unfolded
spectrum becomes a matrix inversion problem. However, directly inverting
the response matrix will lead to unphysically large fluctuations and introduce
unwanted artificial structures. Using an iterative method to invert the spectrum
reduces the amount of artificial structures significantly. The algorithm starts out
with an initial unfolded test spectrum equal to the experimental raw spectrum:
u(0) = f . Each iteration of the method will do the following steps:

1. Fold the nth test spectrum u(n) by the detector response, f (n) = Ru(n)

2. Calculate the new test spectrum u(n+1) = u(n) + (f ≠ f (n))

3. Continue until f (k) ≥ f

The resulting unfolded spectrum from this iterative process, u(k), features strong
artificial fluctuations relative to the expected

Ô
N Poisson fluctuations. To

reduce the fluctuations to a more realistic level, the unfolded spectrum u(k) is
used to determine the Compton-scattering contribution to the raw spectrum.
The resulting Compton spectrum is smoothed and, together with contributions
from single/double-escape and annihilation processes, is subtracted from the raw
spectrum. This leaves only counts due to full-energy deposition. The unfolded
spectrum is found by dividing by the probability of full-energy deposition and
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4. The Oslo method
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Figure 4.1: Background-subtracted excitation versus “-ray energy matrix for
63Ni. The matrix has been cut along the diagonal of E“ = Ex + �E (�E = 240
keV) to emphasis features. Figure is taken from Paper II.

the absolute e�ciency of the detector. Applying the unfolding method on the
matrix shown in Figure 4.1 results in the unfolded matrix shown in Figure 4.2.

The ideal response matrix is measured by producing mono-energetic “ rays in
the experimental setup at all relevant energies. In practice, few mono-energetic “-
ray energies can be produced, and between these energies, the response spectrum
has to be interpolated. The measured responses are typically supplemented
by simulating the experimental setup using packages such as Geant4 [65]. In
Paper I, Paper II and Paper III there were no response matrices measured for
the setups. Models of the experimental setups were implemented in Geant4 to
produce the response matrices required for the analysis. The source code of
these simulations is available on GitHub [66, 67].

The first generation method

Each excitation bin contains the “-ray spectrum of all “-rays emitted during
cascades depopulating a level within the excitation-energy bin. However,
information about the nuclear level density and “-ray strength function is
only contained within the distribution of the first “-ray of the cascades. To
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Figure 4.2: Unfolded excitation versus “-ray matrix for 63Ni. Figure taken from
Paper II.

recover the first generation matrix the first generation method [64] is applied to
the unfolded matrix. The main assumption of the first generation method is that
the “-ray distribution of decays from levels within a particular excitation-energy
bin are independent of how the bin was populated, i.e. the same distribution of
first generation “ rays regardless of whether the bin was populated directly in a
reaction or it was populated as part of a “ cascade. Based on this assumption,
each excitation-energy bin will contain the first generation “ rays plus “ rays
depopulating all excitation-energy bins with less excitation energy. Thus, the
distribution of first generation “ rays emitted from each excitation-energy bin
may be recovered by subtracting the spectra from excitation-energy bins with less
excitation energy. The subtraction need to be weighted by the relative population
of the underlying bins from the initial excitation-energy bin. Applying the first
generation method on the unfolded matrix from 63Ni results in the first generation
matrix seen in Figure 4.3.
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Figure 4.3: First generation matrix for 63Ni. Figure taken from Paper II.

Extraction of nuclear level density and “-ray strength
function

The first generation matrix is proportional to the “-ray transmission coe�cient
and the nuclear level density at the final excitation energy [7]

P (Ex, E“) Ã T (E“)fl(Ex ≠ E“), (4.2)

where P is the first generation matrix, T (E“) is the “-ray transmission coe�cient
and fl(Ex ≠ E“) is the nuclear level density at the final excitation energy.

Based on this relation, a theoretical normalized first generation matrix is
given by:

Pteo(Ex, E“) = T (E“)fl(Ex ≠ E“)
Exq

E“ =Emin
“

T (E“)fl(Ex ≠ E“)
, (4.3)

where the transmission coe�cient T (E“) and fl(Ex ≠ E“) are free parameters for
each “-ray energy bin and final excitation energy Ef = Ex ≠ E“ bin, respectively.
The nuclear level density and “-ray transmission coe�cients are determined by
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minimizing

‰2 =
ÿ

Ex,E“

3
P (Ex, E“) ≠ Pteo(Ex, E“)

‡P (Ex, E“)

42

. (4.4)

The limits of excitation energy and “-ray energy are chosen to ensure that only
statistical decay is included.

A side e�ect of the proportionality is that the “ ray spectrum for each
excitation-energy bin in the first generation matrix needs to be normalized. The
normalization results in the theoretical first generation matrix becomes invariant
under transformation [7]:

fl(Ex) = AÂfl(Ex)e–Ex

T (E“) = B ÂT (E“)e–E“
(4.5)

where A, B and – are transformation parameters. This symmetry means that
there are an infinite number of solutions that minimize Eq. (4.4) and the
challenge becomes finding the actual physical solution.

Normalization

Since the first generation matrix only provides the functional shape of the NLD
and “SF, comparison with auxiliary data is necessary to obtain the physical
solution. Typical external data used for comparison are the level density found
by counting the known resolved levels, and the level density at the neutron
separation energy. The NLD at the neutron separation energy is found by
inverting the neutron s-wave resonance spacing D0: [7]

fl(Sn, Jt + 1/2, fit) + fl(Sn, Jt ≠ 1/2, fit) = 1
D0

, (4.6)

where Jt and fit are the ground state spin and parity of the A ≠ 1 nucleus,
respectively. The total level density at the neutron separation energy is recovered
by dividing by the spin and parity distributions

fl(Sn) = 2
g(Sn, Jt + 1/2) + g(Sn, Jt ≠ 1/2)

1
D0

. (4.7)

This is where the first systematic errors due to model assumptions are introduced.
As discussed in Chapter 2, the spin distribution is, in most cases, unknown,
necessitating model predictions to determine the total level density at the neutron
separation energy. In Paper I and Paper II the spin distribution was given by the
Ericson distribution, Eq. (2.3), and the spin cut-o� parameter at the neutron
separation energy was an average of the theoretical models given by Eqs. (2.7),
(2.8) and (2.9).

The first generation matrix probes the level density at the final excitation
energy, meaning that the level densities extracted only extend up to Ef =
Emax

x ≠ Emin
“ , where Emax

x is the maximum excitation-energy bin included in the
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4. The Oslo method

extraction and Emin
“ is the lowest “-ray bin included. Comparing the extracted

level density from the first generation matrix to the one found at the neutron
separation energy requires an interpolation connecting the two regions. In most
cases, this is done using the constant temperature formula, Eq. (2.6).

The average total radiative width of s-wave neutron resonances are related
to the nuclear level density and “-ray strength function by

È�“Í = D0

2

⁄ Sn

0

E3

“f(E“)fl(Sn ≠ E“)
l=1ÿ

l=≠1

g(Sn ≠ E“ , Jt + l)dE“ , (4.8)

where Jt is the spin of the ground state of the A ≠ 1 nucleus. The normalization
parameter B, determining the absolute value of the extracted “-ray strength
function, is constrained by comparing the calculated average radiative width,
Eq. (4.8), with the experimental values found in neutron resonance experiments.
The “SF is only extracted between “-ray energies Emin

“ and Emax
x . Between 0

and Emin
“ the strength is extrapolated using f(E“) = C0e≠÷0E“ . The function

f(E“) = C1e≠÷1E“ /E3
“ is used between Emax

x and the neutron separation energy.
Errors due to poor extrapolation are expected to not exceed 15% [68].

In Paper I and Paper II, neutron s-wave parameters are experimentally
known and the level densities and “-ray strength functions are normalized
as explained above. In the case of 67Ni presented in Paper III, there is no
experimental resonance data available. The situation is further complicated
by the lack of a reliable level scheme to produce discrete level densities. The
solution was to rely on the NLD from large-scale shell model calculations for the
low energy normalization point. Model predictions for the level density at the
neutron separation energy were used instead of s-wave resonance spacing. The
absolute value of the “-ray strength was determined by extrapolating from the
experimental “-ray strength of 68Ni using both the SMLO model [32] and the
Gogny-HFB+QRPA model [53].

A major drawback of the Oslo method is the dependence on external data to
normalize the level density and “-ray strength function. A new, novel approach
combining the Shape method [69] with the Oslo method has shown that the
slope (– parameter in Eq. (4.5)) of the level density and “-ray strength function
can be constrained without the need of any auxiliary data [70].
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Chapter 5

Inverse kinematics

The standard way of performing Oslo method experiments is by employing
light ion beams that impinge on thin target foils, causing scattering or nucleon
transfer reactions. The light fragment particles from the reaction are measured
with silicon detectors configured such that there is a thin �E detector in front
of a thicker E detector. The particle species can then be identified from the
energy deposited in the two detectors. The excitation energy of the residual
excited nucleus is determined from the fragment energy and scattering angle
using simple two-body kinematics (e.g. Chapter 11 in [71]) and coincident “
rays are measured with “-ray detectors.

As briefly touched upon in the introduction, this approach has limitations
as to what nuclei can be studied. Since these experiments rely on stationary
targets, the material used to produce the targets has to be both chemically
and radioactively stable and of a high isotopic purity. An experimental setup
where light beams are employed cannot be used on elements such as noble gases
or reactive elements such as alkali or halogens. An alternative approach is to
accelerate heavy ion beams to impinge on a deuterated plastic target, essentially
interchanging the target and the beam used in the standard Oslo method type
experiments. This type of experiment is often referred to as inverse kinematics.

In normal kinematics (meaning light ion beam and heavy target), the
center-of-mass (momentum) (CM) frame is approximately the laboratory frame,
but with inverse kinematics, the CM frame will have a significant velocity.
Relativistic e�ects such as Lorentz boosts and Doppler shifts become significant.
A consequence of the Lorentz boost is that the residual excitation energy becomes
strongly correlated with the laboratory scattering angle of the fragment. This is
illustrated in Figure 5.1, where the colour shows the excitation energy of 67Ni
as a function of the proton laboratory angle and energy after a d(66Ni, p)67Ni
reaction. This is in contrast to Figure 5.2, which shows the excitation energy
of 67Ni, but with normal kinematics. The large angular dependence in forward
angles requires careful planning in terms of particle detector array placement
and beam energy. Particular focus has to be given to ensure that all excitation
energies between the first-excited state and the neutron separation energy are
measured.

The highly excited residual nucleus will have considerable velocity after the
reaction and the emitted “ rays will be Doppler shifted. Fortunately, due to
the large mass di�erence between the projectile (e.g. 66Ni) and the target (e.g.
deuterons) the momentum transfer will be small. Depending on energy and mass,
the scattered angle will be of the order on a few degrees. The change in velocity
will be dominated by the slowing down of the beam particles. Disregarding
the slowing down in the target, Figure 5.3 shows the laboratory velocity and

23



5. Inverse kinematics
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Figure 5.1: Excitation energy of 67Ni as a function of proton energy and scattering
angle in laboratory frame following a d(66Ni, p)67Ni reaction with 295 MeV 66Ni
beam.

scattered angle of 67Ni after a d(66Ni, p)67Ni reaction.
With a small change of the residual velocity and scattered angle, the

corrections necessary to account for Doppler shift can greatly be simplified.
Assuming no scattering and constant velocity for all events reduces the Doppler
corrections to a constant factor that only depends on the angle of the “-ray
detector relative to the beam axis.

When ions impinge on a target, part of their kinetic energy will be deposited
as heat in the target material. For most metallic targets, this heating will be
quickly dissipated to the surroundings. However, Plastic targets su�er from poor
thermal conductivity, thus the beam will melt the target if su�ciently intense.
Polyethylene target are therefore not well suited for high beam intensities. During
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Figure 5.2: Excitation energy of 67Ni as a function of proton energy and scattering
angle in laboratory frame following a 66Ni(d, p)67Ni reaction with 9 MeV deuteron
beam. The red contour lines shows 0, 1, 2.5 and 5 MeV excitation energy.

the Kr experiment presented in Paper I, the targets usually lasted a few hours
before they had to be switched out. Intuitively thinner targets should last longer
since less energy will be deposited. However, during the experiment the thicker
targets tended to last longer before count rates got critically low. In the 66Ni
beam experiment presented in Paper III, this was not an issue and the same
target could be used throughout the entire experiment.

With polyethylene targets, 1/3 of all particles in the target is carbon. Fusion
between the beam and carbon could occur in inverse kinematics experiments
which would result in hard-to-remove background. In the krypton experiment
performed at iThemba LABS and the nickel experiment at CERN ISOLDE
there was no clear evidence of any strong background due to fusion evaporation.
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Figure 5.3: Laboratory scattering angle and velocity of residual 67Ni from a
d(66Ni, p)67Ni reaction with 295 MeV 66Ni beam.

Although not seen in these experiments, fusion evaporation could still have a
significant impact for other beams and needs to be taken into consideration
during the planning stages of an experiment.
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Chapter 6

Summary and outlook

The Oslo method has received much attention in recent years as the method
has matured and proven itself as an e�ective tool for measuring nuclear level
densities and “-ray strength functions. The method is unique as it is the
only technique able to simultaneously determine both quantities from the same
dataset. Standard Oslo method experiments use light-ion beams. To reach
neutron-rich nuclei, alternative experimental methods have to be employed. One
such alternative method is inverse kinematics and in Paper I, the Oslo method
was, for the first time, applied to an inverse kinematics experiment performed
at iThemba LABS. In Paper III, the method is applied, for the first time, to
an inverse kinematics experiment with a radioactive beam performed at Isolde
CERN. These papers demonstrate the versatility of the Oslo method and show
that level densities and “-ray strength functions can be reliably extracted from
inverse kinematics experiments. Based on the measured NLDs and “SFs of 87Kr
and 67Ni, the theoretical estimates for the neutron capture rates and cross sections
of 86Kr and 66Ni can be considerably constrained. As discussed in Paper III, the
66Ni(n, “) cross section can have a significant impact on astrophysical models
[6]. The Oslo method with inverse kinematics and the —-Oslo method [12] are
valuable tools for constraining neutron capture rates in neutron rich nuclei.

With the new OSCAR array, the Oslo Cyclotron Laboratory now has unique
experimental capabilities. The unrivaled resolution, timing capabilities and
e�ciency of LaBr3:Ce detectors allow for high-precision measurements that open
new avenues of research. Complementary techniques such as the Shape method
[69, 70], which requires well resolved diagonals, can be applied to data from
OSCAR to constrain systematic errors [72].

The new fast-timing array at iThemba LABS, consisting of LaBr3:Ce
detectors, provides great energy resolution and timing capabilities. In Paper IV,
the detectors are characterized and their energy and timing resolution are
presented. With this array, direct measurements of lifetimes as low as 100
picoseconds are possible [62].

Understanding the systematic behaviour of NLDs and “SFs is important
when models of these properties are evaluated. Recently, a new IAEA database
was created to gather all experimental “SF results [33]. In Paper II, the NLD
and “SF of 63Ni is measured and compared with those of other nickel isotopes
to look for systematic behaviours. This study shows a clear trend of decreasing
“-strength at energies below 4.5 MeV with increasing mass.

27



6. Summary and outlook

Outlook

To end the thesis, I would like to list a few experiments and future developments
that I think would be important.

Results from the commissioning and characterization of the OSCAR array
has yet to be published. A paper on these results and its capabilities should be
written.

As briefly mentioned in Chapter 2 and Chapter 4, the spin distributions of
nuclei are one of the major sources of systematic errors. Within the Oslo method
framework, the spin distribution could conceivably be probed. One approach
is to look at particle-“ ≠ “ coincidences gating on Yrast transitions to select
di�erent initial spins. Such experiments can be done in Oslo with the OSCAR
array.

Another idea to probe the spin distribution would be to use specialized
experimental setups such as the K600 spectrometer at iThemba LABS. Measuring
“ rays in coincidence with inelastic scattered protons at 0¶ for an even-even target
would ensure the reaction is highly selective, populating mainly 0+. Assuming
the Brink-Axel hypothesis is valid, then the first generation matrix from such an
experiment would be proportional to the density of J = 1 states, not the total
level density.

The Hauser-Feshbach model assumes the Brink-Axel hypothesis. In a recent
study by Isaak et al. [28] the “-ray strength function of 128Te is examined using
quasi-monochromatic polarized “ rays from the HI“S which populated 1+ states.
The photoabsorption cross section was measured and the strength function from
decay was found with the Shape method applied to “-“ coincidences. The results
of this study showed the upwards and downwards strength function di�ered
with as much as a factor 2. Signs of excitation energy dependence for the decay
strength was also observed. The Oslo method framework allows for similar
studies [25, 26, 72] and Oslo-method-type measurements of the “-ray strength
function should be performed for 128Te.

Both the issue of targets melting and potential background from fusion
evaporation can be avoided by using gas-filled targets, albeit with added
complexity. Such an experiment has been approved to run at TRIUMF in
Canada [73]. In this experiment, a 142Cs beam will impinge on a deuteron
gas target coupled to an advanced silicon tracking array to probe the “SF and
NLD of 143Cs. Another novel approach is the (p, 2p) knock-out reaction. Such
an experiment with a high energy (Ø 200 MeV/A) neutron-rich Indium beam
impinging on a liquid hydrogen target has been proposed at RIKEN in Japan
[74].
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Abstract The γ -ray strength function (γ SF) and nuclear
level density (NLD) have been extracted for the first time
from inverse kinematic reactions with the Oslo method.
This novel technique allows measurements of these prop-
erties across a wide range of previously inaccessible nuclei.
Proton–γ coincidence events from the d(86Kr, pγ )87Kr reac-
tion were measured at iThemba LABS and the γ SF and
NLD in 87Kr was obtained. The low-energy region of the
γ SF is compared to shell-model calculations, which suggest
this region to be dominated by M1 strength. The γ SF and
NLD are used as input parameters to Hauser–Feshbach cal-
culations to constrain (n, γ ) cross sections of nuclei using
the TALYS reaction code. These results are compared to
86Kr(n, γ ) data from direct measurements.

1 Introduction

The nuclear level density (NLD) and the γ -ray strength func-
tion (γ SF) are fundamental properties of the nucleus. The
NLD was introduced by Bethe soon after the composition of
nuclei was firmly established [1]. When excitation energy in
a nucleus increases towards the particle separation energy,
the NLD increases rapidly, creating a region referred to as
the quasi-continuum. The ability of atomic nuclei to emit and

a e-mail: vetlewi@fys.uio.no (corresponding author)

absorb photons in the quasi-continuum is determined by the
γ SF [2]. It is a measure of the average reduced γ -ray decay
probability and reveals essential information about the elec-
tromagnetic response and therefore the nuclear structure of
the nucleus.

With their significant applicability to astrophysical ele-
ment formation via capture processes [3–6], NLDs and γ SFs
have received increased experimental and theoretical atten-
tion [7]. They are also relevant to the design of existing
and future nuclear power reactors, where reactor simula-
tions depend on many evaluated nuclear reactions [8,9]. The
importance of NLDs and γ SFs is increasingly being recog-
nized and a reference database for γ SFs has been established
[10]. Nonetheless, challenges remain and nuclear physics
properties, such as the NLD and γ SF, remain a main source
of uncertainty in cross-section calculations. This is either due
to the complete lack of experimental data or the associated
large experimental uncertainties.

The situation can be improved through accurate experi-
mental neutron capture cross sections, or indirectly by mea-
suring NLD and γ SF data. One experimental approach, the
Oslo method [11], has been extensively used to measure the
NLD and γ SF from particle–γ coincident data. NLDs and
γ SFs obtained with the Oslo method have been shown to
provide reliable neutron capture cross sections [12,13] and
proton capture cross sections [14]. In recent years, the Oslo
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method has been extended to extract the γ SF and NLD fol-
lowing β decay [15]. Using γ SFs and NLDs to determine
capture cross sections has several advantages since these
properties can be obtained for any nucleus that can be pop-
ulated in a reaction from which the excitation energy can be
experimentally determined. Although the Oslo and β-Oslo
methods provide access to a vast range of stable and radioac-
tive nuclei some species remain inaccessible. Many more
nuclei become accessible by using inverse kinematic reac-
tions, from radioactive species to several stable isotopes for
which the manufacture of targets is problematic due to their
chemical or physical properties.

In this Letter we report on the first application to mea-
sure the NLD and γ SF with the Oslo method following an
inverse kinematic reaction. This work lays the foundation
of new opportunities to study statistical properties of nuclei,
which were previously inaccessible, at stable and radioac-
tive ion beam facilities. The results from the d(86Kr, p)87Kr
reaction exhibit a low-energy enhancement of the γ SF in
87Kr, which is discussed in the context of shell-model cal-
culations. The 86Kr(n, γ ) cross section is obtained from
the TALYS reaction code [16] and compared to previous
direct measurements to test the robustness of the experimen-
tal method.

2 Experiment

The experiment was performed with a 300 MeV 86Kr beam
from the Separated Sector Cyclotron facility at iThemba
LABS. Polyethylene targets with 99% deuteron enrichment
were bombarded with a beam intensity of ≈ 0.1 pnA
for 80 hrs. Several deuterated polyethylene targets, rang-
ing in thicknesses from 110 to 550 µg/cm2, were used.
Accounting for the target thicknesses the center-of-mass
(CM) energy was 6.44(40) MeV. The reactions were iden-
tified through the detection of light charged particles in
two silicon #E–E telescopes covering scattering angles
between 24◦ and 67◦ relative to the beam direction (cor-
responding to CM-angles 38◦–121◦). The E detectors were
1 mm thick while the #E detectors were 0.3 and 0.5 mm
thick. The dimensions of the W1-type double-sided sili-
con strip detectors [17] were 4.8 × 4.8 cm and they con-
sisted of 16 parallel and perpendicular strips 3 mm wide
with an opening angle of ≈ 1.5◦ for each pixel. Sup-
pression of δ electrons was achieved by an aluminum foil
of 4.1 mg/cm2 areal density which was placed in front
of the #E detectors. The γ -rays were measured with the
AFRODITE array [18], which at the time of the experi-
ment consisted of eight collimated and Compton suppressed
high-purity germanium CLOVER-type detectors. Two non-
collimated LaBr3:Ce detectors (3.5

′′ × 8
′′
) were coupled to

the AFRODITE array and mounted 24 cm from the target

at 45◦. The detectors were calibrated using standard 152Eu
and 56Co sources. The detector signals were processed by
XIA digital electronics in time-stamped list mode with each
channel self-triggered.

From the time-stamped list mode data, entries were
selected based on their time-stamps being within a window
of ±1850 ns in an E-detector entry. The ratio of energy
deposited in the ∆E- to the E-detector is used to determine
the outgoing reaction channels. The selection of proton–
γ events was made with an 80 ns wide time-gate on the
prompt time peak. Contributions from uncorrelated events
were subtracted from the data by placing off-prompt time
gates of equal length. This leads to approximately 100 k
proton–γ events in both LaBr3:Ce and CLOVER matri-
ces. In this letter only the data from the LaBr3:Ce detec-
tors are included, although data from the CLOVER detec-
tors yield similar results. Kinematic corrections due to the
reaction Q value, recoil energy of 87Kr, and the energy
losses of the protons in the target and aluminum foils were
applied to determine the excitation energy of the populated
states, with the a resulting FWHM for excitation energy of
≈ 1 MeV. The γ -rays in coincidence with protons were
Doppler corrected by assuming the residual 87Kr nucleus
not being deflected from the beam axis and has a con-
stant velocity of 8.5% of c. Due to these assumptions the
error in deflection angle is less than 1.3◦ while the error
in velocity is less than 0.4% of c. These errors are negli-
gible as the major contributor to errors in the Doppler cor-
rection is the 17◦ opening angle of the LaBr3:Ce detectors.
Background from 86Kr +12 C fusion evaporation events has
been simulated with PACE4 [19] and was found to have a
very low proton yield (< 4%) with proton energies out-
side the energy range considered in the analysis. This matrix
is unfolded [20] with response functions of the detectors
extracted from a Geant4 [21] simulation of the LaBr3:Ce
detectors. An iterative subtraction method, known as the
first-generation method [22], is applied to the unfolded γ -
ray spectra, revealing the distribution of primary γ -rays in
each excitation bin (256 keV bin width for both the Ex and
Eγ axes).

The NLD ρ(Ex ) at excitation energy Ex and γ -ray trans-
mission coefficient, T (Eγ ), are related to the primary γ -ray
spectrum by [11]

P(Ex , Eγ ) ∝ ρ(Ex − Eγ )T (Eγ ), (1)

and are extracted with a χ2-method [11] giving the unique
solution of the functional shape of the NLD and T (Eγ ).
These are normalized to known experimental data to retrieve
the correct slope and absolute value. The extraction has been
performed within the limits 3.2 < Ex < 5.2 MeV and Eγ >

1.7 MeV of the primary γ -ray matrix where the level density
is sufficiently high for statistical decay to be dominant.
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3 Normalization

From the primary γ -ray spectrum the NLD ρ̃(Ex ) and γ -
transmission coefficient T̃ (Eγ ) are extracted. These are
related to the physical solution by the following transfor-
mation [11]:

ρ(Ex ) = Aρ̃(Ex )eαEx (2)

T (Eγ ) = BT̃ (Eγ )eαEγ , (3)

where A and B are the absolute values for the level density
and the transmission coefficient, respectively, and α is the
common slope parameter.

For the level density, the slope and absolute value are deter-
mined by a fit to the level density found from the known
discrete levels [23] at low-excitation energy and the level
density at the neutron separation energy (Sn = 5.5 MeV).
The level density of J = 1/2 levels at Sn is determined from
the average resonance spacing of s-wave resonances (D0)
and p-wave resonances (D1(J = 1/2)) by

ρ(Sn, J = 1/2) = 1
D0

+ 1
D1(J = 1/2)

, (4)

with the spacing parameters are taken from [24]. The full
level density at Sn is determined by

ρ(Sn) = ρ(Sn, J = 1/2)/g(Sn, J = 1/2), (5)

where g is the spin distribution [25]

g(E, J ) = 2J + 1
2σ 2(E)

e−(J+1/2)2/2σ 2(E). (6)

The spin cutoff parameter σ (E) is modeled with the follow-
ing energy dependence [12]:

σ 2(E) = σ 2
d + E − Ed

Sn − Ed
(σ 2(Sn) − σ 2

d ), (7)

where Ed is the excitation energy below which the spin cutoff
parameter σ = σd is a constant. The spin cutoff parameter σd
at Ed ≤ 2.4 MeV is estimated to be 1.75(26), based on the
spin assignment of the known levels, while the cutoff param-
eter at the neutron separation energy σ (Sn) is estimated to be
3.95(60), based on the predictions of the spin cutoff models
of Refs. [26–28]. The shape of the spin distribution predicted
by the Hartree–Fock–Bogoliubov plus combinatorial model
[29] has also been considered and found to be in agreement.
Based on the estimated uncertainties of σ (E) and the experi-
mental uncertainties of the resonance spacing, the total NLD
at Sn is found to be 1472(427) MeV−1.

The level density extracted with the Oslo method extracted
extends up to 3.7 MeV and an interpolation between the Oslo

method data and the neutron separation energy has to be done.
This interpolation uses the constant temperature (CT) shape
[30]

ρCT(E) =
1
T
e

E−E0
T , (8)

with shift parameter E0 = Sn − T ln(Tρ(Sn)) to ensure that
the interpolation matches the experimental knownρ(Sn). The
optimum temperature parameter T in the interpolation, as
well as the normalization parameters A and α, are determined
through a least-squares fit between the level density extracted
in the Oslo method and the discrete levels for energies below
Ex = 2.4 MeV and the CT interpolation above.

Since the reaction is sub-Coulomb barrier the primary
reaction channel will be neutron capture following inelas-
tic deuteron breakup in the Coulomb field of the 86Kr pro-
jectile and 1/2 states are assumed to be strongly favored
in the initial population, and has to be accounted for. Since
the resulting normalized level density found with the Oslo
method will correspond to the level density of 1/2 and 3/2
levels, the total level density is recovered by dividing by
g(Ex , 1/2)+ g(Ex , 3/2).

The same normalization procedure has been repeated, but
with an interpolation with a shape matching that of the Back-
Shifted Fermi-gas model [27,31] with the difference in the
resulting normalization included in the error bars. All errors
due to systematical and statistical effects of the Oslo method
[32], together with those related to the normalization process
have been propagated to give the level density with error bars
shown in Fig. 1.
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Fig. 1 Normalized 87Kr nuclear level densities for LaBr3:Ce (red cir-
cles) detectors. The black line shows the known levels while the open
square is the level density at the neutron separation energy. The dashed
line is the constant temperature interpolation. The error bars represent
the upper and lower uncertainty limit due to all known statistical and
systematic effects

123

35



68 Page 4 of 9 Eur. Phys. J. A (2020) 56 :68

0 2 4 6 8 10 12 14
-ray energy (MeV)γ

9−10

8−10

7−10

6−10
)-1

-ra
y 

st
re

ng
th

 fu
nc

tio
n 

(M
eV

γ
:Ce)

3
Kr (LaBr87Kr,p)86d(

Shell Model calculations

'), R. Schwengner et. al. γ,γKr(86

,n), R. Raut et. al. γKr(86

HFB+QRPA, S. Goriely et al.

Fig. 2 γ -ray strength function of 87Kr (red circles) compared with
the γ -ray strength function of 86Kr extracted from 86Kr(γ , γ ′) (blue
triangles) [35] and 86Kr(γ , n) (green squares) [36]. The solid black line
are results from Shell Model calculations with a 78Ni core (see Sect. 5
for details), while the red line is the microscopic HFB+QRPA prediction
[37] for the E1 strength. The error bars include all known statistical and
systematic errors

Table 1 Experimental values and parameters used in the normalization.
The spin cutoff at Sn σ (Sn) is an average of the models presented in
[26–29] while σd is estimated from discrete states with known spin. The
level density of 1/2 levels at Sn are found using Eq. (4) and the total
level density at Sn with Eq. (5). The temperature T is determined from
a least-squares fit to data points in the range 2.4 < Ex < 3.7 MeV

D0 26.2(21) keV [24]

D1 (J = 1/2) 18.8(14) keV [24]

σ (Sn) 3.95(60)

σd 1.75(26)

ρ(Sn, 1/2) 91(5) MeV−1

ρ(Sn) 1472(427) MeV−1

〈*γ 0〉 0.25(10) eV [33]

T 0.9(1) MeV

The absolute value of the transmission coefficients are nor-
malized to the average radiative width of s-wave resonances
〈*γ 0〉 in a process detailed in [34], and converted to γ SF by
f (Eγ ) = T (Eγ )/(2πE3

γ ). The value of 〈*γ 0〉 is estimated
to be 0.25(10) eV based on the measured *γ of s-wave reso-
nances of [33]. The resulting γ SF with all errors propagated
are shown in Fig. 2. All experimental values and parameters
used in the normalization process are listed in Table 1.

4 Nuclear level densities and γ -ray strength functions

The normalized NLD is shown in Fig. 1 and is in excellent
agreement with the constant temperature level density and

matches well with the known discrete states at lower excita-
tion energies. The normalized γ SF is shown in Fig. 2 and is
consistent with γ SFs from 86Kr(γ , γ ′) [35] and 86Kr(γ , n)
[36], with the enhancement seen in the (γ , γ ′) data between
6 and 8 MeV caused by a Pygmy resonance [35]. A drop in
the γ SFs at ∼ 2.1 MeV is caused by the 2123-keV state
in 87Kr, which is strongly populated in the reaction, but
less through feeding from the quasi-continuum. This causes
the first-generation method to over-subtract in the higher
excitation-energy bins, causing an artificial drop in the γ SF.
This effect has previously been discussed [32]. At low ener-
gies we observe a large enhancement in the γ SF, similar
to what has been observed in several other nuclei [38–44].
Although theupbend has been independently confirmed [45],
little is known of the origin of this feature, except that it is
dominated by dipole radiation [46–48] and that it can have
large effects on neutron capture cross sections [49].

5 Shell-model calculations

Calculations within the shell-model framework predicts the
upbend due to M1 transitions [50]. In this work, large-
scale shell-model calculations of the M1 component of
the γ SF were performed in the model space outside the
78Ni core, containing f5/2 p3/2 p1/2g9/2-proton and d5/2s1/2
d3/2g7/2h11/2-neutron orbitals. The effective interaction
employed here is described e.g. in Refs. [51,52]. The diag-
onalization of the Hamiltonian matrix in the full configura-
tion space was achieved using the Strasbourg shell-model
code NATHAN [53]. The spin part of the magnetic oper-
ator was quenched by a common factor of 0.75 [53]. We
computed this way up to 60 states of each spin between
1/2 and 15/2 for both parities. This leads to a total of
around 8 · 104 M1 matrix elements, among which 14,822
connect states located in the energy range Ex = 3.4 −
5.4 MeV, as considered in the experiment. To obtain the
average strength per energy interval, 〈B(M1)〉, the total
transition strength was accumulated in 200 keV bins and
divided by the number of transitions within these bins. The
γ SF was obtained from the relation fM1(Eγ , Ei , Ji ,π) =
16π/9(h̄c)−3〈B(M1)(Eγ , Ei , Ji ,π)〉ρ(Ei , Ji ,π), where
ρi (Ei , Ji ,π) is the partial level density at the energy of
the initial state (Ei ). The γ SF, shown in Fig. 2, is an aver-
age of the fM1s evaluated for each spin/parity separately.
The shape of the shell-model γ SF is consistent with exper-
imental data up to ∼ 3 MeV. Since the model space does
not contain all spin-orbit partners (i.e., νg9/2 and π f7/2
orbits) the strength above 4 MeV, due to the spin-flip tran-
sitions, cannot be accounted for. However, the theoretical
γ SF exhibits significant strength at Eγ = 0, as in the pre-
vious shell-model calculations in this mass region [50]. The
largest B(M1) contributions at low γ -ray energies in 87Kr
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are related to transitions between close-lying negative-parity
states with νd5/2 ⊗ π f −1

5/2g
1
9/2 and νd5/2 ⊗ πp−1

3/2g
1
9/2 com-

ponents. The magnitude of the theoretical M1 strength is
in good agreement with the data as measured in the exper-
iment; however, we cannot exclude an additional contribu-
tion from E1 strength. Recent experimental results in 56Fe
[48] could suggest a mixture of M1 and E1 radiation in the
enhancement region and the addition of a non-zero E1 com-
ponent without an upbend towards Eγ → 0 MeV is pre-
dicted from shell-model calculations [54]. Including the E1
strength calculations from the Hartree–Fock–Bogolyubov +
QRPA (HFB+QRPA) model by [37] we observe an overall
good agreement between theoretical predictions and experi-
mental results.

6 Neutron capture cross sections

In a statistical framework the 86Kr(n, γ ) cross section can
be determined from the NLD, γ SF and a suitable neutron
optical model potential (nOMP) for 87Kr. Phenomenological
nOMPs e.g. from Ref. [55] are observed to give good agree-
ment with the total cross section for nuclei close to the valley
of stability. We performed Hauser–Feshbach (HF) [56] cal-
culations with the TALYS1 code [16], and the optical model
potential of Ref. [55]. A semi-microscopic optical model
[57] was also tested, and gave virtually the same results.
Pre-equilibrium reactions were also taken into account. Tab-
ulated experimental NLD are passed to TALYS, with NLD
at energies above 3.7 MeV generated from the CT interpola-
tion. Up to 2.3 MeV the known discrete levels are used. E1
and M1 strength are tabulated from the experimental γ SF
(1.6 ≤ Eγ ≤ 5.2 MeV, 2.1 MeV data point excluded) with
the strength outside the experimental region tabulated from
the microscopic HFB + QRPA calculations of [37] for the E1
strength and the strength found in the SM calculations plus
a standard Lorentzian for the M1 spin flip with the default
TALYS parameterization. Decomposition of the experimen-
tal γ SF are done by subtracting the SM + spin-flip strength
and assuming the residual being E1.

The capture cross section for astrophysical relevant neu-
tron energies are proportional to the integrated product of
the NLD and γ SF at all energies from the ground state to the
neutron separation energy and are the region experimentally
determined. The resulting neutron capture cross section are
shown in Fig. 3. The input parameters have been varied in
accordance with the statistical and systematic uncertainties
to produce the red-hashed error-band. We observe an over-
all good agreement with direct measurements by Bhike et al.
[58] and a decent agreement at higher energies with measure-
ments of Walter et al. [59], while somewhat high compared

1 Version 1.9.
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Beer et al. (2002)
ENDF/B-VIII

Fig. 3 86Kr(n, γ ) cross sections. The red-hashed area represents the
total uncertainty based on both systematical and statistic errors. The
gray and blue lines are from the evaluation of ENDF/B-VII.1 [8] and
the TALYS default input, respectively, and is provided for comparison.
The black triangles shows the direct measurements of Bhike et al. [58],
the blue upside-down triangles are results from time-of-flight measure-
ments of Walter et al. [59] and the turquoise circles are the results from
the activation measurements of Beer et al. [60]

with the activation results of Beer et al. [60]. The Maxwellian
average (MACS) at the typical s-process temperature of 30
keV is found to be 7.2(36) mb, which is higher than the
evaluated value of 3.4(3) mb found in KaDoNis [61]. This
discrepancy can be explained by the fact that HF calcula-
tions will give results that overestimate the MACS for low
temperatures when the level density is low [62]. A possible
resolution could be to use Monte Carlo simulations to gen-
erate statistical resonances from average nuclear properties
as proposed in [63,64].

7 Conclusion

We have presented a novel method for obtaining γ SF and
NLD using inverse kinematic reactions, which opens oppor-
tunities to study a wide range of stable and radioactive nuclei.
The d(86Kr, pγ ) reaction was used to measure the NLD and
γ SF in 87Kr. The low-energy part of the γ SF is found to
exhibit an enhancement. Shell-model calculations were per-
formed and suggest that the enhancement is predominantly
due to low-energy M1 transitions in 87Kr.

The γ SF and NLD measurements in 87Kr were used to
calculate (n, γ ) cross sections, which are in good agreement
with those from direct measurements, and give confidence
in the approach using inverse kinematic reactions. This is
consistent with the findings of previous work with the Oslo
method and is particularly interesting since direct measure-
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ment of neutron capture cross sections over a wide range of
incident neutron energies is very challenging. It is clear that
γ SFs and NLDs provide a viable alternative to obtain reliable
capture cross sections.

With inverse kinematics, new regions of the nuclear chart
become accessible to experiments, which also brings about
new challenges. For exotic nuclei, neutron resonance data are
not known and the normalizing procedure needs to be revised.
One possibility is that the slope of the γ SF, and thereby also
the slope of the NLD, could be constrained using a technique
where the ratio of populated discrete states from the quasi-
continuum is used to determine the shape of the γ SF [45,65],
leaving the absolute value of the NLD to be determined by
the known discrete levels. Unfortunately, this still does not
determine the absolute value of the γ SF. However, reason-
able estimates of the absolute value may be obtained from
systematics of the 〈*γ 0〉.

Measuring statistical properties of nuclei from inverse
kinematic reactions provides a novel and complementary
foundation for exploring the limitations of the current models
of statistical behavior in the nucleus. It will allow for further
constraining the uncertainties in models which are used in
nuclear astrophysics and reactor physics.

Acknowledgements Open Access funding provided by the Univer-
sity of Oslo & Oslo University Hospital. The authors would like to
thank iThemba LABS operations for stable running conditions and John
Greene (Argonne National Lab.) for providing excellent targets. This
work is based on research supported by the Research Council of Nor-
way under project Grants no. 222287, 262952 (G. M. T.), 263030 (V. W.
I, S. S., A. G., F. Z.) and 240104 (E.S), by the National Research Foun-
dation of South Africa under grant no 118846, and the U.S. Department
of Energy by Lawrence Livermore National Laboratory under Con-
tract DE-AC52-07NA27344. A. C. L. gratefully acknowledges funding
through ERC-STG-2014 Grant Agreement no. 637686, and support
from the ChETEC Cost Action (CA16117) supported by COST. This
work was performed within the IAEA CRP on “Updating the Pho-
tonuclear data Library and generating a Reference Database for Photon
Strength Functions” (F410 32). M. W. and S. S. acknowledge the support
from the IAEA under Research Contract 20454 and 20447, respectively.

Data Availability Statement This manuscript has associated data in a
data repository. [Author’s comment: The NLD and γ SF are available
online at http://mn.uio.no/fysikk/english/research/about/infrastructure/
ocl/nuclear-physics-research/compilation/ and has been deposited to
the IAEA PSF database [10] (http://www-nds.iaea.org/PSFdatabase/).
Raw data will be made available upon request.]

Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adaptation,
distribution and reproduction in any medium or format, as long as you
give appropriate credit to the original author(s) and the source, pro-
vide a link to the Creative Commons licence, and indicate if changes
were made. The images or other third party material in this article
are included in the article’s Creative Commons licence, unless indi-
cated otherwise in a credit line to the material. If material is not
included in the article’s Creative Commons licence and your intended
use is not permitted by statutory regulation or exceeds the permit-
ted use, you will need to obtain permission directly from the copy-

right holder. To view a copy of this licence, visit http://creativecomm
ons.org/licenses/by/4.0/.

References

1. H.A. Bethe, An attempt to calculate the number of energy levels of
a heavy nucleus. Phys. Rev. 50, 332–341 (1936). https://doi.org/10.
1103/PhysRev.50.332. https://link.aps.org/doi/10.1103/PhysRev.
50.332

2. G.A. Bartholomew, E.D. Earle, A.J. Ferguson, J.W. Knowles, M.A.
Lone, Gamma-Ray Strength Functions, pages 229–324. Springer
US, Boston, MA, (1973). ISBN 978-1-4615-9044-6. https://doi.
org/10.1007/978-1-4615-9044-6_4

3. T. Rauscher, N. Dauphas, I. Dillmann, C. Fröhlich, Z. Fülöp,
G. Gyürky, Constraining the astrophysical origin of the p-nuclei
through nuclear physics and meteoritic data. Rep. Prog. Phys.,
76(6), 066201, (2013). http://stacks.iop.org/0034-4885/76/i=6/
a=066201

4. M. Arnould, S. Goriely, The p-process of stellar nucleosyn-
thesis: astrophysics and nuclear physics status. Phys. Rep.,
384(1), 1–84, (2003). ISSN 0370-1573. https://doi.org/10.1016/
S0370-1573(03)00242-4. http://www.sciencedirect.com/science/
article/pii/S0370157303002424

5. M. Arnould, S. Goriely, K. Takahashi, The r-process of stellar
nucleosynthesis: astrophysics and nuclear physics achievements
and mysteries. Phys. Rep., 450(4), 97–213, (2007). ISSN 0370-
1573. https://doi.org/10.1016/j.physrep.2007.06.002. http://www.
sciencedirect.com/science/article/pii/S0370157307002438

6. S. Goriely, Radiative neutron captures by neutron-rich nuclei
and the r-process nucleosynthesis. Phys. Lett. B, 436(1),
10–18, (1998). ISSN 0370-2693. https://doi.org/10.1016/
S0370-2693(98)00907-1. http://www.sciencedirect.com/science/
article/pii/S0370269398009071

7. A.C. Larsen, A. Spyrou, S.N. Liddick, M. Guttormsen, Novel tech-
niques for constraining neutron-capture rates relevant for r-process
heavy-element nucleosynthesis, (2019). ISSN 01466410. https://
www.sciencedirect.com/science/article/pii/S0146641019300298

8. M.B. Chadwick, M. Herman, P. Obložinský, M.E. Dunn,
Y. Danon, A.C. Kahler, D.L. Smith, B. Pritychenko, G. Arbanas,
R. Arcilla, R. Brewer, D.A. Brown, R. Capote, A.D. Carlson,
Y.S. Cho, H. Derrien, K. Guber, G.M. Hale, S. Hoblit, S. Hol-
loway, T.D. Johnson, T. Kawano, B.C. Kiedrowski, H. Kim,
S. Kunieda, N.M. Larson, L. Leal, J.P. Lestone, R.C. Lit-
tle, E.A. McCutchan, R.E. MacFarlane, M. MacInnes, C.M.
Mattoon, R.D. McKnight, S.F. Mughabghab, G.P.A. Nobre,
G. Palmiotti, A. Palumbo, M.T. Pigni, V.G. Pronyaev, R.O.
Sayer, A.A. Sonzogni, N.C. Summers, P. Talou, I.J. Thomp-
son, A. Trkov, R.L. Vogt, S.C. van der Marck, A. Wallner,
M.C. White, D. Wiarda, P.G. Young, Endf/b-vii.1 nuclear data
for science and technology: cross sections, covariances, fission
product yields and decay data. Nucl. Data Sheets, 112(12),
2887–2996, (2011). ISSN 0090-3752. https://doi.org/10.1016/
j.nds.2011.11.002. http://www.sciencedirect.com/science/article/
pii/S009037521100113X. Special Issue on ENDF/B-VII.1 Library

9. M.B. Chadwick, Report of the nuclear physics and related compu-
tational science R&D for advanced fuel cycles workshop, (August
2006)

10. S. Goriely, P. Dimitriou, M. Wiedeking, T. Belgya, R. Firestone,
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The nuclear level density (NLD) and �-ray strength function (�SF) of 63Ni have been investigated
using the Oslo method. The NLD was found to agree with previous measurements using particle
evaporation [1], but is far lower than that measured in neutron resonance experiments [2–4]. The
�SF was found to feature a strong low energy enhancement that could be explained as M1 based
on large scale shell model calculations [5]. We compare with NLD and �SF of other Ni isotopes to
look for systematic behaviours.

I. INTRODUCTION

The Oslo method is a powerful analytical method that
allows for simultaneous extraction of nuclear level density
(NLD) and �-ray strength functions (�SF) from particle-
� coincidences following reactions with light ion beams
(e.g. (p, p0), (d, p) etc.) [6]. The method has been
extended to be used in conjunction with total absorp-
tion spectrometry following �-decay (�-Oslo method) [7]
and particle-� coincidences from inverse-kinematics ex-
periments [8]. This allows for study of unstable and/or
chemically challenging nuclei.

The Oslo method itself does not provide the absolute
NLD and �SF values, but rather the functional shapes.
In order to determine the correct common slope of the
NLD and �SF, as well as their absolute values, a normal-
ization to auxiliary experimental data is required. Typi-
cal data for normalization are the s-wave resonance spac-
ing, discrete resolved levels and average radiative width.
The reliance on external data means that the accuracy
of the final NLD and �SF is mostly determined by the
accuracy of those data. The resonance spacings and ra-
diative widths can be highly uncertain, especially in nu-
clei with few resonances. For the majority of unstable
nuclei these have not even been measured. This means
that alternative approaches for normalization have to be
used especially for cases where no experimental resonance
data are available. For nuclei close to stability these val-
ues can typically be estimated from systematics in the
vicinity of the nucleus using models [7]. The down side
of such normalized NLDs and �SFs is the introduction
of model dependencies which may result in large uncer-
tainties. A model independent approach is the use of the
shape method [9, 10] to determine the slope of the �SF,
however the method requires su�cient particle energy
resolution and a well known level structure with fairly

large energy spacing at low excitation energy. In this pa-
per we will look at a possible third option in which only
NLD from known discrete states is used to normalize the
NLD.

In this paper we have analyzed data from a (p, d) reac-
tion on 64Ni to measure the NLD and �SF of 63Ni. The
level density of 63Ni has previously been measured using
particle evaporation spectra and shows significantly lower
NLD than that expected from resonance spacing data
[1, 11]. This makes 63Ni a very interesting case study
as a normalization only considering known discrete lev-
els could resolve the discrepancy. In addition, the �SFs
have previously been measured in many Ni isotopes and
consistently show a strong low energy enhancement [12–
17]. With this measurement the NLD and �SF will have
been measured in most stable [12–14, 18] and several un-
stable Ni isotopes [15–18], allowing for investigations into
the systematics of the �SF.

II. EXPERIMENT AND ANALYSIS

The experiment measuring particle-� coincidences
from the 64Ni(p, d)63Ni reaction was performed with a
27.4 MeV proton beam accelerated by the Separated
Sector Cyclotron (SSC) at iThemba LABS. The 4.56
mg/cm2 thick 64Ni target was bombarded with a beam
current of ⇡ 1 pnA for about 15 hours at the center of
the AFRODITE array [19]. The array consisted of eight
Compton suppressed high purity germanium (HPGe)
CLOVER detectors, six small (2”x2”) and two large vol-
ume (3.5”x8”) LaBr3:Ce detectors. Particles from the re-
action were measured by two silicon detectors of the S2
type in a �E-E configuration and placed down stream
of the target. The �E detector had a thickness of 309
µm and the E detector was 1041 µm thick. In front of
the particle telescope a 10 µm thick aluminum absorber
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was placed to shield from �-electrons. Signals from the
detectors were read out using Pixie-16 digital pulse pro-
cessors from XIA. Each detector was self-triggering and
the pulse height, timestamp and constant fraction correc-
tions of each event were stored to disk for o✏ine analysis.

Particle-� coincidences were found in the list mode
data by placing time gates on the prompt time peak
in the particle-� time spectra. Background events were
found by placing an o↵-prompt time gate of similar
length. The mass and charge of the ejected particle,
and thus the reaction channel, was selected by applying a
graphical cut in the �E vs. E matrix. For each event the
excitation energy of the residual 63Ni nucleus was found
from kinematic reconstruction assuming a two-body re-
action. The resulting excitation energy and coincident
�-rays spectrum were then used to construct the prompt
excitation-�-ray energy matrix shown in fig. 1(a). A sim-
ilar background excitation-�-ray energy matrix was con-
structed from the events in the background time gate. Af-
ter applying time and particle gates a total of 3, 675, 254,
4, 820, 587 and 5, 735, 151 prompt particle-� coincidences
and 731, 410, 1, 038, 589 and 788, 504 background events
were found in the CLOVER, large LaBr3:Ce and small
LaBr3:Ce detectors, respectively. The considerably lower
background to prompt ratio for the small LaBr3:Ce de-
tectors can be attributed to their exceptionally high time
resolution [20]. In the following analysis only particle-�
coincidences in the large LaBr3:Ce detectors were consid-
ered as these exhibit far superior e�ciency at high �-ray
energies which is important in the Oslo method.

A. The Oslo method

The starting point for the Oslo method is the
excitation-� matrix. The first step is to correct for the
response of the �-detector using the unfolding method

[21]. The response function of the setup was found from
simulations of the AFRODITE array using a model im-
plemented in Geant4 [22, 23]. The resulting unfolded
matrix are shown in fig. 1(b). The peak at Ex = 3.6
MeV to the ground state was fitted and subtracted from
the unfolded spectra with the justification being that this
state is only populated directly from the reaction and has
no feeding from the quasi-continuum.

Next is to find the first generation matrix using the
first generation method [24]. The resulting first genera-
tion matrix contains the distribution of the first �-rays
emitted in cascades depopulating each excitation bin and
are shown in fig. 1(c).

The first generation matrix are proportional to the
NLD and �-ray transmission coe�cient via [6]

�(E� , Ex) / T (E�)⇢(Ex � E�), (1)

where �(E� , Ex) is the bin with �-ray energy E� and ex-
citation energy Ex. T (E�) is the transmission coe�cient
for �-ray energy E� and ⇢(Ex � E�) is the level density
at the final excitation energy Ef = Ex � E� . The NLD

and �-ray transmission coe�cients are extracted from the
first generation matrix by fitting a theoretical matrix

�th(E� , Ex) =
⇢(Ex � E�)T (E�)

ExP
E�=Emin

�

⇢(Ex � E�)T (E�)

, (2)

where ⇢(Ex�E�) and T (E�) are treated as free variables
for each final energy Ef = Ex �E� and �-ray energy E� .
The fit was done by minimizing

�2 =
X

Ex,E�

✓
�(E� , Ex) � �th(E� , Ex)

��(E� , Ex)

◆2

. (3)

The region of the first generation matrix fitted was lim-
ited to a minimum �-ray energy of 1500 keV and excita-
tion energies between 3100 keV and 6600 keV to ensure
only statistical decay were included. The region is high-
lighted by the dashed line in fig. 1(c).

The resulting theoretical first generation matrix are
shown for a few select excitation bins together with the
experimental matrix in fig. 2.

The NLD and �-ray transmission coe�cients resulting
from the �2 minimization are not the physical values, but
rather the shape as eq. (3) is symmetric under transfor-
mation

⇢̃(Ex � E�) = A⇢(Ex � E�)e↵(Ex�E�)

T̃ (E�) = BT (E�)e↵E� ,
(4)

where A, B and ↵ are transformation parameters. To ob-
tain the physical transformation for the extracted NLD
and �-transmission coe�cients a normalization to exter-
nal data has to be performed, see section III. The �SF
is related to the transmission coe�cient via f(E�) =
T (E�)/(2⇡E3

�), under the assumption that dipole tran-
sitions dominate the transmission coe�cients.

III. NORMALIZATION OF LEVEL DENSITY &
�-RAY STRENGTH FUNCTION

The main auxiliary data required to normalize the
NLD is known level densities from tabulated levels and
the NLD at the neutron separation energy. Tabulated
levels are converted to level density simply by counting
the number of levels within each excitation bin and di-
viding by the bin width. This results in a level den-
sity that will have large fluctuations compared to Oslo
method data as the experimental resolution has not yet
been accounted for. The level density from known levels
is smoothed with a Gaussian with FWHM of about 325
keV to match the experimental resolution for final exci-
tation energy. Tabulated discrete levels were taken from
the RIPL-3 library [3].

The level density at the neutron separation energy are
found from the resonance spacing of s-wave resonances
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FIG. 2. 63Ni primary �-ray distribution at excitation energy
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left) and 6.4 MeV (lower right). Red dots shows the exper-
imental first generation spectra, while the solid black line is
the product of the fitted NLD and �SF.

D0 by [6]

⇢(Sn) =
2

g(Sn, Jt � 1/2) + g(Sn, Jt + 1/2)

1

D0
(5)

where Jt is the ground state spin of the A � 1 nucleus.

The spin distribution g(Ex, J) is given by the Ericson
distribution [25]

g(Ex, J) = exp

✓
� J2

2�2(Ex)

◆
� exp

✓
� (J + 1)2

2�2(Ex)

◆
, (6)

with the spin-cuto↵ parameter parameterized by [26]

�2(Ex) =

(
�2

d E < Ed

�2
d + E�Ed

Sn�Ed
(�2(Sn) � �2

d) E � Ed.
(7)

The spin-cuto↵ parameter of the discrete levels (Ed = 2.0
MeV) is estimated to be �d = 2.30(23) from tabulated
discrete levels [3] and large scale shell model calculations
[5], while the spin-cuto↵ parameter at the neutron sepa-
ration energy was estimated to be �(Sn) = 3.68(21) esti-
mated from the models of [27], [28] and [29]. The s-wave
resonance spacing D0 = 16.0(30) keV was taken from the
RIPL-3 database [3] resulting in a total level density at
the neutron separation energy of 1730(363) MeV�1.

The experimental NLD only extends up to 5.2 MeV
and to properly compare with the level density at the
neutron separation energy the NLD is extrapolated to
Sn via a constant temperature (CT) formula [25]

⇢CT(Ex) =
1

T
exp

✓
Ex � Eshift

T

◆
(8)

where the temperature T and shift parameter Eshift are
treated as free parameters.

Data required to normalize the �SF is the average ra-
diative width of s-wave resonances, as this value is related
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FIG. 3. The extracted and normalized NLD. The red circles
are the experimental values, while the black solid line is the
level density from the known resolved levels convoluted with
the experimental resolution. The black dash-dotted line is the
level density found from large scale shell model calculations
using the ca48mh1 interaction [5]. The black solid square is
the level density at the neutron separation energy found from
s-wave resonance spacing reported by [2–4]. The red solid line
shows the level density from the fitted CT model while the
red shaded area is the ±1� confidence interval.

to the �SF and NLD via [30]

h��0i =
D0

2

Z Sn

0
dE�E3

�f(E�)⇢(Sn � E�)

⇥ [g(Sn � E� , 1/2) + g(Sn � E� , 3/2)] E� .

(9)

Due to the limits selected (see sect. II A) for the ex-
traction of the NLD and �SF the experimental data only
extends up to Ex = 5.2 MeV and E� between 1.5 and
6.6 MeV, respectively. To evaluate the integral in eq.
(9) the NLD was extrapolated with the constant tem-
perature formula, eq. (8), between 5.2 MeV and the
neturon separation energy. The �SF was extrapolated
using f(E�) = Ce⌘E� , and f(E�) = Ce⌘E�/E3

� for en-
ergies between 0 and 1.5 MeV, and 6.6 MeV and the
neutron separation energy, respectively. The average ra-
diative width of s-wave resonances in 63Ni was found to
be 534(214) meV by a weighted average of all the tabu-
lated values found in [4]. Due to the large spread of the
tabulated values a large uncertainty of 40% was assumed.
All normalization parameters adopted in this analysis are
listed in table I. The normalization parameters A, B and
↵ was found by sampling the total likelihood function

L(✓) =
Y

i

Li(✓) (10)

TABLE I. List of parameters used to normalize the NLD and
�SF. The spin-cut at Sn �(Sn) is estimated from the model
predictions of [27], [28] and [29] while the discrete levels spin-
cut is estimated from the discrete states [3] and shell model
calculations [5]. The s-wave resonance spacing D0 are taken
from [3], while the h��i is a weighted average of tabulated
radiative widths in [4].

Sn 6.838 MeV
D0 16.0(30) keV

�(Sn) 3.63(21)
Ed 2.0 MeV

�(Ed) 2.3(23)
h��i 534(214) meV
⇢(Sn) 1730(363) 1/MeV

using the Bayesian sampling package UltraNest [31].
All experimental data are assumed to be normally dis-
tributed, giving the likelihoods

ln Ldiscrete =
X

i

ln
1p

2⇡�j,Oslo(✓)

� 1

2

X

i

✓
⇢j,discrete � ⇢j,Oslo(✓)

�j,Oslo(✓)

◆2

,

(11)

ln LCT =
X

i

ln
1p

2⇡�j,Oslo(✓)

� 1

2

X

i

✓
⇢j,CT � ⇢j,Oslo(✓)

�j,Oslo(✓)

◆2

,

(12)

ln L⇢Sn
=

✓
⇢Sn � ⇢Sn,CT(✓)

�⇢Sn

◆2

, (13)

ln Lh��0i =

✓
h��0iexp � h��0iOslo(✓)

�h��0iexp

◆2

. (14)

The parameters ✓ = (A, B, ↵, T, Eshift, �D, �Sn) have a
uniform prior between 0 and 5 for A and B and �1
MeV�1 and 1 MeV�1 for ↵. The temperature and shift
parameters also used a uniform prior between 0.2 and 2
MeV and �10 and 10 MeV, respectively. The spin cut-
o↵ parameters were included as nuance parameters with
normal distributed priors to ensure proper propagation
of errors. The resulting normalized NLD and �SF are
shown as red circles in fig. 3 and 4, respectively. The
discrete likelihood, eq. (11) was limited to data points
between 2 and 2.7 MeV, while the CT formula was fitted
between 3.2 and 4.7 MeV. To investigate the sensitivity
to the resonance spacing the analysis was repeated, but
excluding eq. (13) in the total likelihood and resulted in
the NLD and �SF shown as blue circles in fig. 3 and 4,
respectively.
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FIG. 4. Extracted �SF when including the NLD at Sn from
resonance spacings in the normalization are shown by the red
circles while the blue circles only considers the level density
from known levels. The orange diamonds are the �SF of 61Ni
measured by [14]. The black line shows the calculated M1
strength from shell model calculations [5] considering only
decay from levels within the fit region, while the dash-dotted
line includes all levels found in the shell model calculation.

IV. DISCUSSION AND COMPARISON

Level density

We find that the experimental NLD fits exception-
ally well with the tabulated discrete NLD up to about
Ex ⇡ 3.6 MeV indicating that the level scheme might be
complete up to even higher excitation energies, than the
evaluated Ex = 2.7 MeV [3].

Comparing the two normalizations we see that the one
including ⇢Sn results in a slightly steeper slope. over-
all the two normalizations are well within the error-bars
of each other demonstrating that normalization without
knowledge of the NLD at the neutron separation energy
are viable.

Fig. 5 shows the NLD compared with the experimen-
tal NLD found from particle evaporation spectra of [1]
and the NLD found in large scale shell model (SM) cal-
culations of [5]. The SM results clearly overestimates the
NLD between 1.8 and 3.7 MeV while underestimating
above 4 MeV up to around 6 MeV where the model space
seems to be exhausted. The NLD found from evapora-
tion studies fits well within the error bars up to about 4.5
MeV where the presented NLD seems to tend to higher
densities.

In fig. 6 the NLDs of 59,60,64,65,67,69,70Ni [12, 13, 15–18]
are shown together with the measured 63Ni isotope. We
observe a clear trend of the absolute NLD increases with
the mass number while the temperature (i.e. the slope)
decreases with mass number.
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FIG. 5. Comparison between the presented NLD shown by
the black circles (filled including the ⇢Sn point in the nor-
malization, the open circles excludes this point) and the NLD
found in large scale shell model calculations [5] shown by the
dash-dotted line and the green open boxes are the NLD found
in particle evaporation studies by A. Voinov et al. [1].

0 2 4 6 8 10
10�1

100

101

102

103

104

Excitation energy [MeV]

N
u
cl
ea
r
le
ve
l
d
en

si
ty

[1
/M

eV
]

63Ni 59Ni [18]
60Ni [18] 64Ni [12]
65Ni [13] 67Ni [17]
69Ni [16] 70Ni [15]

FIG. 6. NLDs measured with the Oslo method in Ni isotopes.

�-ray strength function

The extracted �SF features a strong upbend at low
energies similar to what has been seen in other Ni iso-
topes [12–16, 18], as well as other nuclei in the same
mass region [32–34]. Comparing the measured strength
function to the M1 strength predicted from the SM cal-
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FIG. 7. �SFs measured in Ni isotopes.

culations of [5] we see that qualitatively these have a
similar shape, although the absolute values of the SM
calculations are considerably lower. Comparison with
the photo-absorption cross section of 61Ni [14] we find
a reasonably good agreement as the giant dipole reso-
nance evolves slowly with mass number. The normalized
�SF has a considerably large uncertainty band with the
dominating contributing factor being the uncertainty in
the average radiative width. Excluding the ⇢(Sn) in the
normalization does also have a large impact on the uncer-
tainties of the normalization for the �SF, increasing the
size of the error bars from ⇡ 45% to ⇡ 80%, especially
at higher �-ray energies.

In fig. 7 we show the �SF for 59,60,64,65,67,69,70Ni [12–
17] together with the presented �SF. From this compari-
son we can see a clear trend with the strength below ⇡ 4.5
MeV significantly decreasing with higher mass numbers.
This is especially apparent in the unstable neutron rich
nuclei (A = 67, 69 and 70). The outlier are the �SF of

65Ni which have the highest strength overall.

V. SUMMARY

We have measured the NLD and �SF of 63Ni and found
that the NLD agrees well with the density found from
known levels, and are compatible with the NLD at the
neutron separation energy found in neutron resonance
studies. The NLD of [1] agrees with the presented NLD
for excitation energies up to about 4.7 MeV where the
presented NLD seems to be somewhat steeper. Based
on this we conclude that our results tends to favour the
NLD found in resonance studies, rather than those of [1].

The measured �SF features a strong low energy en-
hancement similar to that found in other Ni isotopes.
Shell model calculations from [5] suggests that the en-
hancement may be due to M1 transitions within the
quasi-continuum. Compared with (�, n) [14] data for
61Ni there may be a pygmy resonance around 7-8 MeV,
but due to the large uncertainties in the absolute value
of the measured �SF we cannot conclude.

In general the exclusion of s-wave spacing in the over-
all fit of the NLD and �SF resulted in very similar
results, although with considerable larger uncertainties
when extrapolating towards the neutron separation en-
ergy. Based on this we can conclude that if the level
scheme is su�ciently well known a reasonably good nor-
malization for the NLD can be obtained without reso-
nance data.
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riadis, M. Fernández-Ordóñez, A. Ferrari, K. Fraval,
S. Ganesan, A. R. Garćıa, G. Giubrone, M. B.
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A B S T R A C T

With its unique combination of excellent timing properties and good energy resolution, LaBr3:Ce detectors
have proven to be effective tool in gamma spectroscopy and in particular fast-timing studies. Eight 2’’ x 2’’
LaBr3:Ce detectors used in conjunction with the 16 channel all-digital waveform 500 MHz acquisition module,
PIXIE-16 were commissioned at iThemba Laboratory for Accelerator Based Sciences, South Africa. The results
presented here give insight of the performance of the 2’’ x 2’’ LaBr3 detectors when used in conjunction with
a digital pulse processing (DPP) module and electronic read-out module. Initial commissioning experiments
were done using radioactive sources, including 60Co, 152Eu and 67Ga. The detectors were then exposed to an
in-beam environment using the AFRODITE array with targets 45Sc and 64Ni, with a proton beam energy of 27
MeV.

1. Introduction

In the study of nuclear spectroscopy, it is desirable to detect gamma
rays with high efficiency, good energy resolution, as well as to study
decay properties of excited states with very short lifetimes. Previously
there were limitations obtaining full energy peak events while ben-
efiting from excellent timing resolution. This was as a consequence
that scintillator detectors are traditionally known to have poor energy
resolution. The advent of LaBr3:Ce detectors has made it possible to
achieve excellent timing resolution and good energy resolution with
easy maintenance. Often, these detectors are used with the conven-
tional analogue acquisition system. The present work makes use of
these detectors together with high speed digital readout electronics.
Digital pulse processing (DPP) modules boast of on-board processing as
well as the ability to detect pulse pileup, energy filtering, record time
stamps, coincidence triggering, and perform pulse shape analysis.

Excited states in a crystal scintillator decay by emission of scintil-
lation light which directly influences the timing resolution. The short
decay time of these detectors also means that they are not susceptible

< Corresponding author at: University of Western Cape, Physics Department, P/B X17, Bellville, ZA7535, South Africa.
E-mail address: msebi@tlabs.ac.za (L. Msebi).

to deadtime when exposed to high count rates. LaBr3:Ce detectors have
a very high light output of around 61ù103 photons per MeV [1], which
is significantly larger when compared to that of the NaI scintillator
(38 ù 103 ph/MeV [2]). Because the light output is proportional to
the energy absorbed and provides better statistics and signal-to-noise
ratio, it makes the high light output beneficial for energy resolution.
The LaBr3:Ce is an inorganic crystal with an hexagonal (UCL3 type)
structure with a P63/m space group [3]. The crystals are cerium
Ce3+ doped thus producing luminescence in the blue/UV part of the
electromagnetic spectrum (� max = 380 nm) [4]. The crystal shape
optimizes the solid angle thus improving light collection and time reso-
lution. LaBr3:Ce detectors vary in dimensions with the commonly used
ranging from 1’’ x 1’’ to 3.5’’ x 8’’. Choosing the optimal crystal size is
often challenging since a delicate balance has to be reached between
the intrinsic time resolution and the detector efficiency. The intrinsic
time resolution weakens with the increasing crystal size whereas the
converse is true for detector efficiency.

The measurement of lifetimes of excited nuclear states gives one
of the most important information in determining the structure of an

https://doi.org/10.1016/j.nima.2021.166195
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Fig. 1. The new array commissioned recently at iThemba LABS consisting of eight 2’’
x 2’’ LaBr3:Ce detectors.

isotope and testing nuclear models. The lifetime of a state, together
with its decay branching ratios, gives a direct measurement of the
nuclear matrix elements joining an initial state to the final state. The
advantage of direct electronic measurements of lifetimes is that they
can be very accurate and free of many systematic errors that affect
other measurements. When coupled to a gamma-ray spectrometer array
such as the AFRODITE array [5], a hybrid array with capabilities of
excellent energy and time resolution is obtained. These arrays are ef-
fective in measuring sub-nanosecond lifetimes, using �-� coincidences,
over a wide range of energies [6–12]. We present here results obtained
from measuring radioactive sources with 2’’ x 2’’ LaBr3:Ce detectors and
those obtained from in-beam measurements obtained by incorporating
these detectors to the AFRODITE array.

2. Radioactive sources measurements

To test the performance of the recently commissioned eight 2’’ x 2’’
LaBr3:Ce detectors, several measurements were performed with various
sources. The 2’’ x 2’’ LaBr3:Ce detectors with Brilliance:Ce-380 crystals
were manufactured by Saint-Gobain Crystals coupled to a R2083 photo-
multiplier tube (PMT). The number 380 indicate the mean value of
the wavelength of the emitted scintillation light [4,13]. There are two
output signals from the PMT of the 2’’ x 2’’ LaBr3:Ce detectors. The first
is the timing signal also referred to as the fast channel stemming from
the anode pulse. The second is the energy signal or the channel from
the dynode pulse. The source to detector geometry was such that the
point source is placed 240 mm equidistant from each detector as shown
in Fig. 1. These measurements give an insight into the performance of
detectors and what are the possible limitations.

The electronics of the detectors are such that they are digital and
not analogue. The DPP module is connected to the 500 MHz card.

2.1. Detector electronics set up

The incoming signals are digitized and three digital filters are ap-
plied, namely; a digital constant fraction (CFD) filter, a fast and a slow
trapezoidal filter. The Constant Fraction Discriminator (CFD) provides
a timing signal which is related to the time of occurrence of the gamma-
ray detection. The CFD algorithm, implemented in the signal processing
field programmable gate array (FPGA), is unique for 500 MHz. This
is because the ADC data arriving into the FPGA is initially delayed
and the FPGA then locates the CFD trigger point between two adjacent
2 ns ADC samples via the weighing method. The following equation
describes how the CFD algorithm is implemented [14]:

CFD(k) = w.

Hk+L
…

i=k
a(i) *

k*B+L
…

i=k*B
a(i)

I

*
Hk*D+L

…

i=k*D
a(i) *

k*D*B+L
…

i=k*D*B
a(i)

I

(1)

Table 1
Typical parameters used for the slow and fast signal that were adjusted
to achieve the best energy resolution. These values may vary slightly
from detector to detector.
Parameter Slow signal (�s) Fast signal (�s)

Fast Risetime 0.10 0.02
Fast Flat Top 0.10 0.01
Energy Risetime 0.50 0.20
Energy Flat Top 0.50 0.10
Peak sample 0.98 0.24
Peak separation 1.00 0.50
Decay constant 34.93 0.03
CFD Delay 0.01 0.01

where a(i) is the ADC trace data, k is the index representing the ADC
tick (2 ns). The parameters w, B, D and L are set as w = 1, B = 5,
D = 5 and L = 1.

The CFD delay and fraction are thus fixed to optimize its response.
The zero crossing point is found by first building sums of ADC samples
and then calculating the difference between delayed and non-delayed
sums. The FPGA implements pulse detection, triggering, discrimination,
pileup inspection and a trapezoidal energy filter digitally. Waveforms
of each event may be customized by user defined functions such as
trigger threshold, filter rise and flat top time, etc. The Digital Signal
Processor (DSP) processes validated events and those events that are
not validated are eliminated with zero dead time. The DSP reads out
the energy filter from the FPGA and computes the pulse height and
performs other tasks such as constant fraction timing and rise time
calculation. It communicates with the host computer via an interface
through the direct memory access (DMA) channel. A more thorough
and detailed procedure is available in Ref. [15]. The DSP‚s on board
memory allows it to increment and store spectra. The data is collected
using the iThemba LABS Digital Data Acquisition System [16].

Since the DPP module used has sixteen channels, the first eight
were allocated the slow signal while the last eight were allocated the
fast signal. To explore and optimize the performance of the LaBr3:Ce
detectors incorporated to the DPP module several radioactive sources
were used.

2.2. Energy resolution and efficiency

The resolution at energy E is a ratio of the full width at half-
maximum (FWHM) and the full energy peak (FEP).

The user defined functions mentioned in Section 2.1 were optimized
so as to achieve the best possible energy resolution, with the typical
values shown in Table 1. Parameters such as the energy risetime have
a direct bearing on the energy resolution and need to be adjusted so
as to produce the optimum energy resolution. Fig. 2 shows the singles
spectrum of 60Co radioactive source generated from one of the LaBr3:Ce
detectors.

The well known 1173 keV and 1332 keV peaks, from the 60Co
decay, can been identified together with the 1436 keV peak, from 138La,
that is the result of the internal radioactivity of the LaBr3:Ce detector
and the 1460 keV peak from presence of 40K is visible. The energy reso-
lution value obtained for the detectors is between 4.2% and 5.3% at 662
keV. It is not known exactly why the energy resolution is poorer than
what is expected, as several factors may be responsible including noise
induced by electronics. Test measurements are ongoing to improve the
energy resolution, which include optimizing the operational voltage,
since the less than expected energy resolution may also be due to a
lowly optimized operational voltage. Furthermore, LaBr3:Ce detectors
are known to have a 2.1% energy resolution at 1332 keV [17].

The total peak efficiency of the array of eight 2’’ x 2’’ LaBr3:Ce
detectors was found to be 0.28% ± 0.0013 at 1332 keV with the same
geometry as described above.
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Fig. 2. The 60Co singles spectrum obtained from one of the 2’’ x 2’’ LaBr3:Ce detectors.
The peak at 1436 keV, from 138La, is due to the internal radioactivity of the LaBr3:Ce
detector.

Table 2
Table of the measured coincidence resolving
time (CRT) obtained by varying the detector
pairs in order to determine the contribution
from each detector.
Detector CRT [ps]

A11019 383.3(2.7)
A11020 318.3(3.4)
A11021 328.9(3.1)
A11022 364.1(2.8)
A11023 378.5(3.0)
A11024 379.7(3.0)
A11025 412.4(2.6)
A11026 407.9(2.6)

2.3. Time resolution

The limit of lifetimes that can be measured directly by LaBr3:Ce
detectors is determined by the time resolution of the detectors. To
obtain the time resolution of a single detector, coincidence timing mea-
surements of detector pairs were used for the prompt 1172–1332 keV
cascade from the 60Co decay. The timing resolution for the individual
detectors ranged between 320 ps FWHM and 409 ps FWHM. The
time resolution of the array was also measured by measuring positron
annihilation �-rays from a 22Na source and gating on the 511 keV peak
in the pair of detectors along the same axis. The coincidence resolving
time (CRT), reported in Table 2, is extracted from the width peak for
each pair.

Statistical amplitude variations affect the CFD time jitter rather
than noise induced by electronics [18]. The threshold voltage, delayed
time and zero crossing are CFD parameters that can be easily adjusted
to produce a reliable and trustworthy results. The threshold prevents
triggering from the noise by ignoring signals below the said threshold.
Other factors that affect time resolution include detector size and
operational voltage. A more detailed discussion may be found in [19].

3. Lifetimes of radioactive sources

Using the fast-timing technique, the transition that populates an
excited state may be designated as the start and the one that depop-
ulates it, may be designated stop. It is paramount that the energies
are well resolved to clearly distinguish the transitions populating or
depopulating an excited state. The quality of the measurement depends
on this important ability.

The 67Ga source was produced at iThemba LABS, it has a half-life
of 3.26 days, decays through 100% electron capture to 67Zn.

In this decay process, the 184.6 keV level decays to the ground
state via the (3_2*) ô (5_2*) transition. In this work, the lifetime of

Table 3
Table of values for the half-life of the first excited state 2+ of
152Sm from previous publications.
Author and reference Half-life (ns)

M. Birk et al. [23]. 1.45(6)
D. Ashery et al. [24] 1.41(6)
P. J. Wolfe and R. P. Scharenberg [25] 1.46(5)
F. W. Richter et al. [26] . 1.44(3)
A. Hubner [27] 1.43(4)
W. Karle et al [28] 1.398(6)
C. C. Dey et al [29] 11.40(2)
M. R. El-Asser et al [30]. 1.35(5)
H. W. Kugel et al.[31] 1.41(4)
R. E. McAdams and E. N. Hatch [32] 1.36(6)
D. B. Fossan and B. Herskind [33] 1.37(4)
A. W. Sunyar [34] 1.40(10)
M. Hellstrom et al [35]. 1.471(35)
Present work 1.394 (9)
M. J. Martin [36] 1.403(11)

the (3_2*) state at 184.6 keV level was measured. This was obtained
by measuring the time difference between two signals of the LaBr3:Ce
detectors. The first signal which defines the start, is given by the 209
keV gamma ray populating the level and the second signal, which is
the stop, by the 184.6 keV gamma ray depopulating it.

The time spectrum obtained is shown in Fig. 3(a) through which
the lifetime of the (3_2*) ô (5_2*) transition was calculated. The
slope method was employed to obtain the lifetime of this transition and
other transitions that have much longer lifetimes than the system’s time
resolution. In this method no background subtraction was applied, since
the time contribution of the background usually affects the prompt
distribution. By taking a fit far from the prompt region, the background
time component can be avoided. The lifetime of this transition was
calculated to be T1_2 = 1.090(7) ns. Lieder et al. [21] states this half-
life to be T1_2 = 1.01(5) ns. While Engel et al. [22] asserts it to be
T1_2 = 1.026(14) ns.

The current analysis studied the 152Eu radioactive source, decays by
72.08% to 152Sm via electron capture. The half-life of the first excited
state (2+) of 152Sm has a reported value of 1.403(11) ns [20]. Setting
the start and stop gates on transitions that populate and depopulate
the 2+ state we found the half-life to be T1_2 = 1.394(9) ns. Various
measurements, see Table 3, were performed to determine the half-life
of the first excited state 2+ of 152Sm. The adopted value in the ENSDF
evaluated data sheet is T1_2 = 1.403(11) ns.

Another radioactive source studied in this work is 133Ba, it de-
cays to 133Cs through 100% electron capture and has a half-life of
10.551 years. The (5_2+) state of 133Cs is adopted as T1_2 = 6.283(14) ns
according to the ENSDF evaluated data sheet. To obtain the lifetime
of this state, two detectors were used with a gate set on the 356 keV
transition that populates the state and the 81 keV that depopulates
it. The present work reports the half-life of this state to be T1_2 =
6.217(12) ns (Table 4).

3.1. Time walk characteristics

Essential to obtaining accurate lifetimes of excited nuclear states
is the ability to employ a walk-free signal. The inherent variation in
the delay of the discriminator results in time walk and may affect the
quality of the signal. For scintillator detectors, it is not good practice
to ignore the time walk as it may lead to adverse effects on the time
resolution of a fast-timing array. Various methods may be used to
correct for the time walk of a detector [6,54–56], to optimize the input
signal. In a real �-� fast-timing set-up, the detector dependent time-
walk difference is visible although it may be compensated in the CFD.
Applying a higher PMT operation voltage can reduce the time-walk
non-linearity yet this can drive the energy response of the PMT into
non-linearity [57].
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Fig. 3. (a) The time difference spectrum between two detectors fitted with exponential fit to determine the half-life of the 184.6.6 keV level of 67Zn populated through the decay
of the 67Ga radioactive source. INSERT: The time spectrum on logarithmic scale. (b) The partial level scheme of 67Zn showing the 209 keV transition populating the 184.6.6 keV
level [20].

Table 4
List of published values of the half-life for the first excited state in 133Cs.
Author and reference Half-life (ns)

H. Mach et al. [37]. 6.321(35)
E. Bodenstedt et al. [38] 6.31(5)
W. Flauger and H. Schneider [39] 6.30(15)
D. Bloess et al [40] . 6.25(5)
B. Olsen and L. Bostrom [41] 6.16(7)
F. W. Richter and J. Schutt [42] 6.25(5)
F. A. Akilov et al [43] 6.30(7)
A. Sakata et al [44] . 6.26(17)
K. G. Valivaara et al. [45] 6.27(4)
P.D. Bond et al [46] 6.28(14)
D.K. Gupta and G.N. Rao [47] 6.36(3)
D. Mouchel and H.H. Hansen [48] 6.23(3)
R. L. Graham and R. E. Bell [49] 6.0(4)
P. Thieberger [50] 6.25(10)
J.S. Geiger et al [51] 6.3(3)
I.M. Govil et al [52] 6.08(4)
D. Bloess and F. Munnich [40] 6.25(5)
Present work 6.217(12)
Yu. Khazov et al [53] 6.283(14)

For sub-nanosecond fast-timing measurements, it is necessary to
establish the dependence of the time response as a function of energy.
Moreover, when measuring lifetimes in the sub-nanosecond range,
the centroid shift method may be employed. Characteristics of the
energy as a function of the centroid position’s prompt time distribution
describes the time walk characteristics. The interplay of the shape of
the detector output pulse and the timing principle result in the prompt
response function [57].

A 60Co radioactive source was used in this work to investigate the
effects of the time walk. Fig. 4(a) illustrates that time walk character-
istics when the start detector is gated on the 1173 keV and 334 keV. In
order to obtain the centroid position over a wide range, 10 keV wide
gates, in increments of 20 keV, were gated on the stop detector. The
1173 keV transition populates the 1332 keV level in 60Ni following
the �-decay 60Co radioactive source. For comparison, a gate is set on
the 344 keV Compton background as well and is an essential reference
energy describing the prompt response function as elaborated by Régis
et al. [58]. Similarly, gating the stop detector 1173 keV and 334 keV
the fits as represented in Fig. 4(b) were obtained.

Below 300 keV a delayed structure, which may be a result of
Compton scattered events, is observed. The 1173 keV gated centroids
show an invariable continuity up to about 1200 keV and from then a
structure is visible, possibly emanating from Compton scattered events.

N. Marginean et al. [6] used a second order polynomial to correct
for the time walk, resulting in an optimum time resolution. The fitted

Fig. 4. (a) The energy dependency of the centroid position of the prompt time distri-
bution obtained from gating the start detector on the 334 keV Compton background
(in red) and 1173 keV full energy peak (in blue) transitions of the 60Co source. (b)
The gate is now set on the stop detector on the same transitions. The fitted data points
in red are for gates set on the 344 keV and those in blue are for the 1173 keV.

centroids shown in Fig. 4, were fitted using:

C(E� ) =
a

˘

b + E�
+ cE� + d (2)

4. In - beam experiment

To evaluate the performance of the 2’’ x 2’’ LaBr3:Ce detectors
when exposed to in-beam experimental environment, an experiment
was conducted in which six 2’’ x 2’’ LaBr3:Ce detectors were coupled to
the AFRODITE array with eight Compton-suppressed clover detectors.
Two additional large volume 3’’ x 8’’ LaBr3:Ce detectors were also used.
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Fig. 5. The AFRODITE array consisting of HPGe clover detectors with BGO shields,
large volume 3’’ by 8’’ LaBr3:Ce detectors and medium sized 2’’ by 2’’ LaBr3:Ce
detectors.

The experimental set-up is shown in Fig. 5. High detector efficiency and
excellent timing properties are obtained from large and small LaBr3:Ce
detectors respectively, whereas the clovers detectors offers superior
energy resolution. Two of the 2’’ x 2’’ LaBr3:Ce detectors were placed
at an angle of 45˝ with respect to the beam line axis and the other four
were placed at an angle 90˝.

A micron semiconductor S2 type, with 48 rings and 16 sectors,
was used in this work to build a particle identification telescope that
consists of a thin energy loss stage in transmission geometry followed
by a much thicker residual energy detector in which the particles are
stopped. This particle dE-E telescope, used to select a desired reaction
channel, was inserted inside the target chamber. The thickness of the
dE detector used was 309 �m and the thickness of the E was 1041 �m.
The mass and the charge of the particle both influence the energy loss
per unit length.

The signals from HPGe detectors and particle telescope processed by
the 100 MHz XIA digital acquisition card. In this work, results for the
45Sc(p,d)44Sc and 45Sc(p, ↵)42Ca reaction channels, with beam energy
was 27 MeV, are reported. Two crates accommodate nuclear electronics
in standard modules were used in this experiment. The first crate was
fully occupied by the particle telescope and the HPGe detectors which
were all incorporated into the 100 MHz XIA digital acquisition card.
The second crate was used to accommodate the LaBr3 detectors which
were incorporated 500 MHz XIA digital acquisition card.

An arbitrary shift, between the LaBr3 detector channels, in the
recorded timestamp (in multiples of 2 ns in the 500 MHz card) was
observed to occur whenever the DPP was restarted resulting in signals
to become arbitrarily shifted in time, therefore a correction in the soft-
ware was implemented. This shift is due to unsynchronized signals and
in instances where DPP was left uninterrupted no shift was observed.
To correct for this effect, the centroids of the time distributions were
determined in order to observe how the signals were shifted during the
start and stop process.

Table 5
Energy resolution LaBr3:Ce detectors at 1.3 MeV obtained from
the radioactive source 60Co. The detector numbers recorded
here are as per the label on the detectors.
Detector Number Energy resolution at 1.3 MeV

2‘‘ x 2’’ LaBr3:Ce 2 3.19%
2‘‘ x 2’’ LaBr3:Ce 4 3.22%
2‘‘ x 2’’ LaBr3:Ce 5 3.26%
2‘‘ x 2’’ LaBr3:Ce 6 3.73%
2‘‘ x 2’’ LaBr3:Ce 7 2.48%
2‘‘ x 2’’ LaBr3:Ce 8 3.26%
3‘‘ x 8’’ LaBr3:Ce 3.1 2.74%

4.1. Characterization of LaBr3:Ce detectors for the in-beam set-up

The LaBr3:Ce detectors were calibrated using a third order polyno-
mial of the form:

E = ax3 + bx2 + cx + d (3)

where a, b, c, d are the gain matching coefficients. E is the energy and x
is the channel number of the original spectrum. These peaks were fitted
and the relevant peak centroids and their uncertainties were taken into
account so that each point has an associated weight. A correction as a
result of a shift between detector channels was done [19]. The energy-
independent centroids give a constant shiftij values that were arranged
in a matrix form, i ù j, for each time the data acquisition system was
stopped between runs. The matrix elements i ù j were arranged as 6 ù 6
elements such that shifti=j = 0 and shiftij = -shiftji.

The energy resolution obtained from the 60Co calibration source is
shown in Table 5.

Several factors influence the efficiency of detectors including the
solid angle and the properties of a detector crystal. The high density
and high atomic number of LaBr3:Ce detectors result in higher detection
efficiency. The total photopeak efficiency for the 2’’ x 2’’ LaBr3:Ce
detectors for the in-beam set up was obtained as 0.84% ± 0.0010. The
large volume 3’’ x 8’’ LaBr3:Ce detectors were not the focus of this
study. They are, however, part of the African LaBr3:Ce Array (ALBA), at
iThemba LABS, a detailed characterization of these detectors is found
in Ref. [59].

4.2. The Prompt Response Difference (PRD) curve

To extract sub-nanosecond lifetimes, it is important to calibrate the
zero-time response of the fast timing set-up. This involves a detailed
and thorough process of determining the energy dependent centroid
position of simultaneously occurring events (prompt events) of the
prompt response function. Through this process, the timing character-
istics describing the set-up is possible, which known as the ‘‘prompt
response difference’’ (PRD) curve [60]. The PRD curve was determined
using the 152Eu radioactive source which decays to 152Gd through �*
decay mode. The nucleus 152Gd emits several gamma-ray transitions
that are in coincidence with each other and have known picosecond
lifetimes. This enables a reference energy gate to be selected and keep
it constant while varying other gates that are in coincidence with
the chosen reference energy gate. In this work, the 344 keV state
was chosen as reference energy gate since there are seven gamma-
ray transitions that are in coincidence with it. A measured centroid
difference (which is the difference of the centroid position between the
start and stop time distributions) is obtained which is then corrected
by twice the known lifetime of the state, 2⌧, to obtain each data point,
which is then plotted as function of energy, yielding the PRD curve.
The 152Eu source also decays to 152Sm through electron capture. The
244 keV transition of 152Sm is populated by several transitions, and
therefore is useful as a reference energy. The PRD for energy reference
at 244 keV was obtained. The two PRD curves can be shifted in parallel
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Fig. 6. (a) The PRD curve obtained after the overlapping of the two curves obtained
with reference energies 344 keV and 244 keV is done. (b) The fit residual showing
the data point deviation to the fit. The red dashed lines correspond to 26 ps, which is
equivalent to 1�.

so that one overlaps onto another thus making a single PRD curve see
Fig. 6(a). The data points of the PRD curve are then fitted using, [60]

PRD(E� ) =
a

˘

b + E�
+ cE� + d (4)

where a, b, c and d are free fit parameters.
No active shielding was placed around the LaBr3:Ce detectors. De-

viations from the smooth monotonic curve are possibly induced by
Compton scattered events. Though both gates were set on full energy
events to obtain the PRD curve, exposure to Compton events do con-
taminate the timing information of a � * � fast-timing set-up. Compton
events may result in an artificial delay in the timing information. The
presence of an artificial delay in the time distributions is related to the
time-of-flight of the scattered �-ray [61].

4.3. The 44Sc nucleus

The 44Sc nucleus is an odd–odd nucleus with one valence proton and
three valence neutrons outside the doubly magic 40Ca nucleus. The 44Sc
nucleus has a dynamic range of excited nuclear states which makes it
possible to put to test the performance of the 2’’ x 2’’ LaBr3:Ce detectors.

4.3.1. The 2* state
Instead of a LaBr3:Ce detector, a reference timing signal can be

synchronized with the radio-frequency (RF) of the pulsed beam to form
a start signal and the stop can be provided by one of the 2’’ x 2’’
LaBr3:Ce detectors. Using the RF as a reference signal has an added

Fig. 7. (a)Time spectrum obtained by the gating the radio-frequency and a LaBr3:Ce
detector used to measure the half-life the 234.7 keV level. The fitted region represents
events of the full energy peak. (b) Time spectrum obtained when two LaBr3:Ce detectors
are used, for the 234.7 keV level, in which one is a start and the other is stop.

Fig. 8. Time distribution spectra for the 772 ô 356 keV �-� cascade from which the
�C value for the 429 keV level was obtained.

advantage of yielding more statistics and better results. In this work,
the RF signal was used as a reference signal and also a LaBr3:Ce detector
as a reference signal allowing the results to be compared between
RF-LaBr3 and LaBr3-LaBr3 measurements.

The half-life of the 234.7 keV level was measured and compared
to the value reported in literature. The start gate was set on the
feeding 396 keV, 4* ô 2*, transition and a stop gate set on the
2* ô 0 transition. When the RF was used as a reference signal the
lifetime obtained for the excited 2* state, at 234.7 keV level is T1_2 =
6.160(76) ns. The time distribution spectrum from which this half-life
was measured is shown in Fig. 7(a). The half-life for the same state
when using LaBr3-LaBr3 measurements is T1_2 = 5.93(41) ns, with
the time distribution shown in Fig. 7(b). In both time spectra two
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Fig. 9. (a) The centroid difference as a function of energy depicting background timing-analysis with the reference gate set at 772 keV with the background gates set around the
regions of FEPE at 356 keV and 772 keV. The data points are fitted using a second order polynomial. (b) The centroid difference as a function of energy depicting background
timing-analysis with the reference gate set at 356 keV with the background gates set around the regions of FEPE at 356 keV and 772 keV. The data points are fitted using a
second order polynomial.

components are visible; The large fast component is due to the Compton
background and the slow component due to full energy peak detection.
It is this slow component that the half-life of the excited 2* state was
calculated using the slope method. The value obtained in this work is
T1_2 = 6.160(76) ns while the value reported ENSDF evaluated data sheet
is T1_2 = 6.12(23) ns [20]. The results of the 2* state at 234.7 keV level
and other states of 44Sc are presented in Table 6

Contributions from the large fast component may falsify lifetime
measurements, however, these contributions may be avoided by fitting
the slope outside the region of the Compton background. Since the
background is distributed uniformly it may be determined and catered
for prior the fit, which was done for the fits obtained for Figs. 7(a) and
7(b).

4.3.2. The 3* state
By virtue of this state being a much more short lived state, in

the sub-nanosecond region, the Generalized Centroid Shift Method
was employed to measure the lifetime of this state and all other sub-
nanosecond states. The �-� cascade used to measure the lifetime of this
state is 5* ô 3* and 3* ô 1*. The populating and depopulating gamma
energies are 772.5 keV and 356.92 keV respectively.

The centroid difference value of �C = 721(3) ps was obtained as
shown in Fig. 8 and the PRD correction factor for the combination
772.5 ô 356.92 keV is given by PRD(772–356 keV) = *99(26) ps.

In this analysis to correct for the background, the Compton back-
ground correction method was employed [58]. Another background
correction through analytical means has been developed by Gamba
et al. [62]. In order to compute the energy-dependent centroid differ-
ence, �Cbg , gates were set around well defined background regions for
both the (full energy peak events) FEPE in the (772 ô 356 keV) cascade.
The reference energies are the FEPE whereas the background regions
are varied. Fig. 9 shows both background-timing analyses for the two
experimental peak-background components fitted with a second order
polynomial. The background gates were set at the same width. The
LaBr3:Ce and HPGe gated coincidence spectra are shown in Fig. 10.
The HPGe coincidence spectrum was used to select the background gate
because of its excellent energy resolution. The lifetime of the excited 3*
state is then calculated as follows, [63]:

⌧ =
�C + tav * PRD

2ù (5)

where tav is the total time correction obtained from the weighted
average of two separately measured time correction terms from the
feeder and the decay transitions of the � * � cascade. The half-life of
this state obtained after background correction is recorded in Table 6.

4.3.3. The 6* state
The 6* state at 2210.5 keV level has no known lifetime recorded

in literature. In this work, the lifetime of the 6* state at 2210.5 keV
level was measured. The transition that populates this state is the

7* ô 6* and it is associated with 396.2 keV � ray. The 2210.5 keV
level is depopulated by the 6* ô 5* which is associated with the 1013
keV � ray. The centroid difference �C = 316(2) ps, as illustrated by
Fig. 11. The PRD correction factor for the (396 ô 1013 keV) cascade is
PRD(396–1013 keV) = -45(26) ps. The half-life of this state obtained
after background correction, using the similar approach employed for
the 3* state, is given in Table 6.

4.3.4. The 7* state
The 7* state at 2606.7 keV level has no known lifetime recorded in

literature. This work reports the lifetime of this state. The 2606.7 keV is
populated by the 382 keV � ray level through the 8* ô 7* transition.
The depopulating � ray is 1409 keV through the 7* ô 5* transition.
The centroid difference is �C =344(5) ps, as illustrated by Fig. 12.

The PRD correction factor for the (382 ô 1409 keV) cascade is
PRD(382–1409 keV) = -33(26) ps. The half-life of this state obtained
after background correction, using the similar approach employed for
the 3* state, is given in Table 6.

4.3.5. The 8* state
The lifetime of the 8* state at 3364.1 keV level was measured

in this work and it has no known literature value. The 465 keV �
ray populates this level and it is the 9* ô 8* transition. It is also
depopulated by a 8* ô 7* transition associated with the 757 keV
� ray. The centroid difference is �C = 292(3) ps, as illustrated by
Fig. 13. The PRD correction factor for the (465 ô 757 keV) cascade
is PRD(465–757 keV) = -22(26) ps. The half-life of this state obtained
after background correction, using the similar approach employed for
the 3* state, is given in Table 6.

4.4. The 42Ca nucleus

The 42Ca nucleus has only two valence neutrons outside the doubly
magic 40Ca nucleus. The nucleus 42Ca was populated through the
45Sc(p, ↵)42Ca direct reaction.

4.4.1. The second 0+ state
The first excited 0+2 state of 42Ca is found at 1837.3 keV energy

level and has a known half-life of T1_2 = 387(6) ps. This state is
populated by a 2+ ô 0+ associated with the 587 keV gamma ray.
It is depopulated by an 0+ ô 2+ transition associated with the 312
keV gamma ray. Fig. 14 shows the delayed and anti-delayed time
distributions from which the centroid difference was determined. The
Compton background correction method was employed to correct for
the background and the background-timing analyses spectra are shown
in Fig. 15. The PRD correction factor for the (587 ô 312) cascade is
PRD(587–312 keV) = -323(26) ps. The half-life obtained for this state
and other states of 42Ca are compared with previous measurements in
Table 7.
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Fig. 10. (a) The �-� coincidence spectrum gated on the 356 keV. The full energy peak in coincidence with the 356 keV peak, used to obtain the lifetime of the excited 3* state,
is the 772 keV energy. The arrows mark the regions where the background gates around the full energy peaks were set. The black energy spectrum is the LaBr3:Ce coincidence
spectrum and the red energy spectrum is HPGe coincidence spectrum. (b) The HPGe gated spectrum clearly showing the 772 keV � ray energy that is in coincidence 356 keV �
ray energy.

Fig. 11. Time distribution spectra for the 396 ô 1013 � * � cascade from which the
�C value for the 2210.5 keV level was obtained.

Fig. 12. Time distribution spectra for the 382 ô 1409 � * � cascade from which the
�C value for the 2606.7 keV level was obtained.

5. Conclusion

Eight 2’’ x 2’’ LaBr3:Ce detectors used in conjunction with the 16
channel all-digital waveform 500 MHz acquisition card, PIXIE-16 were
commissioned at iThemba Laboratory for Accelerator Based Sciences.
Known lifetimes for 44Sc and 42Ca were extracted with new lifetimes

Fig. 13. Time distribution spectra for the 465 ô 757 � * � cascade from which the
�C value for the 3364.1 keV level was obtained.

Fig. 14. Time distribution spectra for the 587 ô 312 keV �-� cascade from which the
�C value for the first excited 0+2 state of 42Ca was obtained.

for 44Sc obtained. The results presented here prove that 2’’ x 2’’
LaBr3:Ce detectors are a formidable tool for nuclear spectroscopy and in
particular they are much useful for lifetime measurements. In this work
we were able to obtain lifetimes without active shielding. Improved
quality of results may be obtained in future experiments through active
shielding, since this minimizes Compton background.
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Fig. 15. (a) The centroid difference as a function of energy depicting background timing-analysis with the reference gate set at 312 keV with the background gates set around the
regions of FEPE at 312 keV and 587 keV. The data points are fitted using a second order polynomial. (b) The centroid difference as a function of energy depicting background
timing-analysis with the reference gate set at 587 keV with the background gates set around the regions of FEPE at 312 keV and 587 keV. The data points are fitted using a
second order polynomial.

Table 6
Experimentally obtained half-lives that have been published for different states of 44Sc. The values obtained in the current
work are highlighted in bold. The sub-nanosecond lifetimes are background corrected, via the Compton background correction
are indicated by the subscript CB.
Energy level (keV) J⇡ Method Reference Half-life

234.7 2* Recoil Distance [64] 12.7 (22)ns
234.7 2* Delayed coincidence [65] 6.12 (23)ns
234.7 2* ENSDF Evaluation Adopted ENSDFvalue [20] 6.12 (23)ns
234.7 2* Fast-Timing (RF-LaBr3) Present work 6.160 (76)ns

349.9 4+ Recoil Distance [64] 3.12 (28)ns
349.9 4+ Recoil Distance [66] 3.1 (3)ns
349.9 4+ ENSDF Evaluation Adopted ENSDFvalue [20] 3.12 (19)ns
349.9 4+ Fast-Timing (RF-LaBr3) Present work 3.067 (14)ns
349.9 4+ Fast-Timing (LaBr3-LaBr3) Present work 2.499 (15)ns

631 4* Recoil Distance [67] 381 (55)ps
631 4* Recoil Distance [64] 411 (30)ps
631 4* ENSDF Evaluation Adopted ENSDFvalue [20] 404 (30)ps
631 4* Fast-Timing (GCDCB) Present work 336 (15)ps

428.8 3* Recoil Distance [66] 380 (40)ps
428.8 3* Recoil Distance [64] 378 (42)ps
428.8 3* ENSDF Evaluation Adopted ENSDFvalue [20] 378 (42)ps
428.8 3* Fast-Timing (GCDCB ) Present work 364 (10)ps

2210.5 6* Fast-Timing (GCDCB ) Present work 162 (9)ps
2606.7 7* Fast-Timing (GCDCB ) Present work 180 (10)ps
3364.1 8* Fast-Timing (GCDCB ) Present work 164 (12)ps

Table 7
Experimentally obtained half-lives that have been published for different states of 42Ca. The values obtained in the current
work are highlighted in bold. The sub-nanosecond lifetimes are background corrected, those that are corrected via the Compton
background correction are indicated by the subscript CB.
Energy level (keV) J⇡ Method Reference Half-life

3189.3 6+ Doppler Shift Attenuation [68] 5.30 (16)ns
3189.3 6+ Delayed Coincidence Techniques [69] 3.7 (5)ns
3189.3 6+ Doppler Shift Attenuation [70] 5.3 (3)ns
3189.3 6+ Delayed Coincidence Techniques [71] 5.52 (15)ns
3189.3 6+ ENSDF Evaluation Adopted ENSDFvalue [20] 5.30 (16)ns
3189.3 6+ ENSDF Evaluation Adopted ENSDFvalue [20] 5.30 (16)ns
3189.3 6+ Fast-Timing (RF-LaBr3) Present work 4.91 (4)ns
3189.3 6+ Fast-Timing (LaBr3-LaBr3) Present work 4.29 (5)ns
1837.3 0+ Direct electronic timing [72] 387(6)ps
1837.3 0+ Delayed Coincidence Techniques [73] 330 (20)ps
1837.3 0+ [74] 420 (11)ps
1837.3 0+ ENSDF Evaluation Adopted ENSDFvalue [20] 387(6)ps
1837.3 0+ Fast-Timing (GCDCB) Present work 391 (17)ps
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