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Such situations are conceivable, for instance, when a group of individuals want to watch
a movie together. It is well known that people influence each other’s decisions, the more
assertive a person is, the more influence they will have on the final decision. In order to
obtain a more realistic group recommendation system (GRS), we need to accommodate
the assertiveness of the different group members’ personalities. Although pairwise prefer-
ences are long-established in group decision-making (GDM), they have received very little
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Group decision-making attention in the recommendation systems community. Driven by the advantages of pair-
Personality traits wise preferences on ratings in the recommendation systems domain, we have further pur-
Reaching consensus sued this approach in this paper, however we have done so for GRS. We have devised a

three-stage approach to GRS in which we 1) resort to three binary matrix factorization
methods, 2) develop an influence graph that includes assertiveness and cooperativeness
as personality traits, and 3) apply an opinion dynamics model in order to reach consensus.
We have shown that the final opinion is related to the stationary distribution of a Markov
chain associated with the influence graph. Our experimental results demonstrate that our
approach results in high precision and fairness.
© 2022 The Authors. Published by Elsevier Inc. This is an open access article under the CCBY
license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Recommendation Systems (RS) aim to find and recommend a set of items to a single user, and are commonly used in var-
ious domains, such as movies, music, travel, e-commerce, and so on. While a classic RS tries to recommend a suitable set of
items for an individual user based on their preferences, group recommendation systems are concerned with recommending
a set of items that appeal to a group of people. There are numerous applications of GRS in real-life settings. Application
scenarios for GRS include examples such as a group of friends who want a recommendation for a movie to watch together,
passengers in a car who want to listen to the same music while driving, etc.
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There are different types of recommendation systems: Collaborative Filtering (CF) RS [1], content-based RS [2],
demographic-based RS, utility-based RS, knowledge-based RS [3], and hybrid RS, which is a combination of other methods.

The CF models have shown promising results as compared to the different recommendation systems. The datasets used in
the CF models include hundreds of thousands of item ratings given by users. These ratings are used to compute recommen-
dations for target users based on two main methods: 1.) KNN-based CF [4,5], which generates recommendations based on
the ratings given by the k most similar users, 2.) Model-based CF [6], which builds the model based on a rating matrix. The
most popular model-based CF is Matrix Factorization (MF) [7], which decomposes the rating matrix into a product of two
smaller matrices containing latent factors, namely a user matrix, and an item matrix. In matrix factorization, the data are
usually the ratings of the items given by the users. However, some authors claim that comparing items or pairwise prefer-
ences can yield more accurate preferences than the rating in a predefined scale [8]. For instance, in a normal rating system, if
a user gives two movies five stars, we cannot know which of the two they prefer. For this reason, a predefined rating scale
consisting of discrete values is not considered to be very precise. Instead, by using pairwise preferences, two-by-two com-
parisons of movies can be made, and thus users’ movie preferences can be better expressed.

Although pairwise preferences are long-standing in group decision-making (GDM) [9-11], they have, with a few excep-
tions [12-14], received very little attention from the recommendation system community. Driven by the recently reported
advantages of pairwise preferences on ratings in the field of recommendation systems, in this paper we have further pursued
this approach, however we have done so for GRS.

In [14], a new RS was introduced which used pairwise preference scores instead of pure rating data. Relying on pairwise
preference scores led to better performance in terms of Normalized Discounted Cumulative Gain (NDCG) and better preci-
sion than that obtained by the legacy methods based on single item ratings. Among the most popular approaches to matrix
factorization based on pairwise preference scores are Bayesian Personalized Ranking (BPR) [15] and Multiple Pairwise Rank-
ing (MPR) [16], which formulate the matrix factorization problem as a maximum likelihood estimation problem and use
stochastic gradient descent to deduce the latent factors.

Pairwise matrix factorization also aims to find an embedding of items and users. The advantage of pairwise preference
rating methods compared to other single rating methods is that they are more precise and can yield better predictions
due to their pairwise comparison nature [12,15,16]. In this paper, we calculated personalized item scores based on the pre-
viously mentioned pairwise preference rating methods, and then we computed a final group score for each item based on
opinion dynamics theory [17]. The weights of the influence graph were computed from the personality values collected from
the TKI test. Finally, according to the stationary distribution of a Markov chain, we have proven that the group members will
reach consensus. Moreover, we have provided an alternative proof and interpretation of the convergence results.

A brief explanation of the contribution of our work is detailed as follows. We have resorted to opinion dynamics theory
(social influence) in order to model how users influence each other’s opinions within a group based on defining mutual influ-
ence relations derived from the TKI personality test. We prove that the group will reach a consensus under some mild con-
ditions on the weight matrix describing mutual influences. We also show a link between our approach to aggregating user
ratings based on opinion dynamics and the widely used I-OWA approach to group decision-making.

Another contribution of this paper is that while most of the group recommendation systems use single rating scores, we
have used pairwise preferences instead. Using pairwise preferences is known in the literature to provide more precise rec-
ommendations due to the derivation of more implicit feedback from users compared to a single rating [12,15,16]. We have
also tested our approach by using three pairwise preference ranking approaches and different experimental results have
been reported in different scenarios.

The rest of this paper is organized as follows. In Section 2, we first outline a state-of-the-art review of work where per-
sonality has been used for RS and GRS systems. Section 3 explains the three pairwise ranking methods that we adopted to
predict the personalized item ranking scores. Moreover, fuzzy preference aggregation is explained in a subsection. We then
describe our proposed model for a personality-based group recommendation system in Section 4. Next, Section 5 introduces
our experimental settings and evaluation metrics and Section 6 reports our experimental results and our main findings in
light of the existing studies. Finally, Section 7 discusses the findings further and includes some of their managerial
implications.

2. Related work
2.1. Personality-based RS

In this section, we focus on the articles concerning personality-based RS and GRS systems.

Personality-based RS refers to a class of RS that takes the personality characteristics of a person into account when mak-
ing a recommendation. We will first provide some examples of studies of the role personality plays in RS for a single user
before shedding light on the role personality plays in GRS. The work in [18] concerns recommendations for a single user
(as opposed to a group) based on a personality profile derived from information about their professional activities. The role
of personality in tourism destination recommendations is highlighted in [19]. This article classifies users based on travel per-
sonality categories, which leads to particular travel behavior. To address the recommendation redundancy and cold start
problems, Dhelim et al. [20] proposed a personality-aware product RS based on metapath discovery and user interest.
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The proposed method aspires to incorporate the users’ personality traits in the associated items. The main personality theory
used in that paper is the Five-Factor Model (FFM), which is based on the following traits: neuroticism, openness to experi-
ence, extraversion, agreeableness, and conscientiousness. The work in [21] investigated the role of Twitter users’ personality
traits when recommending followers. The role personality plays is often ignored in follower recommendation methods, since
most RS systems only use graph topology and user-generated content for this task. For a comprehensive overview of
personality-based RS, we refer the reader to [22]. This paper discusses some challenges and future research directions con-
cerning this subject.

2.2. Group recommendations

Although single-user recommendation systems have received significant research attention and have gained a lot of pop-
ularity due to their use by Internet giants such as Google, Amazon, and Netflix, studies of GRS systems are rather sparse. A
GRS aims to provide group recommendations that maximize group members’ satisfaction and minimize inequality among
users. GRS systems are usually more complex than single RS systems. For instance, Xiao et al. [23] have shown that solving
a GRS problem is usually NP-hard in different semantics. They mapped the group recommendation problem to a multiple
objective optimization problem and used Pareto optimality as the criterion for the solution. Recently, remarkable work
has been carried out with GRS based on deep learning. For instance, in 2020, Zhenhua et al. proposed a Multi-attention-
based Group Recommendation Model (MAGRM) [24], which uses multi-attention-based deep neural network structures
to achieve accurate group recommendations. To achieve this goal and to capture the internal social features of groups, a vec-
tor representation of group features was used to capture each of the groups’ deep semantic features. Then, group preferences
for items were inferred using a neural attention mechanism that takes the preference interaction into account among group
members.

Group recommendations based on implicit feedback (like or buy) have attracted much attention in services such as Face-
book and Amazon. An example of such a recommendation is Group Preference Based Bayesian Personalized Ranking (GBPR)
[25], which was introduced by Pan and Chen.

There is little research on GRS systems that takes the psychological nature of interactions between group members into
account when making a joint decision. One of the first prominent studies to address this issue was carried out by Recio-
Garcia et al. [26], who proposed a personality-aware group recommendation model based on the Thomas-Kilmann Conflict
Mode Instrument (TKI) [27]. This test is based on conflict management and its effect on personal and group dynamics.
According to this test, there are five different styles of conflict management: Competing, Collaborating, Avoiding, Accommo-
dating, and Compromising. For a more detailed explanation of these styles, we refer the reader to Section 4.1.

In this paper, we have applied the concept of TKI to represent the group members’ personality scores. In practice, our
method works well when all the users are able to participate in the TKI test, which is not always a convenient option, espe-
cially for large groups. For large groups in social media, however, it is possible to automatically predict the personality traits
of users based on their information and activity in social media without requiring a TKI test [28]. The TKI metaphor is
another alternative to the TKI test [29] that consists in showing the users two movie characters that have opposite person-
alities, and requiring the user to decide which character has a personality that is more similar to theirs.

To improve group recommendations, some papers have combined the influence of personality and social trust. In [30],
personality factors were derived from TKI and, based on these factors, a value called Conflict Mode Weight (CMW) was cal-
culated to reflect the influence of personality on group decisions. Moreover, mutual-trust relationships between group mem-
bers were extracted from the underlying social network that connects them. The trust value is based on various network
measures, combining their distance in the social network, the number of mutual friends, duration of friendship, shared pic-
tures, etc. In [31], agreeableness was used as a personality factor that models altruistic behavior and is based on the Big-Five
model [32].

The majority of the studies in the field of group recommendation systems consider the opinion of all members equally.
While in real life, personality traits influence the group’s final decision significantly. Although there are some studies that
take the impact users’ personalities have on group decisions into the consideration, they lack a sound theory that quantifies
group dynamics. Furthermore, few group recommendation works use pairwise preference. As previously mentioned, it has
been shown that, in general, pairwise preference methods in recommendation systems show greater precision than individ-
ual rating methods [12,15,16].

At this point, we will mention some notable works that are more relevant to our method. In a group recommendation
system, it is very important that group members negotiate with each other to be able to reach a final decision. In some works,
a coordinator interacts with members to find out their opinion. Wang et al. [33] created a virtual user that acted as a coor-
dinator who tried to solve the members’ conflicts in a group in order to reach a final decision. This was done based on the
mutual trust that existed between the coordinator and members, and not their personalities. In other words, users’ trust-
relations created some sort of personal influence, which had an impact on the virtual coordinator’s opinion.

There are some works in group recommendation systems like [34] which used the results of the TKI method in both social
relationships and social behavior, not only to infer a group’s preference, but also to model the tolerance and altruism char-
acteristics of the group members. Quijano et al. used personality traits in [29] to design a system called HappyMovie, which
recommends movies to Facebook users based on their level of trust derived from the social network and the TKI metaphor,
which serves as an alternative to the TKI test. They expressed the adjustment of a user rating based on the ratings of users
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they trust using a simplistic formula where the influence of other users is inversely proportional to the user personality. The
formula is similar to the memory-based approach for recommendation systems, where the authors use trust instead of sim-
ilarity between users. The main shortcoming of their method is that it does not take the personalities of other users into
account, and only applies the personality of one user at a time.

From the literature, we see that the vast majority of works that take personality traits into account by using the TKI test
employ some sort of ad hoc formula (heuristics) to find the group score. In contrast to all of these works, we rely on the social
influence theory in order to accurately simulate the effect of other users in the final group rating. Another personality-aware
group recommendation based on the TKI test was proposed by Recio-Garcia et al. [26]. Their recommendation is based on
existing collaborative filtering techniques and considers group personality composition.

Among the models that used the TKI test, we find the work of Guo et.al. [35] who introduced a group recommendation
model using individual personality, the impact preference similarities between users, susceptibility, intimacy, and expertise
factor have on the ability to improve the recommendation system. Their approach, however, is not suitable for large-scale
applications, while our proposed method works well on any group size. Moreover, their work did not use pairwise prefer-
ences, and its efficiency on heterogeneous data has not been studied. We, however, use random personality values derived
from different probability distributions in our work to show the applicability of our model to any type of data.

Additionally, although group recommendation systems based on TKI and personality traits have been used in these
papers, as noted, none of them applied pairwise preference to ratings in their methods. In our paper, besides using person-
ality traits to understand the impact has user on the final group decision, we have applied three pairwise preferences meth-
ods in order to calculate the item ratings more accurately compared to single-item ratings.

3. Preliminaries
3.1. Item Ranking based on pairwise preferences

In this section, we present three popular methods for ranking items based on the pairwise preferences that we have used
in our experiments.

3.1.1. Bayesian Personalized Ranking (BPR)

Rendle et al. [15] proposed a generic optimization criterion, BPR-OPT, for personalized ranking that converts a user-item
matrix into a set of per-user item-to-item matrices and tries to maximize the likelihood of per-user pairwise preferences. To
this end, they considered two assumptions: 1. the observed item i by user u is preferred over all unobserved items. 2. The
likelihood of pairwise preference of user u is independent of the others. The likelihood of BPR is formulated as:

BPR = [ [ I pr(rui > ry) x 1 = pr(ry > ru)] (1)

ueUielfjel-I}

where the set of all users is represented as U and the set of all items as I. In this equation, I, c I denotes items that received
positive feedback from the user and r,; is user u’s preference as regards to item i. pr(r, > ry;) is defined as the individual
probability that the user u prefers item i over j. This is obtained using the logistic sigmoid function:

1

pr(ru > 1y|®) = T era®

2)
where x,;;(®) is an arbitrary real-value function of the model parameter vector ®, which captures the special relationship
between user u, item i, and item j from the matrix factorization model [15].

This method solves the matrix factorization problem using stochastic gradient descent with the aim of maximizing the
Area Under the Curve (AUC)..

3.1.2. Multiple Pairwise Ranking (MPR)

There are two main reasons that can explain unobserved items I — I| in BPR: a user either dislikes the unrated items or
has not seen them. To account for these two reasons, Yu et al. [16] introduced a new version of BPR called Multiple Pairwise
Ranking (MPR). They divided unobserved items into two subsets I, and I}, then defined three subsets of items I as:

I: The items that user u has seen and expressed positive feedback on.

I, : The items that user u has seen but has not expressed feedback on.

I;;: The uncertain negative items that user u has not seen.

MPR states that items for which the user has given positive feedback (I;7) have a higher probability of being preferred by
the user than items that the user has not seen (I},). Furthermore, the items that the user has not seen (I;,) have a higher prob-
ability of being preferred by the user than the items that they have seen but have not provided feedback on (I,,). Considering
Tuij = T'ui — Ty, the likelihood of MPR among items can be given as follows:
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MPR = H H H prruj = Tugg Tugy = Tupp')

ueUippelijq el qel, (3)

X [1 = pr(ruij < Tugg Tugy < Tupp)]

where i,p,p’ € I, while j,q' € I, and q € I;.

3.1.3. Matrix factorization pair-score prediction (MFP)

MEP, introduced by Kalloori et al. [12], provides pairwise scores for a set of items that indicate how much a user prefers
one item over another. By integrating the pairwise scores, personalized item scores are computed that indicate how much a
user prefers an item. Let R be a matrix with elements r,;, where r,; indicates how much a user u prefers item i over item j.
MEFP factorizes a matrix R into two smaller d-dimensional matrices X and Y such that R = X.Y is the dot product of the two.
Here, R € is the user-item rating matrix, X € R¥¢'s* latentfactors ¢ ;ser matrix containing the user’s latent factors (x,)
and Y ¢ Ritems: pair-itemsiatentfuctors s the jtem matrix that contains the latent factors of the pair item (y;). The pair-score of a user
u for the pair-item i,j is:

Rusers* items

T = M+ by + by + X y; (4)

where p is the average of all pair scores in the matrix R and b, and bj; are the baseline parameters for modeling the deviation
from the average score for a user u and item pair (i,j), respectively. In MFP, the model parameters are learnt using stochastic
gradient descent, which minimizes the prediction error on the training data (ry; — r,;). The result is a matrix R with elements
consisting of predicted missing pair scores ry;. The final personalized item score v,; is calculated according to the following
equation:

3.2. Fuzzy preference aggregation

In this section, we focus on preliminaries about GDM and preference aggregation as a method for reaching consensus. A
GDM problem consists of a group of m members G = {g;,g,,...,8,} expressing their preferences for a set of items
X = {X1,X2,...,X,} to reach a common solution. These preferences might be fuzzy preference relations (FPR), which are pair-
wise preferences of items. An FPR P on a set of items X can be represented as a matrix P = (p;), where p; = 1,(x;, %;) is the
membership function y, : X x X — [0, 1], such that [36]:

1 if x; is definitely preferred to x;,
x € (0.5,1) if x; is slightly preferred to x;,
Wp(Xi, X)) =4 0.5 if x; and x; are equally preferred, (6)
¥ €(0,0.5) if x; is slightly preferred to x;,
0 if x; is definitely preferred to x;.
In a group with m members, there are m FPRs Py, ..., P, where P, = (p;) for ke {1,...,m} and i,j € {1,...,n}. To obtain a
combined FPR, an aggregation rule called Ordered Weighted Average (OWA) [37] [38] is often used. An OWA is defined as:
OWA(py, -, Pm) = D _Wibo 7)
k=1
where W = (wy,...,wy) € [0,1]™ is a list of weights such that >°;' ,wy =1 and (py,...,p,,) is a list of preference values. In
this equation, ¢: {1,...,m} — {1,...,m} is a permutation function, such that p,y > Py, for each ke {1,...,m—1}.

Therefore, p; = OWA(Dyj, - - - , Dmyj)-

The behaviour of OWA strongly depends on the weight vector. A non-decreasing proportional fuzzy quantifier is proposed
by Chiclana et al. [39] to initialise the weight vector inspired by the behaviour of soft majority. A non-decreasing proportional
fuzzy quantifier can be defined by a membership function as:

0 ify<a
Uo) =S y—a)/(b—a) ifa<y<b ®)
1 if y>b.

Depending on the chosen quantifier Q, the values of a and b are different (see [40]). The weights of the OWA operator can be
calculated as follows [37]:
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:uQ(I) uQ( = Diker,...m )

If we extend the notation to matrices, then the aggregated FPR P is P = OWAq (P4, ..., Pn), where the weights of OWA, are
initialized with the quantifier Q. Another way to obtain the weight vector is to use each group member’s contribution to
the final decision, which means how much each member’s opinion influences the final decision. This goal can be achieved
by assigning an importance degree uy, € [0, 1] to each individual member in the group (g, € G). The concept of Induced OWA
(IOWA) introduced by Yager et al. [41] relies on reordering the set of values and weighting them using some order-
dependent weights. Later, in [42] importance IOWA (I-IOWA) used the same concept as IOWA and considered the importance
of each preference. Therefore, the I-IOWA is defined as:

[— IOWAo((py,th), - .., (P, Um)) Zwkpa (10)

where u;, and p, are the importance degree and preference values of user k, respectively. Q is a non-decreasing proportional

fuzzy quantifier and ¢ is a permutation function where (usx, > Usx.1)). The weight vectors in 10 can be obtained as:
S(k S(k
Wi = Ho(p) — Mo g Dk € 1. (11)

In this equation, S(k) = Z;‘Zlum). Extending the notation to matrices, for m individual FPRs and user’s importance degree U,
the aggregated FPR P is:

P=1—I0WAq((P1, 1), ..., (Pm,Un)) (12)

4. Proposed personality-based GRS

This section describes our proposed personality-based group recommendation system. The first subsection deals with
personality traits and how we used the personality values to develop an influence graph in order to reach a consensus
between the group members. In Section 4.2 an overview of the proposed method has been described in detail.

4.1. Decision-making based on Personality traits

The reason for using personality traits in group recommendation systems is due to the fact that, when a group of people
want their preferences to converge to a common item, such as a movie to watch together, their individual impact on the final
decision often varies depending on their individual personalities. Some people in the group may have a stronger personality,
be more assertive, and have or display a confident and forceful personality. On the other hand, some people are cooperative
and rely on mutual assistance when working towards a common goal. The more assertive a person is, the greater the effect
they will have on the final decision. Psychological tests can be used to help us perceive people’s different personalities. The
Thomas-Kilmann Conflict Mode Instrument (TKI) [27] is a test designed to measure the personality of people in conflict sit-
uations. Based on this test, five personality styles can be identified, namely,

e Competing: a person who wants to be the winner, stands up for their rights and defends the position that they think is
right.

e Collaborating: a person who is concerned with finding an appealing solution that completely satisfies all the group mem-
bers as well as themselves.

e Avoiding: an unassertive and uncooperative individual who postpones an issue to a more suitable time.

e Accommodating: a very generous and selfless individual who obeys others.

« Compromising: neither a very cooperative nor a very assertive person who attempts to find an expedient, acceptable deci-
sion for both parties

Along the first dimension in Fig. 1, we can observe that a person will be assigned a high cooperativeness value if their
personality style is very collaborative and accommodating. Similarly, a person with a very competitive and collaborative per-
sonality style will be given a high assertiveness value. Further explanations of how these values are calculated are provided
in [26]. To mathematically formulate the result of the TKI test, we consider per, to be the personality value of user u and
compute it using the following equation [43]:

1 + Assertiveness(u) — Cooperativeness(u)

per, = 2

(13)

In this equation, per, is a number in the range of [0, 1] and 1 will be assigned to a very selfish person and O to a very easy-
going person.
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Competing Collaborating

Compromising

Assertiveness

Avoiding Accommodating

Cooperativenes

Fig. 1. TKI personality modes inspired by [43].

In [44], social influence is defined as changing someone’s thoughts, feelings, attitudes, or behavior as a result of interact-
ing with other people or belonging to a group. Therefore, a decision made by a group is the result of the group members’
interaction. From a psychological point of view, this decision strongly depends on the personality of the group members.
To model this influence, we propose using a graph that represents the different mutual influences between groups members
(see Fig. 2). In this graph, the nodes are users in the group, and each arc (g;, g;) represents the strength of the influence of user
jon user i in the group by w; € [0, 1]. According to the normalization property, the influence of peers on each user should
sum to one: Vi € {1,2,...,m},> ", wy = 1 (m is the number of users in the group). So, we define the pairwise influence of
peers j on i (w;;) as:

m+ _per ifi]j

1 per;+per;

W,‘J' = m (14)

- > wy ifi=j
j=1j#i

where per; is the personality value of user i as defined in Eq. (13). It is worth noting that the formula is quite intuitive: w;; is

proportional to ;% which reflects the influence j has on i, while the factor —1; acts as a normalization factor.
i J
If we consider G = {g;,8,,...,&x} as a group of m members, then y = [Vg,x> Vgyxs - - - » Vg, x| Will be a vector, representing

the group members’ score for item x (see Eq. (5)). It is assumed that, after the group members interact, their opinions will

change based on the influence they have on each other. Mathematically, y*) = Wy\" where W = (w;;) [40] is an m x m
weight matrix (see Eq. (14)). By iterating the process, after t iterations, the group members opinion will be:

W11

@, Do

W22 W23

Fig. 2. A graph indicating the pairwise influence of peers in a group of three users.
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-1
YO = Wy (15)
which is equal to:
-1
JO = Wty (16)
Since matrix W is a square stochastic matrix, it can be considered as being the transition probability matrix of a Markov

chain with m states and stationary transition probabilities. Based on [17], if a positive integer [ exists such that every element

in at least one column of the matrix W' is positive, then m opinions are expected to converge to the same value. Accordingly,
in our model, as the group members interact more, their opinions will eventually converge to the same value. So, after infi-
nite iterations reaching a consensus is guaranteed:

¥ =wryd (17)

Since, in reality, interaction between group members over an infinite number of iterations is not feasible, we show how we
obtain the final consensus value based on the stationary distribution of the associated Markov chain without applying infi-
nite iterations. Furthermore, in practice, as our simulation results have shown, we can usually approach a consensus value
very rapidly with only a few iterations. According to [45], the stationary distribution of a Markov chain is a vector
T = 71, T, ..., Tm) that satisfies the following conditions:

1.nTW=m
2.Vie{1,2,....m}:m; >0
3.yt m=1

where W is the transition matrix and m is the number of states (in our model, m is the number of group members). From the
first condition (TW = m), we generate tW* = 7. Therefore, the final group score S¢, for item x will be calculated using the
following equation.

Sex = Ty (18)

Note: At this point, it is worth mentioning that the above results can be also viewed from a GDM point of view. Therefore, we
provide an alternative proof and interpretation of the convergence results. If we consider P, = (p};)) as the FPR of the kth
member in the group (in our paper, p,; = r;; in Eq. (4) or a pairwise preference score in the BPR and MPR model given by
the member k), then, after ¢ iterations, it is possible to compute k’s user FPR as:

Pl =1 - I0OWAQ (5", Wia), -, (Png” Wiem)) (19)
where wy; is the pairwise influence of peers i on k. Extending the notation to matrices, the previous equation changes to:
PY =1 —IOWAQ (P, W), ..., Py Wiem)) (20)

In the Appendix, it is demonstrated that m FPRs converge to the same FPR if there is a positive integer [, so that every element
in at least one column of W' is positive. The convergence proof relies on demonstrating that our influence model coincides
with a special case of a GDM model with a particular I-IOWA operator.

In the next section, we will show that by applying this method to the MovieLens dataset, the individual scores of the
group members Vg; € G : v,, for every item will change after some iterations and converge to the same group score S¢x. Note
that our consensus model and the corresponding theoretical result can be seen as a special case of the model reported in the
research carried out by one of the authors of this article [40].

4.2. Summary of the proposed method

This section describes the different steps of the proposed method shown in Fig. 3.

In order to be able to use the BPR and MPR methods, the dataset described in Section 5.1 should be changed to implicit
feedback. In fact, both BPR and MPR rely on the fact that an observed item that is not chosen represents a form of negative
implicit feedback (see Section 3). Generally, the implicit feedback is click, purchase, etc.

Here, we follow the same experimental methodology as [25], which considers ratings higher than 3 as the observed pos-
itive feedback.

The personalized item score »,; for MFP is calculated using Eq. (5). When it comes to BPR and MPR, v,; = x%y; where x,, and

y; are u" row in matrix X and jth row in matrix Y, respectively. It is worth noting that X and Y are user and item factorized
matrices in the matrix factorization process.

The personality-based weights for the group members have been calculated using Eq. (13) and Eq. (14). Since the users’
personality traits in the aforementioned dataset was not available, we tested the proposed method using synthetic person-
ality numbers (per, ). In this way, we were able to demonstrate the influence of each group member’s personality on the final
item ratings, which could serve as an example of a real-life situation.

8
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Fig. 3. Steps of the proposed method.

5. Experimental settings, and evaluation metrics
5.1. Dataset

The dataset for the MFP method was acquired from an online experiment performed by Blédaiteé et al. [ 14] to collect users’
pairwise preferences. The authors developed an online interface that allows users to compare different movie pairs and enter
their pairwise scores. In this experiment, a total of 2,262 pairwise scores related to 100 movies from the MovieLens dataset
were collected based on feedback from 46 users. In addition, 73,078 movie ratings from 1,128 users in the MovieLens 100 K
dataset were used. These movie ratings were converted into pairwise scores using the equation:

ru,-j =Ty — ruj (2])

where ry; € [1,5] is user u’s rating for item i and r,; € [—4, +4] is user u’s pair score for items i and j, indicating how much user
u prefers i over j. The dataset is summarized in Table 1. The dataset used for the BPR and MPR methods is MovieLens 100 K.

Table 1
Dataset used for MFP method.

Dataset #Users #Movies #Pair-scores
Online interface 46 100 2262

Dataset #Users #Movies #Ratings
MovieLens 100 K 1128 100 73078
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5.2. Evaluation metrics

In order to check the quality of the proposed method, we used precision, consensus, and fairness. Precision is the fraction
of the number of relevant recommended items (true positives) in relation to the total number of recommended items.

L #TPg
precision; = Z(TPe U FPQ) (22)
where TP; and FP; denote the true positive and false positive, respectively. They are defined as:
TP; = {i €Rg|3g € G suchthat r,;# e and YueGry #e—r, >0} (23)
FPc = {i € Rs|3g € G suchthat ry; <0} (24)

Here, the set of items recommended to group G is denoted R¢, while the rating of user u for item i is r, ;. To measure whether
a user likes or dislikes an item, we used a threshold 0 = 4. Note that the user test-ratings are on a scale from 1 to 5. In Eq. (23)
the dot point (e) means that the rating is missing (not given by the user).

Consensus is a measure used to evaluate the extent to which the group members reached agreement [46]. In collaborative
filtering, consensus is defined as the pairwise distance between the final item-x ratings rg?x of each group member g; (see Eq.
(25)). To normalize the result, the maximum possible rating rq, is used.

(+) (%)
rgi~X - rng

(81.8j)€G,(i7))

COMSEMSS =1 161 (16T~ 1)/2 %

(25)
Fairness can be regarded as a measure that evaluates how much the group members are satisfied with the final recom-

mended items. In this work, fairness for every recommended item x € R is the fraction of group members g € G such that
their rating r,, for item x is greater than a threshold 6 = 3.5.

J:irex>0

geG
|Gl

fairness(G,x) = (26)

6. Results and evaluation

In Section 6.1, we provide some proof of concept experiments to illustrate how consensus is reached in our model. Then,
in Section 6.2 we provide a more thorough evaluation of the performance of our approach on varying group sizes.

6.1. Reaching consensus using personality-based opinion dynamics

In this section, we will provide a few examples that show how our approach can reach consensus using the personality-
based opinion dynamics model presented in Eq. (17). These examples will help to illustrate the effect of personality (Eq. (13))
on the achieved consensus.

6.1.1. Reaching consensus

In order to explain the procedure whereby consensus is reached, we generated six random numbers
PER = [0.53,0.84,0.12,0.41,0.22,0.30] € [0, 1] as personality values of six individuals in the group, then converted them into
personality-based weights using Eq. (14) (see Table 2). Each row i in the table indicates the weight of influence of others on
person i (wiforj = {1,...,m}). It is obvious that the diagonal entries in this matrix w; contain the influence each individual
has on themselves, and the higher the per; the higher the w;. This matrix W is considered to be a transition matrix of the
Markov chain. According to the DeGroot opinion dynamics model [17], the item rating of the individuals changes after they

Table 2
Personality-based weights.
Person 1 Person 2 Person 3 Person 4 Person 5 Person 6

Person 1 0.62 0.12 0.03 0.08 0.05 0.07
Person 2 0.07 0.74 0.02 0.06 0.04 0.05
Person 3 0.16 0.18 0.23 0.16 0.13 0.14
Person 4 0.11 0.13 0.04 0.56 0.06 0.08
Person 5 0.14 0.16 0.07 0.13 0.38 0.11
Person 6 0.13 0.15 0.05 0.12 0.08 0.47

10
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interact due to the influence these individuals might have on each other, until they eventually agree on a rating after some
iterations (see Fig. 4).Fig. 5 illustrates how, after few iterations, a group of six individuals can reach a consensus. In this
example, per, = 1.0 indicates a very selfish person and per; = 0.0 indicates a completely obedient person. As expected,
the final item score is very close to person 2’s score and very different from person 5’s score. In this sense, person 5 changed
their opinion dramatically after just one interaction, while in all the interactions between the group members, person 2’s
opinion only changed slightly. Moreover, in the beginning, person 5 and person 6 started with the same opinion, namely,
they both gave the item a score of 0.0. Although they finally agreed on 3.5 as the item score, it took more time for the less
obedient person to converge to the final score. This figure confirms that adopting the weights according to the pairwise influ-
ence of peers given in Eq. (14) could model the role of group members’ personality traits in making decisions and reaching
consensus.

Item ranking and recommendation We applied the influence model described in Section 6.1.1 to all of the items in the data-
set in order to deduce the group’s final personalized item scores for every item as given by Eq. (5). Then, we sorted them in
descending order and recommended top-10 items to the group. Fig. 6 illustrates an example of convergence to final group
personalized item scores in the case of six experts, each with a different initial score for each of the four items. We observe
that, after some iterations, all group members reach consensus on every item score. The higher the final item score is, the
better the rank in the final order will be. Please note that each of the four colors in the graph corresponds to a different item.

6.2. Evaluation under varying group sizes

In Tables 3-5, the evaluation results for three models, with and without considering members’ personalities, are reported.
The results correspond to the average evaluation of four group sizes: small (i.e.. {VGCU : |G| € [2,4]}), mid-size (i.e..
{VGCU: |G| €[5,8]}) large (i.e.. {VGCU :|G| €[9,12]}) and very large (i.e.. {VGCU : |G| € [13,20]}). Interestingly, for all
of the models, the consensus is 1, which means that the preference score for the recommended items given by all members
in every group converged to the same number. This is a consequence of the influence model we adopted. Furthermore, since
assertive members have more influence on the final decision, it seems that taking personality traits into consideration in
item recommendations will result in an unfair recommendation. To investigate this, we adopted 1,000 random configura-
tions for every group size. Interestingly, our results summarized in the tables show that the precision and fairness in our
models are almost the same with and without taking personality into consideration. Although some members are more
influential than others, on average, our recommendation model is still able to find a set of top items that appeal to all
members.

Moreover, in order to show different personality scenarios and the impact they have on precision and fairness, we
repeated the experiment with a group of four users. The results can be seen in Table 6. According to this table, one possibility
is that all the users have the same personality, for instance, all are strongly assertive (first row). Therefore, all personality
values are 1 (per; = 1,Vi € G) (see Eq. (13)). Then according to Eq. (14), w;j = wj;,Vi,j € G. This means that all users have
the same influence on the final decision. The weights will be the same when all users are strongly easy-going or when they
all have equal personality values. Since every user in this scenario has the same impact on the final decision, we expect to get
a fair recommendation. The results reported in the table confirm this expected result and maximum fairness (0.7) value is
achieved in this scenario.

The second scenario in the table is when there is a very assertive person and the others are highly easy-going, like a leader
and his followers (second row in the table). In such a situation in the real world, all users would follow the "leader” and the
final decision would be as much closer to the opinion of the leader than to the opinions of the followers. The results reported
in the table confirm this and the lowest fairness (0.6) value is reported in this scenario.

5.0
451
4.0 1
351

3.0 A

251
201

Personalized item score

15 A1

10 A1

T T T

o
=]

4 6
Number of iterations
Fig. 4. Reaching consensus in a group of 6 members (15,16,17).
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Fig. 5. Reaching consensus in a group of six members - per values in the upper right corner of the figure indicate personality traits of the group members

((15)-(17)).
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Fig. 6. Illustration of convergence to group final personalized item scores corresponding to four different items for six experts ((15)-(17)).

Table 3
Comparing precision and fairness with and without consider-
ing members’ personalities from the model based on BPR.

Personalities Group Size Precision Fairness

Same Small 0.68 0.76
Random Small 0.69 0.76
Same Mid-size 0.81 0.76
Random Mid-size 0.82 0.76
Same Large 0.87 0.76
Random Large 0.87 0.76
Same Very large 0.91 0.77
Random Very large 0.91 0.77

We repeated the experiment with different random personalities. The results show slight changes in precision and fair-
ness, on different types of distributions. However, the closer the personality values are to the second model (leader and fol-
lowers), the higher the precision and the lower the fairness.

Figs. 7-9 indicate the precision vs. fairness of three models based on MFP, BPR, and MPR, respectively, in two different
states: a) personality traits are not considered, b) random personalities are assigned to group members. Models were run
in groups of sizes varying from 2 to 20. In the figures, the sizes of the bubbles are proportional to the group sizes.
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Table 4
Comparing precision and fairness with and without consider-
ing members’ personalities from the model based on MPR.

Personalities Group Size Precision Fairness

Same Small 0.71 0.79
Random Small 0.72 0.79
Same Mid-size 0.85 0.79
Random Mid-size 0.85 0.79
Same Large 0.90 0.79
Random Large 0.91 0.79
Same Very large 0.93 0.80
Random Very large 0.93 0.80
Table 5

Comparing precision and fairness with and without consider-
ing members’ personalities from the model based on MFP.

Personalities Group Size Precision Fairness
Same Small 0.74 0.72
Random Small 0.75 0.70
Same Mid-size 0.84 0.69
Random Mid-size 0.84 0.67
Same Large 0.89 0.68
Random Large 0.89 0.68
Same Very large 0.92 0.68
Random Very large 0.92 0.68

Table 6
Different personalities in a group of four members result in different fairness.
Personality Traits personality values Precision Fairness
1 All assertive (All the same personality) 1.00, 1.00, 1.00, 1.00 0.80 0.70
2 One assertive, rest easy-going 1.00, 0.00, 0.00, 0.00 1.00 0.60
3 Three assertive, one easy-going 1.00, 1.00, 0.00, 1.00 0.80 0.68
4 Four random personalities 0.50, 0.10, 0.30, 0.20 0.80 0.69
5 Four random personalities 0.40, 0.28, 0.65, 0.84 0.80 0.69
6 Four random personalities 0.24, 0.57,0.97, 0.24 0.80 0.69
7 Four random personalities 0.54, 0.52, 0.48, 0.38 0.80 0.70
8 Four random personalities 0.05, 0.12, 0.50, 0.52 0.81 0.67
9 Four random personalities 0.04, 0.11, 0.47, 0.62 0.79 0.68
10 Four random personalities 0.12, 0.60, 0.51, 0.04 0.78 0.67
11 Two assertive personalities 1.00, 1.00, 0.00, 0.00 0.88 0.63
a b
bubble sizes indicate Group size bubble sizes indicate Group size
0.76 A
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0.72 4
0.72 {
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Fig. 7. Precision vs fairness from the model based on MFP in two different states: a) same personality traits, b) random personality traits (Bubble sizes
indicate the group sizes).
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Fig. 8. Precision vs fairness from the model based on BPR in two different states: a) same personality traits, b) random personality traits (Bubble sizes
indicate the group sizes).
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Fig. 9. Precision vs fairness from the model based on MPR in two different states: a) same personality traits, b) random personality traits (Bubble sizes
indicate the group sizes).

7. Managerial implications and discussions

By comparing Figs. 7-9, primarily, we observe that the average fairness in the methods based on BPR and MPR is better
than it is with methods based on MFP. This might be due to the fact that in BPR and MPR based methods, items with positive
feedback have been pushed up and those without feedback pushed down. Therefore, the proposed method could recommend
items that appeal to more users in the group and as a result, the average fairness is higher.

As stated in [47,48], generally, in group recommendation system, fairness decreases as the group size increases, which is
the same trend as observed in Fig. 7. However, in Figs. 8 and 9, we observe that the larger the group size, the fairer the model.
This is because the influence of the personality score on the outcome is greater for smaller group sizes. For instance, in a
group of two users, the opinion of the stronger personality would dominate the weaker personality. Thus, if the result is
not preferred by the non-dominant user, it would be unfair to 50% of the group members (one of the two), while, in
larger-sized groups, the influence of the personality has diminished. This is because the outcome is less likely to be domi-
nated by one personality in larger groups as compared with smaller groups. Consequently, the recommended items would
be appealing to more members.

By the discussion above, we have presented new models for group recommendation, in which the pairwise preference is
focused on achieving stronger results. We have also focused on a real-life scenario in which members not only discuss their
preferences, but also influence each other’s decisions through a factor we call ‘personality’. We have also observed that when
there is a strong desire for fairness, BPR and MPR based models perform better. Similarly, when the group size is large, it is
better not to use the MFP based model.
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8. Conclusion

This paper proposes an approach to group recommendations that takes the personalities of group members into account.
In the proposed approach, three pairwise scoring methods (BPR, MPR, and MFP) were used to predict item scores. We also
designed a consensus model based on personality traits that results in a joint group recommendation, and we evaluated the
fairness and precision of the proposed GRS for different member personalities using real-life datasets.

One of the limitations of the proposed method is the way the personality traits are computed. In fact, our method requires
users to fill in a TKI test composed of 30 questions. As performing such a test might not be so practical in real-life scenarios or
for large groups, as future work we would like to investigate other more lightweight alternatives to assess users’ personality
traits. For instance, in [28], personality values were predicted from each user’s social media content, while in [29], a TKI
metaphor was used to replace the TKI test.

Moreover, in our paper, users were considered to have ‘fixed’ personality traits. However, in practice, users may change
their attitude if they start to understand the impact of their personality value. An open research question is whether it is
possible to design an approach that gives incentives to the users to report their personality traits truthfully.

In the future, in addition to the personality traits of the users used in this work (assertiveness and cooperativeness), we
could also take into account the level of curiosity of the individuals. It might be of interest to investigate whether individuals
with a high level of curiosity are more interested in receiving recommendations that are different from their previous expe-
riences, while individuals with a low level of curiosity tend to do the same things they did in the past, with no interest in new
or different areas.
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Appendix A. Appendix

In this section, we prove the convergence of the influence model as a special case of the GDM model with a particular I-
IOWA operator, which works similarly to [40]. In Eq. (8), if we consider a = 0 and b = 1 for the quantifier Q and a positive
integer [ exists such that at least one column in the weight matrix has positive elements, then all FPRs converge to the same
FPR.

Combining the definition of FPR in Eq. (19) with the I-IOWA operator (Eq. (11)) and weight Eq. (10), the elements of FPR P
are defined as:

pY =1 —10WAQ((p\" ", W), -, (P ", Wiam))

& i i _ (27)
= (Ho () — Mo CmIPs

=1

In this equation, S(i) = Z}lek(,(,-) and ¢ is a permutation function. If we consider a = 0 and b = 1 in quantifier Q, then accord-
ing to Eq. (8), for 0 <y < 1, 4y (y) = y. Since S(i) < S(m) then it is clear that 0 < L')) < 1. Therefore, ,uq(%) =30 sybstituting

S(m — S(m)"
this into the previous equation gives:
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According to the paper, Zj’”:lwkj = 1. Since ¢ is a permutation function, it only changes the order of the items. Therefore,
> Wie() = 1, as well. By replacing this in the previous equation, we get:

m m
-1 t-1
o = Wieply = wap) " (29)
i1 i=1
Extending the notation to the matrix W, we can generalize the preceding equation to p(t) = Wp“™" = W' 1p(), As explained

in Section 4.1, W can be considered as the transition probability matrix of a Markov chain with m states and stationary tran-
sition probabilities. Based on [17], if a positive integer I exists such that every element in at least one column of the matrix W'
is positive, then a value p exists such that m opinions are expected to converge to it (Vk € {1,... ,m}limpmpg) = p). This

means that after ¢ iterations, users’ preferences will converge to the same value. Extending the notation to the FPRs, after
t iterations, all FPRs converge to the same FPR.
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