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We present a model for sharing quantitative data in the field of physics education research and use it to
present a newly available dataset as an example. This model is in line with calls from across physics and
science more generally to democratize data and results through open access. The model includes
suggestions for data collection, creation of a data schema, and data sharing. It attends to the specific needs
of the physics education research community, such as anonymization of human subjects data. As an
example of this model, we use the Colorado Learning Attitudes about Science Survey for Experimental
Physics (E-CLASS) dataset, which includes over 70 000 responses to the E-CLASS survey. These data
cover 133 institutions, 599 unique courses, and 204 instructors, and was collected between 2016 and 2019.
These data are made available at the time of publication and can be used freely, without the need of any
institutional review board approval.
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I. INTRODUCTION

There are recent calls from the physics community for
free access and open sharing of data (e.g., Refs. [1,2]). The
United States Congress has taken up the issue [3] and the
European Union has issued a strong mandate (known as
Plan S [4]) towards publicly funded research being open
access, both in the dissemination of results and in the raw
data collected. The U.S. National Science Foundation’s
own rules require that the “primary data” gathered using
NSF support must be freely shared “within a reasonable
time” [5]. The American Institute of Physics (AIP) states
“that all datasets underlying the conclusions of the paper
should be available to readers” [6].
Within physics education research (PER), as with other

fields of science, data sharing is becoming more common,
but access to data could still be improved. PER, in
particular, has had profound impacts on university physics
learning through collecting and analyzing large datasets
(e.g., Ref. [7]). However, sharing of these data have
significant barriers due to the privacy rules surrounding
student data, and, historically, raw data have not been

broadly available to all PER researchers. We suggest that
the practice of data sharing in PER could be expanded to
help broaden the use of the data for research, and thus have
greater impact on physics education.
Our goals for this paper include (1) introducing a

framework for sharing data within PER and (2) using this
framework to present a newly available dataset as an
example. First, we present a framework for sharing large,
quantitative datasets in PER. This model assumes that the
data being shared are quantitative, such as tabulated pre- and
postconcept inventory data, student information system data,
or click data from learning management systems. It is not
designed for qualitative data, such as video observations or
interviews. The model suggests norms for data sharing, such
as articulating the level of the data (e.g., data about an
institution compared to data about an individual student),
how to discuss the anonymization of the data, and also the
organization, or schema, of the data. We suggest a productive
model of data sharing supports open access to data, as it
allows the reuse of previously collected data to answer new
research questions, as well as studies to reproduce results [8].
Second, as an example of this framework, we present the
70 000 response Colorado Learning Attitudes about Science
Survey for Experimental Physics (E-CLASS) dataset. This
dataset is free to access for all researchers and contains pre-
and postresponse data, demographics, course information,
and other data for students attending 133 institutions of
higher education. The courses represented are introductory
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and upper-division laboratory courses. These data have been
used to explore many research questions related to, for
example, gender and labs [9] and the effect of instructional
approaches on student views about experimentation [10,11].
The dataset has also been used to demonstrate the effective-
ness of centrally administrated data collection in PER [12].
Making this dataset open and available to all researchers
leverages the significant efforts required to collect such data
to allow for studies of unexplored research questions by
researchers not involved in the data collection. Our hope is
that this will empower researchers with fewer resources
and/or at smaller institutions to be able to pursue innovative
research programs without the barriers of having to collect
significant amounts of data themselves.

II. BACKGROUND

This paper aims to present a framework for data sharing
in the field of physics education research (PER). In this
section, we discuss the benefits of data sharing, a brief
history of data sharing and datasets in PER, and docu-
mented issues in sharing social science data.

A. Benefits of data sharing

Sharing of PER data does take effort and, depending on
the dataset, it may require significant time and resources to
be able to make the data widely available. Thus, we must
understand the benefits that may be derived from data
sharing. To discuss the benefits, we turn to ideas posited
by PLOS ONE, an open access, broad topic journal. This
journal requires that all researchers submit open and freely
available data that are related to any study published in the
journal and has clearly articulated some reasons why data
sharing is beneficial to science. According to PLOS ONE
(and replicated below), making data publicly available
allows for the following [13]:

1. Validation, replication, reanalysis, new analysis,
reinterpretation, or inclusion into meta-analyses;

2. Efforts to ensure data are archived, increasing the
value of the investment made in funding scientific
research;

3. Reduction of the burden on authors in preserving
and finding old data, and managing data access
requests;

4. Citation and linking of research data and their
associated articles, enhancing visibility and ensuring
recognition for authors, data producers, and curators.

Across social science fields there has been a replication
crisis [14]. Many studies when revisited cannot produce the
same result (e.g., within PER, Aiken et al. [15] demon-
strated courses taken, not grades as previously demon-
strated in Aiken and Caballero [16], is most predictive of
whether or not a student remains in a physics degree
program). In some cases, if data were freely available,
studies at different institutions could be compared to see if

the results could be replicated. Data sharing also encour-
ages the long-term preservation of data, which maintains
data integrity and can serve as training tools for future
scientists [17]. Free and open data also encourage con-
versations around specific research questions. Results can
be reanalyzed with different methods to further establish
results.
Creating public datasets has had varied popularity across

different fields focused on social science questions. In
psychology, there is often poor availability of data for
researchers outside of the original study [18]. A lack of
public datasets is likely a strong contributing factor to the
replication crisis [14]. It is important to avoid this outcome
in PER. A replication crisis in PER would likely motivate
departments to not adopt research-based pedagogy.
In the broad field of machine learning, it is common to

have freely available datasets for a variety of tasks (e.g.,
Ref. [19]). These datasets are well known and, thus, are
useful to test newmachine learning models against data that
is accessible to everyone. In PER, embracing an open data
sharing policy can be used to leverage both research results
and policy.
In addition to these points, we would also like to highlight

that sharing data helps to democratize PER. Currently, PER
is done primarily at large-enrollment research universities
[20]. In some cases, this restricts the demographics of the
students who are being studied. But it also has the effect of
restricting the demographics of researchers by limiting
access to data. By providing open and freely available data,
we provide opportunities to participate in research for
researchers who do not work at large-enrollment research
universities. This point is particularly salient for quantitative
data, where many analysis methods require a large amount
of data.

B. Data sharing in PER

Historically, data from high-impact PER studies (e.g.,
Ref. [7]) have not been shared. In most cases, raw data from
PER studies are not available. This leads to PER studies,
which attempt to replicate previous work, relying on data
reported in tables, since the raw data are unavailable
(e.g., Ref. [21]). While laudable, secondary analysis can
be problematic because it becomes impossible to account
for correlations that may be found in the raw data unless
they are directly reported. Instead, secondary analysis
should ideally be built from the raw data of previous
studies [22]. In the case that identifiable data are necessary
to answer a research question, one must go through
institutional review board approval in the U.S. or a similar
process in other countries. However, many questions with
regards to student learning, attitudes, and pathways through
physics do not require identifiable data.
A common result in PER has been that interactive

engagement increases conceptual learning in physics [7].
However, the exact effect sizes of factors that increase
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engagement are not well understood. If there was a large,
public dataset of concept inventory responses along with
classroom description data, we could begin to build a
testable and repeatable model of the alleged causal relation-
ship between interactive engagement and physics content
acquisition. These research results could then be leveraged
towards influencing departmental policy. With a public
dataset, the expected increase in learning at a single
institution due to pedagogical changes could be compared
directly to a national or international data metric. This would
allow for direct examination of both the stability of learning
increases due to pedagogical changes and an examination of
when these pedagogical changes do not produce the desired
effect. We believe there are currently two existing broad
efforts that seek to accomplish this type of outcome.
Recently, there have been two large-scale initiatives to

collect multi-instrument concept inventory and survey data
in PER. The first large-scale data collection has been
through the Learning About STEM Student Outcomes
(LASSO) project [23]. The LASSO project implements a
central storage and data collection framework similar to the
ECLASS framework [12,24]. Instructors sign up to include
a concept inventory in their course and provide a number of
descriptors, such as estimated student enrollment, institu-
tional descriptions, and a description of the course being
taught. Students are then delivered the concept inventory
online through the LASSO system. To access data via
the LASSO system, researchers need to have local IRB
approval to be able to purchase the data [25].
The second broad effort is the PhysPort system. PhysPort

is primarily a website for “physics educators to learn to apply
research-based teaching and assessment in their classrooms”
[26]. PhysPort also includes a “Data Explorer” page, where
faculty can upload survey data from their courses and
compare their data to national responses. These data are
then compiled into a dataset that is shareable. To access this
dataset, researchers are required to apply to their local IRB
first, then submit this IRB approval to the PhysPort admin-
istrators who will then review it and determine what data
they are able to share [27].
In addition to these projects that collect data from

multiple survey instruments, there are two well-established
single-instrument systems, the E-CLASS and the Physics
Lab Inventory of Critical thinking (PLIC) [28]. Both of
these data collection efforts are built on similar core
processes and code. We will describe the E-CLASS system
in detail below.

C. Challenges for data sharing

Data sharing cannot be done freely without first attend-
ing to some challenges. These challenges fall into two
groups: (1) administrative challenges and (2) privacy chal-
lenges. Administrative challenges include finding appro-
priate technological solutions to share data affordably and
reliably. Recent efforts across science have been made to

create free data repositories for researchers to store data in,
such as open-source repositories like Harvard Dataverse
[29], Data World Bank [30], the U.S. Government’s
data.gov [31], CERN’s Open Data warehouse for particle
physics data [32], or the Open Science Framework [33].
Resources such as the Open Data Handbook describe
different data sharing procedures for open data [34].
These procedures include what license should be used
for sharing the data [for example, the ECLASS dataset
shared in this paper uses the Open Data Commons Open
Database License (ODbL) v1.0 [35] ]. These efforts have
eliminated the need for funding locally hosted computing
resources to store and share data. In addition to finding a
way to share data in a reliable way, one needs to be make
sure the data shared openly are no longer considered human
subjects data.
Data privacy is a complex issue. Typically, data such as

names and telephone numbers are never released because
these create obvious identifiers within data. Groups of
specific data types (e.g., zipcode, date of birth, gender) can
be used in some cases to identify a person when other
public data (such as census data) are available [36]. In
highly sensitive contexts, such as medical research, data
can be released using sophisticated statistical information
methods [36]. In the case of PER, it is unlikely to be the
case that these sophisticated methods are necessary because
students rarely divulge private information that would
compromise their lives or livelihoods. However, it is
important that data are anonymized or deidentified at the
appropriate level to protect both the students who are
learning and the pedagogical practices of the instructors.
This process should be done in consultation with an IRB.

D. E-CLASS

One common goal for instructors of physics lab classes is
for their students to develop scientific habits of mind and
expertlike epistemology around experimental physics. To
assess the impact of lab instruction on these views, the
E-CLASS was developed [37] and validated for all levels of
college physics [38]. The E-CLASS measures student
epistemologies and expectations for experimental physics
in lab classes. The E-CLASS is administered to students at
the beginning and end of an academic term to measure the
impact of instruction. The survey asks students to respond
with their level of agreement (from strongly agree to
strongly disagree) to two questions for 30 statements.
The questions ask “What do you think when doing
experiments for class?” and “What would experimental
physicists say about their research?” The 30 statements
include a variety of ideas surrounding experimental physics
and were chosen to align with a large range of learning
goals from the community of lab instructors. An example
statement is “Calculating uncertainties usually helps me
understand my results better.” In addition to the 30 state-
ments asked both on the pre- and postsurvey, there are
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23 related statements about what is important for earning a
good grade in the class, which are asked on only the
postsurvey. An example question is “How important for
earning a good grade was calculating uncertainties to better
understand my results?” Questions about demographics,
interest in physics, and career plans are also asked on the
postsurvey.
There have been many research studies done with

student responses to the E-CLASS [9–12,37–52]. A sum-
mary of many of these results can be found in Ref. [53].
These studies cover a wide range of research questions,
including exploring the impact on E-CLASS scores from
open-ended vs guided labs [11], gender [9], and skills vs
concept focused labs [39]. Additional work looked at how
student responses evolved as they progressed in their
physics courses [44], and how course grading practices
[41] and student course grades [42] correlated with
E-CLASS responses. Finally, there have been several
studies examining the effectiveness of lab transformations
using E-CLASS for a single course [46–48,51,52]. Even
with all of these previous research questions being probed,
there are considerably more still to be answered. In
particular, questions that require more data than was
available in 2016–17, when most of the previous research
was done.

III. DATA SHARING MODEL

The data-sharing model presented in this paper is based
on a collection of sharing recommendations across many

fields including physics, psychology, and physics educa-
tion research. It is presented here as a four step process:
(1) data collection, (2) data schema, (3) data anonymiza-
tion, and (4) data sharing (see Fig. 1). Each process is
discussed below.
A data-sharing model explicitly articulates how the data

were collected, the original purpose for the collection, how
the data are organized for sharing, and how to access said
data. It provides better transparency for research that was
done with the data collected [54]. It clearly articulates the
anonymization process [55]. It provides a description of the
data that are being shared, called a data schema, by
establishing the relationships between the different data
presented in the dataset [56]. Additionally, a data-sharing
model provides a framework for potential research questions
to be investigated by other researchers. In this section, we
will discuss each of the components of a data-sharing model.

A. Data collection

In the data collection step, it is important to articulate
what data were collected, how they were collected, and
results that have been produced using these data so far. Data
in education research have a number of constraints that
should be articulated. First is what theoretical assumptions
went into the data collection [57]. Second is what level of
data are being collected [58]. Third is characterizing the
data types and encoding of the data that are collected [59].
Ding [57] identifies that quantitative PER historically

has had three genres of studies that are performed:

FIG. 1. A data-sharing model for PER. While data sharing occurs across all of science, PER has specific needs to make data sharing
generally available, as does the E-CLASS itself.
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(1) Measurement studies, such as building an understand-
ing of student knowledge of a physics concept, (2) con-
trolled explorations of relations where relationships
between confounding factors are explored (such as con-
ceptual understanding and social interactions in class),
and (3) data mining, where researchers use data they lack
control over, such as student information systems. The
theoretical assumptions of what can be said and done
within each kind of study is directly relevant to sharing
data. For example, data gathered to examine causal
relationships of student conceptual understanding and self
efficacy may be data mined later and even enhanced with
data from other sources. These data cannot be used to
produce new causal relationships. By articulating the
theoretical assumptions that went into gathering the data
in the first place, researchers that are using a newly shared
dataset can better understand the boundary conditions
governing research questions they can ask.
Data can be collected in a variety of ways. Traditionally,

concept inventory data in PER have been collected by
instructors individually (often on paper forms) and then
compiled into larger datasets by researchers (e.g., Ref. [7]).
This model of data collection is similar to the PhysPort Data
Explorer model except that the PhysPort Data Explorer has
automated the dataset compilation process. Data can also be
collected through centralized administration and storage
procedures. This is how data for E-CLASS [12], PLIC
[28], and LASSO [23] projects collect data. Beyond concept
inventory data, datasets can also be compiled from institu-
tional data (e.g., Ref. [60]). This is typically done first by
accessing local institutional data, then transforming it into an
analytics database that can be shared.
One way of articulating the data collection process is by

describing the level at which the data are gathered. The
level of data is important because it implies specific
constraints about what can and cannot be said with the
data being shared. Quantitative educational data can be
defined as being at three levels [58,61,62]:

• Macrolevel data: Data concerning institution-level
importance such as grades, demographics, etc. These
data are frequently collected on a timescale of semes-
ters or years.

• Mesolevel data: Response data from concept inven-
tories, course observations, submissions of course
assignments, etc. This level of data allows the capture
of concepts and affect that students are learning and
experiencing in a classroom or online environment.

• Microlevel data: Data from interacting with learning
systems, such as video lecture clickstreams or learning
management software. These data are often captured
on a per second level as students click on a web
platform, search through a video lecture, or interact
with an intelligent tutor system.

These data-level descriptions are not necessarily com-
pletely distinct from one another and can often complement

each other. For example, the way a student uses a web
platform as they complete a homework assignment can
contain data that are both the clicks they make and the
responses to questions they provide.
Macrolevel data have been used in PER to investigate

success in learning [63] or staying in the major [15].
The ECLASS dataset presented in this paper is an example
of mesolevel data. Microlevel data have been used in PER
to investigate how physics students learn from video
lectures [64,65].
Once a good understanding of how and what data are

collected, the organization, or schema, can be articulated.

B. Data schema

A schema is a description of how different components
of data relate to one another. By having a schema, one can
construct a dataset that is designed to easily assemble data
components that answer a specific research question.
Quantitative educational data are, by nature, relational
[58]. Relational data are data that are formed into a
collection of tables based on relationships within columns
from the tables [66]. These tables can be organized such
that they contain nonredundant data, which can support
efficiency in database querying [67]. These relationships
can be leveraged via different schemas (the structure of the
tables and their relationships) and can be used to increase
productivity in analytics [68]. The type of data in each
column should also be clearly articulated. Different data
types have different assumptions about what can and
cannot be done with them [59]. There is no one correct
schema to organize data. Schemas should be designed with
the broadest number of research questions possible in mind.
A schema provides definitions for different types of

columns in a multitable dataset. The three types of columns
are (i) primary key, (ii) foreign key, and (iii) data. The
primary key column represents a unique identifier for that
row of data. The importance of this column is that it
provides a unique identifier for the unique data in that row
that connects to other data. For example, a table of student
data could have the columns “ID” and “name.” The ID
column would be the primary key, since students can
share a name. A foreign key is a unique identifier in a
separate table that points to a primary key in another
table. A foreign key cannot exist without a primary key.
For example, if we create a second table that contains
courses students take, it would have an ID column and a
“course ID” column. The ID column points to the
previously described student table column ID. This
serves two primary functions: (1) There is a reduced
amount of data needed to be stored, since student names
do not need to appear in both the student table and the
courses table, and (2) this process promotes data integrity.
This data integrity comes from the fact that data cannot
be stored in the courses table for student IDs that
do not exist in the student table. Thus, there can be no
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orphaned data rows. The columns “name” in the
student table and course ID in the courses table are
data columns.
Data are columns that have no relationship outside of the

table they reside in (e.g., grades for courses in a courses
table). A simple data schema for PER data would be the
relationships between a pretest and post-test dataset for a
single course taught by a single instructor.
Closely related to the data schema is the metadata

associated with the dataset. The metadata is associated
with each column in the dataset. These data provide
descriptions that can help researchers know how to use
each data column. Typically, the metadata is stored in a
separate description file, such as an excel spreadsheet. For
example, in the ECLASS dataset, columns have short ID
names such as the course information survey question
“Q5.” Metadata found in the “question_lookup” spread-
sheet gives a short description of Q5, which is whether the
course is offered at institution that is on the semester or
quarter system. The metadata also has the original question
text that is presented to instructors.
Finally, it is important to characterize the dataset as a

whole in some way. This can include summary tables and
figures, description of expected clusters within the data,
time lines of data changes, or any other visualizations that
can help researchers understand the scope of the dataset.
It is important that the goal of these plots and tables is to
characterize the dataset, and not answer a particular
research question.

C. Data anonymization

We do not provide detailed suggestions here, as each
dataset is unique and poses different challenges to dein-
dentification. Regardless of the process, an IRB should be
consulted during the deindentification process and before
the data are shared openly. Below, we describe data
deindentification and provide an argument for why this
process is necessary and facilitates free and open sharing of
data collected in PER.
Data deindentification is the removal of identifying data

for students, instructors, institutions, etc. In many cases,
data may be deidentified simply by removing names and
ID numbers. However, it is likely that in complex datasets
deidentification will be a more complex process.
Deidentification of data is a subset of the field of data
anonymization. Data anonymization is not considered as a
binary state and is instead on a spectrum [55]. Strongly
anonymized data may take the form of aggregate tables,
where students or groups with small numbers are removed
(e.g., IPEDS data [69]). Data can also be anonmyized
algorithmically [70]. In general, we note that with access to
auxiliary databases and modern machine learning tech-
niques some deidentified data might be partially reidenti-
fied, and so one should consider this when going through
this process to limit this possibility.

By deidentifying data, it also allows for it to be shared
outside the scope of the IRB (with regards to U.S. data
sharing, these rules are different elsewhere). The data that
were gathered can be requested to be made public in the
initial IRB submission. Alternatively, it can be requested as
an amendment depending on the particular situation.
Deidentifying data allows for data to be shared. Sharing
data reduces barriers for researchers from all institutions
especially those that do not commonly work with human
subjects research and may not have an IRB.

D. Data sharing

Data sharing means that the data are made available,
electronically, for download for researchers to use. This
could be as simple as providing a link to a github
repository, as we do with the E-CLASS data [71]. For
more complex datasets stored in databases, it might be
useful to establish an “application programming interface”
(API) that scientists can make requests against (e.g., the
census data APIs [72]).
Data should be shared with the minimum number of

barriers to access possible. This includes that the data should
be open access and therefore free for all researchers to
download and use. Additionally, the data, having been
deidentified, should not require IRB review to use to answer
new research questions. Other barriers could include con-
tinued funding for private storage on locally hosted servers.
Thus, we recommend using free resources available on the
web when possible. In the case of E-CLASS, we have used
github, since there is an analysis library associated with the
dataset. However, researchers should consider other data
repositories (e.g., Harvard Dataverse [29]).

IV. EXAMPLE IMPLEMENTATION: E-CLASS

In addition to describing a model for sharing data for
PER scientists, this paper also presents, as an example, the
E-CLASS dataset. The E-CLASS dataset contains 39 505
responses to the presurvey and 31 093 responses to the
postsurvey. Students can, in some cases, respond to the
survey more than once. Thus, there are a total of 35 380
unique responses to the presurvey and 28 282 unique
responses to the postsurvey. In this case, “unique” is
defined as the first response to the pre or postsurvey.
The dataset represents 133 unique universities, 204 unique
instructors, and 599 unique courses (Tables I, II, and III).
The dataset contains data for both students in introductory
and “Beyond the First Year” courses (BFY). The total data
collected per semester have increased over the course of the
data collection period as shown in Fig. 2.
This dataset is freely available to download [71]. The

data are stored in comma-separated files and the repository
includes python-based analysis related to this paper in
jupyter notebooks [73]. The repository includes additional
helper jupyter notebooks, which demonstrate how to
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organize and interact with the data. Sharing jupyter note-
books is in line with calls within the physics and broader
scientific communities for sharing code and data [74,75].
Currently, E-CLASS data collection is ongoing. However,

due to the COVID-19 pandemic and active data handling
procedures, the current dataset is offered as a snapshot for data
gathered between 2016 and2019.Data from2020onward are
not currently available. Futureworkmayexpand the dataset to
include additional semesters. Overall, the schema for the
E-CLASSwill not change substantially. The structure of each
table will remain the same. However, it can be the case that
extra questions can be added to the survey. For example, in
2020, the postsurvey had several questions added related to
laboratory instruction during the COVID-19 pandemic. If
these data were to be included in the shared dataset, the
schema diagram (Fig. 4) would have additional columns
associated with the postsurvey table.

A. E-CLASS: Data collection

The E-CLASS was developed to help instructors and
PER researchers measure the impacts of different lab
course implementations and interventions. It was devel-
oped to address a large variety of learning goals that can be
roughly categorized as exploring students’ epistemology
and expectations of experimental physics. To be able to
address such a large range of goals, the survey was not
designed to measure just one or a few latent factors.
Additionally, the survey was designed to measure students’
progression of ideas as they move from introductory
courses to more advanced-level courses. To achieve this,
many questions are directed at either the introductory or
advanced level. Thus, we stress that although one can
consider an “overall” E-CLASS score, the real power of the

assessment comes from examining responses to individual
questions, and in particular, ones that align with a particular
course’s learning goals [39].
Based on how the survey instrument was designed, there

are research questions that can and cannot be answered with
the data. For example, while the E-CLASS was designed to
assess student attitudes towards laboratory physics, it was
not designed to measure latent factors such as student affect
(see Appendix). Thus, while exploratory factor analysis can
be performed on the E-CLASS dataset, there should be no
assumption that any latent factors will be found because the
survey was not designed to assess latent factors. This is one
particular limitation of the data collected.
E-CLASS data are centrally collected using the Qualtrics

survey application and a custom automation system hosted
at University of Colorado, Boulder [12]. Central collection
of data provides both researchers and instructors with a
higher quality of data and supports pedagogical changes
[24]. This is due to the connection between local changes
and national datasets [12]. Centrally collected data can be
better standardized since the data collection process is the
same for all data collected. Centrally collected survey
repositories have recently become more popular in PER
(e.g., PhysPort [26], LASSO [23], PLIC [28]).
There is a standardized process that all instructors follow

who wish to use E-CLASS in their courses. Instructors who
want to use the survey answer a course information survey
(CIS), which automatically generates a pre- and postsurvey
for their course. Instructors need to answer the CIS each
semester and for each course they plan to use the survey.
Answering this CIS automatically generates links for the
surveys the instructors can then give to their students for
responding to the E-CLASS itself. It also automatically

FIG. 2. Cumulative number of student responses to the E-CLASS since automated online administration began in 2016. More student
responses are collected from introductory courses than BFY labs, as those classes tend to have larger enrollment. Additionally, in
general, more students respond to the presurvey than the postsurvey, which accounts for the different between the two lines for each lab
level. Currently, there are 70 598 total responses in the dataset.
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populates the internal E-CLASS database with the infor-
mation from the CIS.
The CIS asks the instructors about survey administration

logistics, such as when to close the two surveys, and to
describe (1) the expected student population (e.g., number of
students enrolled), (2) course descriptions, such as the level
(intro or BFY), if the course is calculus based, (3) course
goals (skills or concepts) and (4) a series of questions
regarding the frequency students engage in various activities
in the areas of agency, modeling skills, data analysis skills,
and communication. A full version of the text of the CIS can
be found in the Supplemental Material [76].
The E-CLASS itself is made up of 30 Likert-style

questions to assess student epistimologies and expectations
in comparison to experts. Student are asked to respond to
each statement (from strongly agree to strongly disagree)
both from their view and predict the view of experimental
physicists. In some cases, the expertlike response is
disagree. The data have been preprocessed to convert the
Likert responses, so that all data are on the five-point scale
of non-expert-like (indicated by 1 in the dataset) to
expertlike (indicated by a 5 in the dataset). All of the
research to date has been done by first collapsing the five-
point scale to a three-point scale, but the full range is
included in the public dataset. We warn researchers that the
survey was not designed to reliably distinguish between
the two outermost points on either end of the scale (i.e.,
“agree” and “strongly agree” or “disagree” and “strongly
disagree”). Additionally, on the postsurvey only, students
are asked about which items (23 out of the 30) were
important for earning a good grade in the course. Finally,
students were also asked a set of demographic, interest, and
career plan questions. These questions can be found in the
Supplemental Material [76]. We can also use the student
responses to quantify response rates to the ECLASS.
The total number of students enrolled in each course is

not typically known accurately. Instructors report the
expected number of students on the CIS (question 19);
however, this number is typically an estimate from the
instructor and not the exact number of students enrolled.
Therefore, it is difficult to assess the exact response rate of
the ECLASS. However, we can determine an upper limit
for the matched response rate. Using the total number of
unique student responses across both pre- and postsurveys
and the total number of matched responses, we can
calculate the upper limit of the fraction of students who
responded to both surveys:

Pupper limit;i ¼
jXi;pre ∩ Xi;postj
jXi;pre ∪ Xi;postj

; ð1Þ

where, Xi;pre or post is the set of students that completed the
pre- and postsurvey for course i. This allows us to produce
the histogram seen in Fig. 3. This analysis assumes every
student had the chance to take both the pre- and postsurvey.

In some cases, this is not true due to students dropping
courses, entering courses later in the semester than the
presurvey administration, etc.
Using the data in Figs. 2 and 3, we can conclude that there

are typically more presurvey responses than postsurvey
responses and there are considerably more introductory
course responses. Overall, the distribution of the fraction of
students responding to both the pre- and the postsurvey is
similar for both introductory and BFY lab courses, with a
slightly higher average response rate for BFY courses.

B. E-CLASS: Data schema

The E-CLASS dataset is organized into three comma-
separated tables with an additional metadata table, which
describes the questions presented in both the CIS that
instructors respond to and the ECLASS itself (Fig. 4). Even
though E-CLASS data are relatively straightforward, we
have chosen to use this schema to illustrate how one might
use relational databases for more complex datasets. For
other datasets, a single spreadsheet may be more desirable.
(A full schema can be found in the Supplemental Material
[76].) The course information table contains data for each
course that has offered the ECLASS, including an estimate
of the number of enrolled students, level of physics being
taught, and institution-level information, such as what is the
highest degree granted by the intuition. The presurvey and
postsurvey responses are located in their respective tables.
Student demographic information is asked during the
postsurvey and thus is stored in the postsurvey table.
The pre and postsurvey tables both have some additions

and reductions.
• The pre- and postsurvey both have a derived column
called “duration.” This column uses the Qualtrics

FIG. 3. The distribution of matched responses divided by the
total number of unique responses from both pre- and postsurveys.
The horizontal axis is calculated according to Eq. (1).
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recorded start and submission times and the pandas
TimeDelta function to calculate the number of seconds
from when the student opened the survey to when they
finished the survey.

• The original gender response included a text box if the
student chose to respond “other” from the available
options (woman, man, other). As the text box in-
formation could contain identifiable information,
these data are changed to be NULL values.

• The choices for students’ race or ethnicity follows
the Department of Education IPEDS definitions of
race [77]. Thus, the data are stored in multiple
columns since IPEDS recommends letting students
select multiple races or ethnicities.

A full description of each column can be found in
the metadata table “question_lookup.xlsx” in the github
repository [71].

C. E-CLASS: Data anonymization

Anonymization of human subjects data often needs to
happen at different levels and E-CLASS data are no
exception. E-CLASS data contain information about the
specific students who reply, the instructors who teach the

courses, the courses themselves, and the institutions that
these courses are offered at. In each case, the dataset has
been reduced in some way to protect the students, instruc-
tors, and institutions represented in the dataset. There have
been no student data removed from the E-CLASS dataset
for deidentification purposes, except for open response
data, student names, and student entered ID numbers.
Institutional identifiers have all been replaced with an
anonymous institution index. The same is true for instructor
and student identifiers.
The data are deidentified in the following ways:
1. All student names are removed.
2. All student IDs are tokenized using an increasing

integer renamed to be anon_student_id.
3. All instructors are tokenized using an increasing

integer renamed to be anon_instructor_id.
4. All institutions are tokenized using an increasing

integer renamed to be anon_university_id.
5. Text responses to all questions have been removed

from the dataset. Thus, there are no written descrip-
tions of courses nor are any of the demographic
questions that allow for an “other” textbox included.

We also considered if our dataset could have any “out-
liers” that could be used to identify a student. An example of

FIG. 4. An abbreviated data schema for the E-CLASS dataset showing a subset of the variable names and type of data (e.g., str for
string, int for integer, etc.). The E-CLASS dataset has three tables. The course information table (upper left) contains data for each course
that has offered the E-CLASS survey and includes course information such as an estimate of number of enrolled students, level of
physics being taught, and institution-level information. The presurvey (lower left), and postsurvey (upper right) responses are located in
their respective tables. Student demographic information is asked during the postsurvey and thus is stored in the postsurvey table. A full
schema can be found in the Supplemental Material [76].
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an outlier is if we asked students to report their age and had a
choice of 80þ. Any student who selected that box would
likely be the only student in the class in that age range and
thus could possibly be identified. We do not ask such a
question or any similar low probability questions, and thus
did not remove data for being classified as an outlier.
We consulted extensively with the University of

Colorado’s IRB office for this process to make sure we
were creating a dataset that is no longer considered human
subjects data and thus can be shared. To be clear, once the
data have been deidentified, it is no longer human subjects
data, and thus our approved protocol no longer applies.

D. E-CLASS: Data sharing

The E-CLASS dataset is available freely without the
need to go through an IRB process, nor to request any
permission from the authors of the dataset. The E-CLASS
data are available through a github repository [71]. It can be
downloaded and used for research purposes. It cannot be
used for commercial purposes. To publish a research result
using the E-CLASS data, authors need only to cite the
dataset itself per the guidelines in the repository and
possibly this paper.
The repository includes a DataHelper python module

[71] that can help researchers load the dataset and split the
dataset for different groups such as introductory students or
BFY students. The DataHelper python module is built
on the pandas Python Data Analysis Library [78]. ECLASS
data users familiar with pandas will find that this helper
class responds the same. The DataHelper module is
open source. Researchers are encouraged to use whatever
tools they are familiar with when investigating E-CLASS
research questions.
Although the goal of this paper and data release is to help

researchers get access to a large and interesting dataset, this
does not imply the authors of this paper are necessarily
available for technical or scientific support.

V. DISCUSSIONS AND CONCLUSIONS

We presented a framework that can enable data sharing
across quantitative PER research areas. It has used the E-
CLASS dataset as an example of how to use the framework.
In summary, this paper makes the following recommen-
dations for sharing quantitative data collected in PER:

1. The data collection process should be clearly articu-
lated, including the original research questions and
limitations the data may have in identifying new
research questions.

2. The data schema should be clearly articulated to
understand how multiple tables and other data
connect with each other.

3. Data should be deidentified according to local IRB
expectations, such that it can be shared as non-
human-subjects data.

4. Data should be shared freely and openly without
barriers, such as cost to access or other restrictions
on whom can apply for and receive data.

Using this model, PER datasets can be made widely
available. This sharing of data freely and openly supports
validation of results, increases the value of investment in
scientific research, and helps to democratizes PER by
providing large datasets to all researchers.
In addition to a model for sharing large quantitative

datasets in PER, this paper presents the 70 000 response
E-CLASS dataset. This dataset has a large response rate
across many different kinds of institutions, physics labo-
ratory instruction practices, and curriculum levels. It is our
hope that these data can be used to reproduce previous
results motivating pedagogical changes in laboratory class-
rooms. It is also our hope that this dataset will drive new
research questions within the context of laboratory peda-
gogy. Additionally, the size of the dataset can promote
advanced statistical examination of the survey instrument
itself. Ultimately, we hope that sharing this dataset will help
researchers promote changes broadly that make labs more
inclusive and effective.
The model presented in this paper is the first step towards

a more open data sharing culture in PER. It mirrors that of
the statistical evaluation framework presented in Aiken
et al. [79], which argues for an open and rigorous procedure
in assessing statistical models presented in PER. By not
only sharing data freely, but also articulating an explicit
framework for data sharing, we create a common language
in the research community. This common language can be
used to reinforce results across different studies, increase
the value of the investment of time and grant money on
specific research topics, and create a more open and
accessible research community for everyone.

The E-CLASS data are available through a github
repository [71].
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APPENDIX: THE FACTORIZATION
OF THE E-CLASS

One of the limitations of the E-CLASS dataset is that it
was not designed to measure latent variables, such as affect.
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Describing these limitations of the dataset is important in
the data-sharing process (Sec. III). However, it is possible
that groups of questions may end up measuring latent
factors. In this Appendix, we demonstrate, using the dataset
provided in this paper, that the E-CLASS does not produce
measurable latent factors and that exploratory factor analy-
sis of the E-CLASS is not useful. This is done in two ways:
first, using a simple linear correlation between each
question, and second, using principal component analysis
(also known as exploratory factor analysis).

1. Factor analysis of survey data

The primary goal of factor analysis is to account for the
maximum amount of variance explained by the minimum
number of factors (in the case of exploratory factor
analysis) and a set number of factors (in the case of
confirmatory factor analysis) [80]. With survey data, these
factors are assumed to be latent variables such as affect,
conceptual understanding, or attitude towards a particular
topic. A block of questions may align with a particular
factor, for example, the first five questions of a survey may
measure a student’s affect around laboratory science,
whereas the next five questions may measure a student’s
understanding of a particular lab practice. If the number of
factors that explain the variance is close to the number of
questions in a survey, the survey is said to not factor.

2. Factor analysis of the E-CLASS

We assess E-CLASS factorization using two methods.
First, we examine the spearman correlations between
questions on the presurvey and postsurvey. If there are
groups of questions that highly correlate (ρ > �0.5), then
this might indicate that there are latent variables that the
survey is measuring. Second, we use principal component
analysis to directly measure whether there are latent factors
measured by the E-CLASS. To perform exploratory factor
analysis of the E-CLASS, we used the scikit learn principal
component analysis package in PYTHON [81]. We do not
limit the number of factors since there is no assumption that
the E-CLASS is measuring latent variables. We use the

FIG. 5. Spearman correlation coefficients for the E-CLASS survey questions. The left panel shows the presurvey correlations. The
right panel shows the postsurvey correlations. Data have not been separated between introductory and BFY students. Instead, they are
combined across both groups. If questions measured similar constructs, there would be a high (ρ > 0.5) correlation between different
questions. This is not the case for either the pre- or postsurveys.

TABLE I. Summary statistics describing the number of re-
sponses for both introductory labs and BFY labs. “Unique
student” is defined as a student’s first response to the survey
for that semester and course. Unique institutions and unique
instructors do not sum up across introductory and BFY courses
because the set of instructors teaching introductory and BFY
courses intersects.

Introductory BFY Total

Number of unique courses 363 236 599
Number of unique institutions 88 70 133
Number unique students
responding to presurvey

30 067 5313 35 380

Number unique students
responding to postsurvey

24 465 3817 28 282

Number of unique instructors 123 103 204
Number of matched pre- and
postresponses

19 445 3096 22 541
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TABLE II. Demographic responses for the ECLASS dataset. Data are reported as matched or unmatched because
demographics questions are asked on the postsurvey only. In each case, demographic numbers are reported for unique
student responses. “Unique” is defined as the first time a student responds to a survey at a particular level. If the same
student has taken both introductory courses and BFY courses they will show up, at most, twice. Once in each category.
(Note this is just for demographic counts, all student data still exist for all courses in the dataset.) We include both
“matched” and “unmatched” categories. Matched is defined as the student has replied to both pre- and postsurveys.
Unmatched means the student has replied to only the postsurvey because the demographic questions are asked in the
postsurvey. Additionally, the student’s declared major is included in the ECLASS dataset.

Introductory BFY

Gender Unmatched Matched Unmatched Matched

Female 11 485 8240 1249 899
Male 14 741 10 568 2595 2067
Other 253 197 62 52
Not reported 608 440 100 78

Race or ethnicity
American Indian or Alaskan Native 67 40 8 5
Asian 5521 4106 782 652
Black or African American 1615 1002 93 64
Hispanic or Latino 1792 1260 176 127
Native Hawaiian or other Pacific Islander 93 57 5 2
White 13 688 9889 2314 1776
Other race or ethnicity 550 379 119 88
Race not reported 1735 1248 279 217
Multirace 2026 1464 230 165

Majors
Physics 1089 782 1769 1420
Chemistry 786 518 39 24
Biochemistry 937 669 15 5
Biology 3614 2105 252 114
Engineering 7324 5177 808 646
Engineering Physics 196 145 315 250
Astronomy 90 69 8 7
Astrophysics 215 175 88 71
Geology or Geophysics 243 187 7 4
Math or Applied Math 649 494 65 56
Computer Science 1981 1430 35 26
Physiology 519 262 39 9
Other Science 3118 1676 274 119
Nonscience Major 1595 979 40 20
Open option or Undeclared 1975 1301 38 26

TABLE III. Average number of hours students spend working in the lab and outside of lab on lab activities for
each type of institution. Additionally, the average number of total lab experiments per term is shown. The standard
deviation of these distributions is shown in parentheses.

2-year 4-year Master’s Ph.D.

Introductory
Number of hours working in lab 2.6(0.7) 2.8(0.9) 3.2(1.3) 2.4(0.8)
Number of hours working outside lab 0.23(0.4) 0.42(0.8) 0.90(3.2) 0.06(4.2)
Number of lab experiments 9.5(3.1) 9.5(2.8) 10.4(1.7) 8.9(4.2)

BFY
Number of hours working in lab � � � 5.5(7.3) 3.0(0.8) 2.95(2.0)
Number of hours working outside lab � � � 2.5(2.8) 3.1(7.5) 0.68(1.3)
Number of lab experiments � � � 6.6(3.3) 7.9(3.4) 6.0(3.8)
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entire dataset of unique replies provided in this paper,
which includes 35 249 student responses for the presurvey
and 28 222 for the postsurvey. We do not separate students
between introductory and BFY courses.
Using the spearman correlation, we find that there are no

questions that correlate on the presurvey or the postsurvey
with ρ greater than 0.5 or less than −0.5 (Fig. 5). Therefore,
we conclude that there are no direct linear correlations in
the E-CLASS questions that would indicate there are latent
factors being measured by the E-CLASS.
We also calculate the principal components to assess the

factorization of the E-CLASS. As seen in Fig. 7, there is
an obvious “elbow,” but the total amount of variance
accounted for with those three factors is only 32.1% for
the presurvey and 34.3% for the postsurvey, and thus the
explained variance is not captured by a small (< 5) number
of components. In fact, to account for 80% of the variance,
one needs to include 15 factors, which is only a reduction of
about a factor of 2 from the number of questions on the
survey. Additionally, there are no controlling questions for
the first three components (Fig. 6). The first component is
dominated by two questions (Q27 and Q28). The second
two are controlled by a collection of unrelated questions.
Therefore, we believe that this presents evidence that there
are no latent factors being measured by the E-CLASS.

FIG. 7. The explained variance ratio of the question items (also
known as a “scree” plot [82]) for both the pre- and postsurveys.
The explained variance ratio is the fraction of variance explained
per component as opposed to the raw variance given per
component. If the E-CLASS measured latent factors, the amount
of variance explained prior to the elbow would be much higher.
In this plot, we see that the components before the elbow account
for about 30% of the variance, and the explained variance
does not reach a critical amount (> 0.8) before including at
least 15 components.

FIG. 6. The eigenvalues of the first three principal components, which explain approximately 30% of the variance. The first
component is dominated by a single question, whereas the second two components are controlled by a collection of unrelated questions.
Since the goal of PCA is to maximize the amount of variance controlled by the minimum number of variables in the first component and
then forward to the next components, this is additional evidence there is no latent structure being evaluated by the E-CLASS.
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