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A B S T R A C T   

Ethics, explainability, responsibility, and accountability are important concepts for questioning the societal 
impacts of artificial intelligence and machine learning (AI), but are insufficient to guide the public sector in 
regulating and implementing AI. Recent frameworks for AI governance help to operationalize these by identi
fying the processes and layers of governance in which they must be considered, but do not provide public sector 
workers with guidance on how they should be pursued or understood. This analysis explores how the concept of 
sustainable AI can help to fill this gap. It does so by reviewing how the concept has been used by the research 
community and aligning research on sustainable development with research on public sector AI. Doing so 
identifies the utility of boundary conditions that have been asserted for social sustainability according to the 
Framework for Strategic Sustainable Development, and which are here integrated with prominent concepts from 
the discourse on AI and society. This results in a conceptual model that integrates five boundary conditions to 
assist public sector decision-making about how to govern AI: Diversity, Capacity for learning, Capacity for self- 
organization Common meaning, and Trust. These are presented together with practical approaches for their 
presentation, and guiding questions to aid public sector workers in making the decisions that are required by 
other operational frameworks for ethical AI.   

1. Introduction 

The long-term societal impacts of artificial intelligence and machine 
learning technologies (AI) are widely speculated, but poorly understood. 
This poses dual governance challenges for the public sector, which must 
not only regulate how AI interacts with society, but is itself increasingly 
adopting AI to automate government workflows and deliver services [1, 
2]. The challenges of regulating and implementing AI are distinct but 
related, in so far as they both must confront widely discussed, but often 
unspecified risks related to AI’s bias, misuse, and perceptions of 
illegitimacy. 

Efforts to address these risks are confounded by the subtle and 
complex ways in which novel technologies like AI interact with society. 
This is in part due to the novel and pervasive nature of the technology, 
and some applications are so new that we must wait to see what con
sequences unfold. Other risks are systematic and can be modeled, but a 
recent review of AI initiatives aiming to improve ecological sustain
ability notes that even these are generally “poorly elaborated, and more 
often than not, overlooked” [3, p. 2]. Nor is this simply a problem at 
scale, as the opacity surrounding human-machine interaction persists at 
the micro-level of allocating responsibility for algorithm-assisted 

decision-making [4]. As Cath [5] rightly notes, moreover, the inscru
tability of AI’s effects on society increases as AI becomes more wide
spread and normalized: “the more AI matters the less one may be able to 
realise how much it does” (p. 507). This is particularly challenging for 
public sector workers mandated to protect the public good, but who may 
not recognize the societal risks and ethical challenges posed by AI. 
Research on public administration has demonstrated that recognition of 
the problems that public policy should solve is dependent not only on 
individuals’ personal values [6], but on the international normative 
frameworks to which they are exposed and the salience of policy prob
lems within those networks [7]. Even when public sector workers 
recognize these challenges, however—and they increasingly do [8]— 
individuals often lack the skills and capacities to address them [9–11]. A 
recent review of research on public sector AI describes this knowledge 
gap as “a critical development barrier” for many governments, as the 
slowly burgeoning thought leadership on AI governance fails to match 
“the pace with which AI applications are infiltrating government glob
ally” [10, p. 2]. 

There are limited resources to help public sector workers manage this 
complexity in governing AI. Though there has been a proliferation of 
conceptual frameworks and principles, labels such as responsible, 
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ethical, and explainable AI tend to be highly conceptual and not well 
suited to guide decision-making. The discourse of ethical AI is instruc
tive in this regard. In applied contexts, ethics and ethical responsibility 
have proved remarkably challenging to define [13–15]. As a discourse, 
the abstract quality of AI ethics has proved vulnerable to elite capture 
[16] and hijacking [17–19]. More operational tools, meanwhile, tend to 
target users with technical expertise, like the Equity Evaluation Corpus 
or the Tensor Flow Privacy Library (see Ref. [20] for a comparison), and 
are not easily accessible or operationalized for decision-making by 
public managers, administrators, or civil servants. The few practical 
resources designed to assist non-technical public sector workers with AI 
governance challenges tend to emphasize deliberative and participatory 
processes in the interest of government accountability (see for example 
[4,21], and their lack of use may be due to perceptions in the public 
sector that the burdens of participation and accountability initiatives 
outweigh any potential benefits [22–24]. This is a problem for public 
sector governance of AI, which requires frameworks that are both 
operational and conceptually coherent in order to actually be ethical or 
responsible. 

The aim of this paper is to explore if the concept of sustainable AI, as 
grounded in the theory and practice of sustainable development, might 
be better suited to guide decision-making about how to regulate and 
implement AI. Though also abstract at first glance, alignment to the 
Sustainable Development Goals (SDGs) framework allows the concept of 
sustainable AI to draw on the policies and practices associated with the 
SDGs, which have been elaborated, road tested and integrated into 
public sector practice for several years now. This can increase the 
salience and accessibility of the concept and makes it easier to oper
ationalize in public sector decision-making than more diffuse notions of 
responsibility or ethics. 

The notion of sustainable AI is often casually, but increasingly 
referenced in research on AI governance [25], in policy debate [20], and 
even in national strategies for dealing with AI [26]. The concept is not 
clearly or consistently defined, however, and it is not clear how or to 
what degree it would support public sector decision-making in govern
ing AI. To explore this potential, this research asks: How can the concept 
of sustainable AI be defined and operationalized to guide public sector de
cision making? 

The article proceeds as follows. Section 2 presents background on the 
context for public sector decision-making about AI governance and 
about how the concept of sustainability has been conceptualized in the 
context of sustainable development and the SDGs. Section 3 then pre
sents our research approach, and section 4 presents the results of our 
review of the literature, with an emphasis on social sustainability and 
operationalizes social sustainability through boundary conditions 
necessary to preserve social functions. It then analyses these boundary 
conditions by integrating the literature on sustainability and public 
sector AI in order to arrive at a preliminary conceptual model of sus
tainable AI for the public sector. Section 5 discusses the analysis and 
presents the integrated model of boundary conditions for sustainable AI, 
together which operational considerations for how it can be applied in 
public sector decision-making. The final part of this section presents 
some concluding remarks as well as outlines the limitations of this study. 

2. Background and context 

2.1. Public sector decision-making about AI governance 

The rapid diffusion of AI technologies presents the public sector with 
a novel set of regulatory and adoption challenges. Public managers, 
administrators, and civil servants must make decisions about how to 
balance the potential benefits of these technologies against their po
tential harms. We refer to this collectively as AI governance, whether it 
involves decisions about how AI should be adopted or regulated. 
Notably, the potential benefits of AI differ across each of these dynamics, 
with regulatory decision-making oriented towards the maximization of 

economic and societal benefits [5,27], while decisions about AI adop
tion emphasize administrative efficiency and improved public service 
delivery [28,29]. The risks implied in both types of decision making are 
largely synonymous, however, and are often articulated in relationship 
to high level concepts such as bias, fairness, and privacy, and the obli
gation to uphold fundamental democratic principles [10]. 

Whether deciding on appropriate disclosure requirements, private 
sector data management, or quality assurance processes for algorithmic 
decision making in case management, addressing these risks is chal
lenging in the public sector due to a variety of factors, including a fast- 
moving policy discourse [30], skeptical publics [31,32], and the limited 
capacities of government workers [9] and institutions [33]. These 
challenges are salient at all phases of the policy process and “permeate 
all layers of application,” as noted in a recent systematic review of 
research on AI in the public sector [1, p. 1]. As discussed in this article’s 
introduction, however, most frameworks and concepts for addressing 
these risks are difficult to operationalize in the public sector and tend 
either towards high levels of abstraction or technical detail. 

One notable exception to this trend is the “Integrated AI Governance 
Framework for Public Administration” developed by Wirtz et al. [8], 
which is oriented towards helping the public sector to manage the most 
salient challenges identified in a previous literature review, and grouped 
as shown in Table 1. The challenges identified here are dissimilar in 
many regards, spanning both practical and abstract considerations, but 
nevertheless provide important clarity in the otherwise sprawling 
literature on AI and society, by indicating the types of issues and chal
lenges that are most salient in the context of public sector 
decision-making. 

Wirtz et al.‘s integrative framework further suggests that public 
sector workers address these challenges through a combination regula
tory, policy, and collaborative efforts, which include specific compo
nents such as “hazard identification” and “monitoring of unintended 
effects” at the regulatory layer, or the development of Standards at the 
public policy layer. This is also a valuable contribution insofar as it 
moves past the conceptual ambiguity of notions like “ethical AI” to 
provide a menu of activities that public sector workers can pursue to 
manage risks and challenges related to AI governance. The framework 
does not, however, provide substantive guidance that public sector 
workers can use to make actual decisions about how to conduct risk/ 
benefit analysis or develop standards. 

Though the integrated framework suggested by Wirtz et al. does not 
provide concrete guidance on how to make decisions about AI regulation 
or implementation, it does highlight the salience of societal and social 
issues for public sector decision-making, and how these are linked to 
concepts like safety, justice, and fairness. This provides a frame for 
narrowing the concept of sustainable AI for public sector decision- 
making, with a focus on finding the balance between AI’s potential so
cietal benefits with AI’s potential societal harms. 

2.2. Operationalization of sustainability in the context of the SDGs 

The concept of sustainable development is anchored in the 1987 

Table 1 
Main governance challenges for the public sector, adapted from Wirtz et al. [8].  

Type of challenge Challenge 

AI & Society Workforce transformation 
Societal acceptance 
Transformation of human-to-machine interaction 

AI Law and Regulation Governance of autonomous intelligence systems 
Responsibility and accountability 
Privacy and safety 

AI Ethics AI-rulemaking for human behavior 
Compatibility of AI vs human value judgement 
Moral dilemmas 
AI discrimination  
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Brundtland Report as “development that meets the needs of the present 
without compromising the ability for future generations to meet their 
own needs” [34], and has since been elaborated in a variety of contexts 
and has driven global collaboration. This broad notion of sustainability 
is widely understood to consist three pillars: environmental, social, and 
economic sustainability, whose relationships and interdependencies be 
conceptualized in a variety of ways within the sustainable development 
paradigm [35]. 

International collaboration for sustainable development has culmi
nated in the Sustainable Development Goals (SDGs), which were adop
ted by all 193 UN member states 2015 [36]. The SDGs are highly 
operational, consisting of 17 broad goals, in turn consisting of 169 
specific targets and nearly 300 indicators, and countries progress to
wards achieving these targets is closely monitored by UN Agencies as 
well as independent organizations, and citizen initiatives [37]. Because 
country contexts and capacities vary so significantly, the United Nations 
Development Programme provides support to countries to institution
alize efforts to achieve sustainable development, through the creation of 
regulatory structures such as National Councils, and processes for 
coordinating between legislative, executive, and other public service 
and administration agencies [38]. A recent mapping of sustainable 
development policy intermediaries found over 120 independent online 
resources to support countries in this regard [39], and early reporting on 
countries’ self-assessments to the UN suggest that this has supported 
broad diffusion of the SDG framework across developed and developing 
country contexts [40]. 

In parallel with the diffusion of the sustainable development para
digm among national governments, significant work has been done to 
define sustainability across sectors and in other operational contexts. 
Most notably, over 25 years of academic collaboration and review led to 
the development of a Framework for Strategic Sustainable Development 
(FSSD) [41]. Notably, the FSSD operationalizes the concept of sustain
ability in terms of defining “boundary conditions” and setting red-lines 
that must be respected in order to protect “the basic conditions that are 
necessary to fulfill for the ecological and social systems to not degrade 
systematically,” [41]. As an articulation of sustainability in negative 
terms of what cannot be compromised, this conceptualization contrasts 
strongly with most positive conceptualizations of sustainability as an 
objective in the public sector [42], including the SDGs. 

Since its launch, the FSSD has been tested and applied in a variety of 
contexts and with a variety of actors from the public and non-profit 
sector, testing its utility to 

give guidance on how any region, organization or project can 
develop a vision framed by principles for social and ecological sus
tainability, analyse and assess the current situation in relation to that 
vision and thus clarify the gap, generate ideas for possible actions 
that could help to bridge the gap, and prioritize such actions into a 
step-wise and economically attractive plan [43]. 

These efforts have highlighted the importance of an iterative 
approach to simultaneously operationalizing and defining sustainability 
concepts. 

3. Research approach 

Despite significant operationalization of the concept of sustainabil
ity, and a clear operational need for public sector decision-making about 
AI governance, the key challenge for this analysis is that the concept of 
sustainable AI is asserted regularly but inconsistently. It has been 
casually referenced in regard to the environmental consequences of 
advanced computing power [44,45], as a corporate strategy [46,47], as 
measure of the degree to which AI threatens human safety [48], and as a 
social movement oriented towards social justice [49]. Many of these 
references are highly casual and tangential, resulting in a scope of 
literature that is too broad and diffuse to provide guidance. Our research 

question guiding this study could thus be formulated as follows: How to 
operationalize the concept of sustainability AI for public sector 
decision-making. 

To answer this question, we adopted a six-step approach to i) 
reviewing the literature on sustainable AI; ii) establish the applicability 
of sustainable AI to the target context of public sector decision-making 
about AI governance; and iii) formulate conceptual and operational 
definitions of sustainable AI for the public sector. An overview of the six 
steps is presented below in Table 2. 

In the first step, we aimed to capture deliberate conceptualizations of 
sustainable AI in research. We did this by querying Scopus and Web of 
Science data bases on precise search terms ‘sustainable AI’ and ‘sus
tainable artificial intelligence’ and results were filtered to include only 
results that had these terms had to be found in the title, abstract, or 
keywords of the sources. Google Scholar was queried for articles with 
the same terms in titles only. This returned 16, 14, and 21 articles from 
each query respectively. Eight articles from the Scopus search, 5 articles 
from the Web of Science search, and 12 articles fulfilled our criteria. 
After eliminating the duplicates and applying filters in step 2, 15 articles 
remained that contained definitions or descriptions of one of the search 
terms. These articles also referenced three research institutions with a 
mandate for exploring sustainable AI and had that term in their name. 
These were also included in the review, in order assess how sustainable 
AI is conceptualized in the research community beyond peer reviewed 
research. This resulted in 7 definitions and 10 descriptions of sustainable 
AI. Despite their limited number, the results of this search provide a 
strong and representative baseline of how sustainable AI is conceptu
alized in the research community and aligns with the lack of consistency 
and clarity described in reviews of the sustainability literature. In the 
fifth step we compare the definitions and descriptions with the target 
context of public sector decision-making in described in the previous 
section, in order to narrow our review to a subset of the relevant liter
ature focused on the Framework for Strategic Sustainable Development 
and social sustainability and define a structure for aligning the litera
tures on sustainability and AI in the public sector. The final step 

Table 2 
Process for literature review and analysis.  

Step Focus Results 

1 Data base query Scopus, Web of Science, 
Google Scholar: 
“Sustainable AI” or 
“Sustainable artificial 
intelligence” 

n = 51 

2 Filter  1. Removal of duplicates  
2. Search terms in title, 

abstract, or key words  
3. Contain descriptions or 

definitions of 
sustainable AI 

N = 15 

3 Expansion Research centers 
mentioned in articles that 
have an explicit nominal 
focus on sustainable AI  

• The Nordic center for 
Sustainable and 
Trustworthy AI Research 
(Nordstar) in Oslo  

• AI Sustainability Center 
in Stockholm  

• Sustainable AI Lab in 
Berlin 

4 Review Definitions and 
description of sustainable 
AI 

7 definitions and 10 
descriptions presented in  
Table 3 

5 Comparison with 
target context 

Operational context for 
public sector decision- 
making about AI 
governance 

Focused review on social 
sustainability and the 
FSSD and identification of 
5 boundary conditions for 
sustainable AI 

6 Integration of 
literatures on 
sustainability and 
AI 

Boundary conditions for 
maintaining social and 
environmental 
sustainability 

5 boundary conditions for 
social sustainability that 
can be applied in the 
context of sustainable AI  
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integrates those literatures according to five boundary conditions and 
asserts operational and conceptual definitions of sustainable AI for the 
public sector. 

4. Results and analysis 

4.1. Mapping conceptualization of sustainable AI in the research 
community 

A review of how research and research institutions have conceptu
alized sustainable AI results in 7 specific definitions and 10 specific 
descriptions, which are presented below in Table 3. All of these con
ceptualizations explicitly reference the conceptual paradigm of sus
tainable development associated with the SDGs but have a different 
focus on the different dimensions of sustainability. They also differ ac
cording to their contexts of application (specific sectors, industries, or 
legal contexts), the relationship between AI and sustainability (AI ap
plications that are themselves sustainable vs AI applications that support 
or promote sustainability). These differences are broadly but unevenly 
distributed across the conceptualizations returned from the first steps in 
our literature (see Table 3). 

In regard to the dimensions of sustainability, four instances focus 
only on environmentally sustainable AI [55,57,63,65], while others only 
focus on socially sustainable AI [52,60,62]. Half of the articles have a 
holistic understanding of sustainability. Economic sustainability is not 
featured independently. Rohde et al. [50] and Tsafack Chetsa’s [56] 
definitions are close to the so-called Triple Bottom Line [67] or Three 
Pillars [68] definitions of sustainability, while others refer to the 
Brundlandt definition of sustainability [54,58]. Vinuesa et al. [53] 
define sustainable AI as AI that enables achieving the Sustainable 
Development Goals (SDGs), while the SDGs and sustainable develop
ment are also described as guiding frameworks for the development and 
evaluation of sustainable AI [58,61,62]. 

In regard to application contexts, several conceptualizations discuss 
sustainable AI on a general policy level [49,50,53,62], referring to 
Agenda 2030 and the EU. The sustainability of AI as a technological 
product is the focus of three articles [57,63,64]. Several articles discuss 
sustainable AI in a particular field: consumer autonomy [54], business 
innovation [55], and human rights [59]. 

In regard to the relationships between sustainability and AI, eight 
resources discuss the need for the sustainability of AI [49,50,55,57–59, 
62–64]. They mention for example the need “to foster change in the 
lifecycle of AI products (i.e., idea generation, training, re-tuning, 
implementation, governance) towards greater ecological integrity and 
social justice” [49] and to “have the minimum carbon footprint” [63]. 
Two resources focus on how AI can contribute to achieving sustain
ability [53,54]. The final three resources mention aspects related to both 
AI for sustainability and the sustainability of AI [51,60,61]. 

4.2. Narrowing the review towards the target context 

Three conclusions can be drawn from the broad review of how sus
tainable AI has been deliberately conceptualized by the research com
munity. Firstly, consistent reference to the sustainable development 
paradigm justifies the use of that framework to operationalize the 
concept of sustainable AI. Secondly, the variety of application contexts 
and AI sustainability relationships suggests a complex and fragmented 
operational landscape. This aligns broadly with the vast array of sub
stantive issues at issue in public sector contexts [1], and with efforts by 
Wirtz et al. [8] to integrate these with the challenges, mechanisms, and 
layers of AI governance in the public sector. It also confirms the need for 
more hands-on operational tools, such as those developed under the 
Framework for Strategic Sustainable Development and suggests that this 
framework might be used to operationalize the sustainable AI for public 
sector decision-making. 

Lastly, differences in how the literature attends to the different 

Table 3 
Definitions and descriptions of Sustainable AI.  

Definitions  

1) “[D]eveloping, implementing, and using AI in a way that minimizes negative 
social, ecological and economic impacts of the applied algorithms (sustainable AI)” 
[50].  

2) “The AI Sustainability Center supports an approach in which the positive and 
negative impacts of AI on people and society are as important as the commercial 
benefits or efficiency gains. We call it Sustainable AI” [51,52].  

3) “Sustainable AI is a movement to foster change in the entire lifecycle of AI products 
(i.e. idea generation, training, re-tuning, implementation, governance) towards 
greater ecological integrity and social justice” [49].  

4) “Sustainable AI is AI that enables reaching the SDGs” [53].  
5) “(…) the extent to which AI technology is developed in a direction that meets the 

needs of the present without compromising the ability of future generations to 
meet their own needs” [54].  

6) “[S]ustainable artificial intelligence that is not harmful but beneficial for human 
life” [55].  

7) “One can think of sustainable AI/DS as AI subjected to organizing principles, 
including, but not limited to, processes which could be organization specific, 
regulations, best practices, and definitions/standards for meeting the 
transformative potential of DS while simultaneously protecting the environment, 
enabling economic growth, and social equity” [56]. 

Descriptions  

1) “This work explores the environmental impact of AI from a holistic perspective. 
More specifically, we present the challenges and opportunities to designing 
sustainable AI computing (…)” [57].  

2) “[S]ustainable development (SD) (Brundlandt) should be the guiding framework 
for research and development of artificial intelligence (AI). Instead of merely 
focusing on ethics or human rights, scholars and policy makers should 
acknowledge sustainable AI development (SAID) as guiding framework” [58].  

3) “The growth in AI and automation will continue regardless of how the space is 
regulated and monitored. Whether it is sustainable in the long run, though, and is 
viewed positively rather than negatively, will depend on taking a responsible, 
rights-based approach” [59].  

4) “Exploring the connections between an AI’s technical design and its social 
implications will be key in ensuring feasible and sustainable AI systems that benefit 
society and that people want to use” [60].  

5) “[T]he SDGs provide an ideal framework to test the desirability of AI solutions” 
[61].  

6) “The objective of an inclusive, sustainable, and human-centered AI in Europe will 
likely require a normative frame- work at the European level. Financial and reg
ulatory stimuli are required to foster SDG-driven AI and public–private collabo
ration in the sharing of technology and data (…). Furthermore, a human-centered 
AI should be human rights-based (…). Although there has been some limited 
discussion at the European government level of the impact of AI on human rights, 
especially regarding the right to privacy, the impact on social, economic, and 
cultural rights has so far received little attention” [62].  

7) “For example, time has come to focus on sustainable AI (Pal, 2018b). Here we like 
to refer to two issues: The first issue is that the development (training) of the AI 
system should have the minimum carbon footprint. To achieve human-like per
formance often this important issue is ignored. To illustrate the severity of this 
issue we consider a recent study which used an evolution-based search to find a 
better architecture for machine translation and language modeling than the 
Transformer model (So et al., 2019). The architecture search ran for 979 M training 
steps requiring about 32,623 h on TPUv2 equivalently 274,120 h on 8 P100 GPUs. 
This may result in 626,155 lbs of CO2 emission–this is about 5 times the lifetime 
average emission by an American Car (Strubell et al., 2019). The second point is 
that the solutions provided by an AI system should be sustainable with the mini
mum impact on the environment” [63].  

8) “From the perspective of AI Ethics, Aimee van Wynsberghe defined the term 
sustainable AI as “. . . a field of research that applies to the technology of AI (. . .) 
while addressing issues of AI sustainability and/or sustainable development” [3]. 
In other words, the term of sustainable AI takes into consideration the entire AI 
lifecycle, from training to its implementation and use” [64].  

9) “First, state-of-the-art algorithms in AI demand massive computing power and 
energy: to handle the ever-increasing Big Data repositories, AI systems must scale 
in proportion to all the available data. In other words, future AI must be sustain
able” [65].  

10) “measuring & assessing the environmental impact of AI, ways of making AI 
systems more sustainable, and directing AI towards the sustainable development 
goals [66].  
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dimensions of sustainability, social, environmental, and economic, 
highlights the importance of social sustainability for public governance 
decision-making, and the emphasis on protecting societal values related 
to justice, fairness, and safety in AI governance, as described in section 
2.1. This focus is not exclusive, and interacts significantly with di
mensions of sustainability [35], as emphasized in a recent review of AI 
initiatives for environmental sustainability [3]. The review found that 
their application introduced systemic social risks “since the application 
of AI-technologies in combination with globalization processes, are 
likely to create novel connections between humans, machines and the 
living planet including ecosystems and the climate system” [3]. As a 
point of departure, however, this suggests that application of the FSSD to 
social sustainability provides useful tools for operationalizing the sus
tainable AI concept for public sector decision-making. 

4.3. Social sustainability in the context of strategic sustainable 
development 

Of the three forms of sustainability, social sustainability has often 
been regarded the most undertheorized [69], and has been differently 
defined across disciplines [35,70–75]. This lack of clarity is perhaps also 
why social sustainability has often been overlooked in national frame
works and reporting for sustainable development [35,76], and has 
prompted efforts to assert a scientifically grounded and operational 
definition of social sustainability through the FSSD [43,77]. Their effort 
leveraged a literature review and systems mapping to “better aid more 
concrete planning and decision-making for sustainable development” 
across sectors, in a way that is broadly analogous to the current analysis 
(p. 34). This resulted in a conceptual model and principled definition. 
Most relevant for public sector decision-making, the authors also applied 
the boundary conditions articulated in the FSSD as boundaries that any 
program or initiative must avoid violating in order to preserve social 
sustainability: 

By clustering a myriad of down-stream impacts into overriding 
mechanisms of degradation and equipping them with a “not” to serve 
as exclusion criteria, boundary conditions for redesign are derived. 
The sustainability of the [social and ecological] systems and the 
definition of the goal (sustainability) at the principle level then 
creates the space and opportunity for people to meet their needs in 
whatever way they chose and for societies to create scenarios to 
prosper and flourish [42, p. 35]. 

The authors identified five specific boundary conditions: diversity, 
capacity for learning, capacity for self-organization, common meaning, and 
trust. The remaining subsections will consider each of these in the 
context of the broader debate on AI, ethics and society, and the opera
tional implications this has for public sector decision-making about AI 
governance. 

4.4. Boundary conditions for sustainable AI 

4.4.1. Diversity 
Missimer et al. [43] describe three types of diversity as boundary 

conditions for sustainable development, including a mix of social com
ponents “whose history and accumulated experience help cope with 
change,” diverse types of knowledge used to understand systems, and 
“diversity in governance as a source for resilience” (p.36-37). This res
onates strongly with calls to ensure the inclusion of “diversity and in
clusion within system development teams and stakeholders, broadening 
and diversifying the sources of knowledge, expertise, disciplines and 
perspectives” [78] that inform the design, implementation, and regu
lation of AI. 

Diversity and inclusion in AI processes are particularly important for 
the public sector, and governments have been prominently encouraged 
to initiate multi-stakeholder consultative and deliberative processes to 

develop governance systems for AI [5,13]. The OECD [28] urges the 
public sector to “provide for multi-disciplinary, diverse, and inclusive 
perspectives” in shaping national approaches to AI and argues that the 
inclusion of diverse perspectives is “perhaps the main enabling factor to 
achieving AI initiatives that are both effective and ethical, both suc
cessful and fair” (p. 101). Of particular importance in this regard is 
representation of the perspectives and lived realities of different social 
groups who will in some way interact with the AI; particularly histori
cally disadvantaged groups that may not have equal access to AI services 
or the processes through which they are developed, or that are at risk of 
further marginalization as a result of the use of AI-based public services 
[79–81]. Thus UNESCO [82] argues that “anyone or any entity with a 
legitimate or bona fide interest in an issue brought about by the AI 
development can be considered as a relevant stakeholder,” and that 
multi-stakeholder participation can help “prevent the domination of the 
Internet and other new technologies by one constituency at the expense 
of another. (p. 116). 

In the context of public sector decision-making about AI governance, 
the boundary condition of diversity can thus be understood as avoiding 
the degradation of social sustainability through elite capture of AI sys
tems or the exclusion of affected stakeholders from AI governance. This 
is challenging insofar as the FSSD framework implies a starting point 
where the sustainability of systems has not yet been degraded, but there 
appears to be broad agreement in much of the literature on AI and so
ciety that diversity and inclusion in AI development and implementation 
are exceedingly rare. We may be starting from a default position of 
degradation in regard to this boundary condition, because of the 
inherently opaque and esoteric nature of AI. 

Simultaneously, widespread criticism of this state of affairs has 
produced a wealth of literature providing guidance on how to avoid 
exclusion and capture of AI systems through the inclusive participation 
of stakeholders in the development, implementation, monitoring or re
view of AI platforms. This includes the use of national level multi- 
stakeholder fora [82], national commissions for regulation [5] or 
trust-building [83], or citizen assemblies to provide a broad represen
tation of inputs to design and monitoring of AI implementation [84]. At 
a more operational level, toolkits have been developed to help govern
ments conduct public deliberative processes [85] and inclusive impact 
assessments for AI [21]. Frameworks for embedding these perspectives 
in AI systems will be discussed in section 4.4.4 below. 

4.4.2. Capacity for learning 
The boundary condition of learning capacity is described as the 

ability “to sense changes and respond to them effectively […] and in
cludes social memory, the capacity to learn from experience, as a 
mechanism” [43]. The capacity for societies to learn from their in
teractions with AI platforms and systems begs a number of questions and 
preconditions. The most fundamental of these is basic awareness of AI, 
regarding how these technologies work and how they are being imple
mented. Surveys suggest that awareness in this regard is generally low 
among the public [86,87], and that this can be closely linked to the 
public’s skepticism with AI [8]. Indeed, there appears to be a funda
mental human tendency to blame AI when things go wrong [88]. 

While AI’s technical complexity and opacity has often been sug
gested as a reason why it is not feasible to engage with the general public 
on AI issues [89], there has been a dramatic surge of research and 
advocacy aiming to make algorithms and related processes explainable 
[90–92]. Though some critics have argued that the notion of algorithmic 
explainability assumes the existence of an engaged and critically 
informed audience to whom AI might be explained [93], a number of 
practical frameworks have been developed to help governments engage 
non-experts in technical discourse [94]. Balaram et al. [86] note, 
moreover, that deliberative processes have been demonstrated to be 
particularly well suited to making sense of contentious or technically 
complicated topics. Robbins [95] suggests a gradated understanding of 
knowledge about AI, in which some types of meta-level knowledge, for 
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example regarding things like “training data, inputs, functions, outputs, 
and boundaries,” can be leveraged for regulation and monitoring 
without requiring more detailed technical knowledge and know-how (p. 
391). 

In the context of public sector decision-making about AI governance, 
the boundary condition would thus not protect fully transparent AI as 
lines of code, but the fundamental discoverability of algorithmic pro
cesses and systemic interactions, such that it is possible for stakeholders 
to determine how AI systems are developed and where decisions are 
made in their interaction with human agents. As with the boundary 
condition of diversity, the AI’s inherent opacity has already led to a 
status quo of degraded systems in regard to explainability. Public sector 
decision-making needs to go beyond the preservation as anticipated in 
the FSSD and proactively seek to make AI systems discoverable and 
decipherable to the general public. In an operational sense, this most 
immediately requires that public sector workers not simply accept the 
idea that AI is an unknowable black box, and instead explore mecha
nisms for inclusive audits of AI systems [21], participatory technology 
assessments [96], systematic disclosure systems [97], the appointment 
of data stewards [98], or the use of external organizations as knowledge 
brokers to specific groups stakeholders [99]. 

4.4.3. Capacity for self-organization 
As “complex adaptive systems are usually self-organized systems 

without system-level intent or centralized control,” Missimer et al. [43] 
argue that the capacity for social systems to self-organize “is especially 
important when confronted with a sudden change in the environment” 
(p. 37). Without that capacity, social systems are unable to rapidly adapt 
and respond to disruptive changes, such as those posed by AI to the 
“informational foundations” of contemporary society [96]. 

As with the previous boundary conditions, critical research suggests 
that AI is already degrading society’s capacity to self-organize and 
manage the societal impacts of AI, primarily because “power” to un
derstand, engage, and shape AI is increasingly concentrated in specific 
societal groups [82], while other groups are increasingly vulnerable to 
AI bias and discriminatory outcomes, and their capacity to do something 
about it is increasingly diminished because they lack the means to 
organize and engage [100,101]. While this is often framed as problem of 
agency, empowerment, and accountability, it is equally a problem of 
consent, because AI systems are simultaneously ubiquitous and invisible 
[102]. These systemic challenges to agency and engagement are further 
exacerbated by the ways in which specific algorithms have been used to 
fragment political communication and undermine political agency in 
the public sphere [82,103]. 

The preservation of the public sphere falls outside the scope of most 
public sector decision-making about AI governance, but this boundary 
condition can be read to obligate the preservation of institutional 
mechanisms by which social groups engage with AI systems through 
public institutions and in the public sphere. This understanding reso
nates strongly with notions of algorithmic accountability [104] that 
have been prominent in popular debate, but which have failed to find 
any operational purchase [105]. 

In seeking to operationalize this condition, public sector decision- 
making might instead rely on self-sovereign identity frameworks that 
help users of algorithms and data systems to manage their data owner
ship and consent [98], alternative platforms and formats for informing 
the consent of system users [106], toolkits for non-expert engagement in 
algorithmic design and review [94], or institutional mechanisms for 
grievances and redress that are familiar from other institutional con
texts, but which are easily adapted to AI governance [107]. 

4.4.4. Common meaning 
In explaining the boundary condition of common meaning [43], 

emphasize 

“the role of common culture and meaning in the creation of social 
capital, both horizontal and vertical. Particularly in the absence of a 
long history of reciprocity and the trust which that engenders, 
stakeholders will often make the decision to enter into the initial 
reciprocities on the basis of their belief that they share representa
tions, interpretations, and systems of meaning” (p. 37). 

These issues are best understood in regard to values that are 
embedded in AI system, and how they influence AI interactions with 
society and societal outcomes [108]. Drawing on UNESCO’s [109] 
notion of power differentials in any given society, the question is whose 
values are pursued and embodied by AI. For the public sector, this im
plies a boundary condition of ensuring that AI systems do not embody or 
manifest values that are antithetical to societal values or the values held 
by affected stakeholder groups. 

Protecting this boundary condition requires the public sector to 
identify key societal values and to ensure that they are embedded in AI 
platforms whose behavior will to some degree be opaque and unpre
dictable. The deliberative and consultative processes discussed in regard 
to diversity are good mechanisms for identifying and defining values, 
though Dignum [78] notes that the most determinant values in AI sys
tems are often implicit and dependent on socio-cultural context, and so 
require specific methodologies to make those explicit in AI design and 
implementation. This call has been met by a host of technical and pro
cedural methods for the value-sensitive algorithmic design [110–112]. 
Simply embedding values in AI is likely insufficient to protect this 
boundary condition, however, because AI systems are capable of pur
suing conflicting objectives simultaneously [113], and can develop in 
surprising and opaque ways over time, either through their own learning 
processes [114,115] or through hidden feedback loops with human ac
tors and other algorithmic processes [116,117]. 

In line with Neyland’s [105] notion of accountability in action, pro
tecting the boundary condition of common meaning and societal values 
requires a process-based approach to embedding values in AI systems, 
and Rahwan’s [118] society-in-the-loop (SITL) paradigm describes an 
architecture with which to do so. This builds on the concept of 
human-in-the-loop systems, whereby individual people interact with AI 
processes and outcomes to improve their accuracy, identify deviance 
from desired outcomes, and provide accountability. Because AI systems 
increasingly serve broad social functions and humans are prone to bias 
and fallibility, Rahwan proposes a paradigm, in which questions about 
fundamental rights, ethical values and societal preferences are directly 
and regularly directed to the human controllers interacting with AI 
systems. Rahwan identifies several mechanisms for monitoring and 
enforcing AI compliance with societal values, including reporting, 
auditing, and oversight programs. The precise mechanisms that are most 
appropriate in any give context will in turn be defined in regard to so
cietal values and should be determined through the inclusive mecha
nisms described above. 

4.4.5. Trust 
Missimer et al. [43] understand trust as a driver of social capital, 

closely linked to the boundary of common meaning described above. 
The concept of trust is, however, an exceptionally prominent marker for 
good AI in the debate on AI and society (see the European Commission’s 
Ethics guidelines for trustworthy AI,1 OECD Principles on Artificial In
telligence,2 IBM’s Principles for Trust and Transparency3) and deserves 
special consideration. As a boundary condition, Missimer et al. [43] 
define trust as “a quality of connection, which allows the system to 
remain together despite the level of internal complexity” (p 37), which 

1 https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trust 
worthy-ai.  

2 http://www.oecd.org/going-digital/ai/principles/.  
3 https://www.ibm.com/blogs/policy/trust-principles/. 
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resonates strongly with the notion that societal trust is a necessary 
condition for pursuing social good outcomes through AI [13,119], which 
in turn requires specific investments from the public sector [120]. 

The over-simplified rhetoric of trust-building in global policy 
discourse, e.g. Ref. [121], belies the complex and highly contested 
quality of trust as a concept [122]. In the context of AI and society, 
several scholars have noted that social trust in AI systems should not be 
blind, but appropriate [123,124], suggesting that the boundary condition 
in this instance is to preserve the foundation for trust, rather than to 
preserve trust itself. This in turn requires “allowing people to determine 
the conditions and parameters under which algorithms operate and to 
redefine the boundaries between trust and privacy” [8, p. 373]. This is 
complicated, however, by the fact that most people engaging with AI 
systems, knowingly or not, will lack the technical and practical expertise 
to make informed judgements about whether to trust those systems 
[125]. Often, an individual’s trust in AI will be extended through trust in 
proxies for those systems. In some instances, this can be explicit. For 
example, Bodó [126] has described trust mediators, which vouch for and 
explain the conditions of trust, in much the same way as Janssen et al. 
[98] describe data stewards. In other instances the proxy nature of trust 
is implicit because trust is systemic in nature, invested in the larger 
system of public and private actors that are associated with the AI at 
issue [127]. 

Understood as such, the boundary condition of trust compels the 
public sector to not only protect active and explicit trust in AI, but to 
protect the trust that is implied by use of those AI and related systems 
and services, knowingly or not. This can be most easily operationalized 
in terms of protecting the trustworthiness of AI, in other words, to ensure 
that AI is not designed and used in any way that, if known, would erode 
trust in that AI or the systems and services in which it is embedded. 
Google’s earlier and now infamous motto: don’t be evil becomes the 
histrionic corollary to this boundary condition for public sector decision- 
making: don’t betray implied trust. 

Operationally, several of the approaches and mechanisms described 

above can contribute to a hands-on evaluation of whether AI governance 
decisions risk betraying implied trust in AI, including adapted mecha
nisms for facilitating informed consent [102]. Publicly visible institu
tional mechanisms such as third party auditing, sharing of incidents, and 
bias bounties have also been recommended [128]. National dialogues 
and the development of national institutions mandated to foster public 
trust in AI can support all of these [5,83]. It is also worth noting the 
potential backfire of superficial efforts to build public trust through 
marketing and public relations [129]. 

5. Discussion and conclusion 

5.1. An integrated model of boundary conditions for sustainable AI 

The preceding section presented the results of our 6-step literature 
review and analysis. As described in Table 2, this began with a broad 
query about how sustainable AI has been deliberately conceptualized by 
the research community and concluded with a narrower discussion of 
boundary conditions for social sustainability in the FSSD. The section 
closed by discussing how each boundary condition is reflected in the 
broader debate about AI and society, and how those conditions might be 
operationalized for public sector decision-making about AI. 

In doing so, we found that the boundary conditions for strategic 
social sustainability identified by Missimer et al. [43] align well with 
contemporary debate on AI ethics and society, and have a good con
ceptual fit with the notion of sustainable AI mapped at the beginning of 
our literature review. Importantly, we find that the broader literature on 
AI and society helps to identify clear criteria and approaches for how 
each of these boundary conditions can be operationalized in public 
sector decision-making. This is presented in Table 4, where boundary 
conditions for sustainable development are aligned with corresponding 
concepts from the broader literature on AI and society, suggesting 
operational criteria, approaches, and guiding questions for each (refer
ences for operational approaches can be found at the end of each 

Table 4 
An integrated model of boundary conditions for sustainable AI.  

Boundary 
conditions 

Corresponding 
concepts 

Criteria for preservation Operational approachesa Guiding questions 

Diversity Inclusive participation  • All stakeholders affected by or 
interacting with the AI system  

• Emphasis on stakeholders with 
traditionally limited access  

• National level multi- 
stakeholder dialogues and 
assemblies  

• National commissions for 
regulation or trust-building  

• Deliberative processes  
• Inclusive impact assessments 

for AI 

Does the design and implementation of AI 
incorporate the views and needs of all affected 
stakeholder groups? 

Capacity for 
learning 

Transparency and 
Explainability  

• Discoverability and unknowability of 
process  

• Inclusive audits of AI systems  
• Participatory technology 

assessments  
• Systematic disclosure systems  
• External knowledge brokers 

Do people who are affected understand how it 
works and what the outcomes are? 

Capacity for self- 
organization 

Agency, Consent, and 
Accountability  

• AI are subject to democratic 
principles and institutions  

• In regard to design, implementation, 
and monitoring phases  

• Grievance and complaint 
mechanisms  

• Informed consent  
• Toolkits for non-expert 

engagement  
• Systematic disclosure systems 

Do people know they are using it? 
Are affected stakeholders invited to engage in 
design and review of AI is implemented? 
Is there a clear complaint mechanism for affected 
stakeholders? 

Common meaning Embedded values  • Understanding which values are 
represented by AI systems?  

• Identifying the values held by society 
and by affected stakeholder groups  

• Society in the loop  
o Facilitated social debate on 

values  
• Human controllers that 

oversee and update AI 
systems 

Does the implementation of AI match the values 
held by affected stakeholder groups and society in 
general? 

Trust Appropriate and 
systemic trust  

• Trust is defined by those who actively 
choose to trust AI systems.  

• Trust is deserved  

• Alternative platforms for 
informed consent  

• Trust mediators  
• National institutions for trust- 

building 

Should people trust the AI at issue?  

a = The approaches listed in this column are also described, with references, at the end of each subsection 4.4.1 - 4.4.5. 
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sub-section on boundary conditions in the previous section). 
Collectively, we present these conditions as an integrated model for 

public sector decision-making that is both holistic and preliminary. 
Holistic, because the boundary conditions are interdependent and 
regularly redundant. This is evident both in the operational approaches, 
many of which may well help to protect other boundary conditions than 
those with which they are associated in Table 4, and dependent of many 
of the corresponding concepts (i.e., neither trust or agency are obviously 
feasible without transparency and explainability). 

The model is also preliminary; it is intended to be refined and applied 
iteratively, because it is premised on protecting a status quo which does 
not in fact seem to exist. As mentioned in the discussion of several 
boundary conditions, the inherent opacity and inaccessibility of AI 
technologies has led to a situation in which many of these boundary 
conditions are already degraded. AI technologies and systems are by 
default neither inclusive nor transparent. As a result, public sector 
decision-making must take its own limited mandate and the obligation 
to do no further harm as its point of departure in applying this integrated 
model to decision-making. Discrete decisions about how algorithms and 
machine learning are used in managing social welfare cases will not be 
able to protect the public’s capacity to self-organize in any grand sense. 
It will, however, be able to assess how the public could organize in 
response to this specific initiative, and that in turn will have knock-on 
effects in regard to the other boundary conditions and beyond the spe
cific AI implementation at issue. 

This model is in keeping with how the FSSD was intended to be 
leveraged [43]. It also provides a clear complement to discrete tools that 
are intended to support the public sector in specific aspects of AI 
governance, and to the integrated framework asserted by Wirtz et al. 
[8], insofar as it provides a decision-making framework for actual 
implementation of its various components. 

5.2. Concluding remarks and limitations 

This paper aimed to explore how the concept of sustainable AI can be 
defined and operationalized to guide public sector decision-making, in 
order to support efforts to operationalize ethical AI in the public sector. 
In doing so it found that there is no widely held definition of sustainable 
AI, despite its increasing use in the research context. Conceptualizations 
of sustainable AI nevertheless did consistently reference the sustainable 
development framework associated with the SDGs, however, validating 
the use of that paradigm to elaborate the concept in the context of public 
sector governance. In addition, aligning a more narrow review of that 
literature with the public sector decision-making identified five 
boundary conditions for sustainable AI, which the public sector should 
aim to preserve. Considering these in the context of AI governance, 
resulted in the following boundary conditions for sustainable AI in the 
public sector: 1) diversity and inclusion; 2) capacity for learning, 
transparency and explainability; 3) capacity for self-organization, 
agency, and accountability; 4) common meaning and embedded 
values; and 5) systemic and implied trust. These five conditions were 
presented together as an integrated model, together with operational 
conditions and approaches that can be leveraged to inform public sector 
decision-making. 

By proposing this integrated model, this paper makes several con
tributions to both theory and practice of sustainable AI. Most immedi
ately, this involves contributing clarity and rigor to what is in danger of 
becoming a buzzword in both policy and research discourse about AI 
and society. Most notably, the boundary conditions here are presented in 
a manner that facilitates the elaboration of empirical indicators in-line 
with concept explications that have been advanced in the communica
tions theory [130], or Goertz’s seminal method for defining social sci
ence concepts [131]. Careful applications of these methods would 
provide a framework for elaborating some of the theoretical premises 
implied above and the types of contexts in which they are theoretically 
sound [132]. This is a crucial first step before empirically assessing 

whether the theories implicit in these boundary conditions do in fact 
hold (for example, that inclusive participation does indeed strengthen 
and protect social sustainability). 

In terms of policy and practice, this paper contributes towards 
operationalizing vague discourses about how AI should be considered in 
the public sector. Building on important work by Wirtz et al. and others 
[8,21,86,133], the integrated model for sustainable AI presented here 
provides a series of practical tests that can be applied by public sector 
workers at varying degrees of detail when making decisions about how 
to use or regulate AI. This does not in itself solve the inherent knowledge 
and capacity gaps that are manifest around AI in the public sector [12]. 
The integrated model, and the approaches it references, require further 
explorations, consideration, and contextual analysis to determine if and 
how they should be applied. It is not certain that this model is imme
diately applicable across contexts, and implementation of the model 
may well suggest adjustments to the boundary conditions or associated 
concepts outlined here. As with Missimer et al.‘s [43] model of social 
sustainability more generally, this is “a starting point, expandable and 
condensable if necessary” (p. 38). 

We nevertheless propose that this model provides a useful and 
accessible starting point for non-technical or substantive experts, and 
that its alignment with the SDG policy framework can significantly 
strengthen recognition and policy salience in a public sector context. In 
particular, we believe the conceptual framework, suggested approaches, 
and in particular the guiding questions, can make a significant contri
bution to helping public sector workers understand, anticipate, and 
manage AI’s societal impact. It does so by building on and com
plementing recent efforts towards operationalization of ethical AI, and 
particularly the integrative framework asserted by Wirtz et al. which 
elaborates the processes and layers at which public sector workers must 
engage to avoid harms caused by AI. To this what, the current model 
provides guidance on how public sector should make decisions about AI 
governance, by elaborating red lines that cannot be crossed if values 
related to fairness and safety are to be preserved, conceptualized here as 
social sustainability. This is one of many preliminary steps towards 
ensuring that the public sector governs AI sustainably. 

However, several limitations should be noted. Firstly, and as 
described above, the literature considering AI and society as relevant to 
public sector decision making is vast and diffuse, and our review has 
been deliberate, but not comprehensive. There is much literature which 
we have not considered and our efforts to narrow the conceptual focus of 
sustainable AI have closed some doors which might be worth keeping 
open in other contexts. Notions of AI sustainability more closely linked 
to environmental or economic concerns, for example, may be important 
for other policy or research pursuits. We do not see these as mutually 
exclusive, however, and are convinced that despite these conceptual 
limitations, this analysis makes an important conceptual and theoretical 
contribution by providing the foundation for rigorously explicating the 
notion of sustainable AI in the public sector. 
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