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Abstract

There has been a significant rise in data generated and collected through
various sources. Machine learning algorithms are used to find meaningful
information from this data. Among many other applications of machine
learning algorithms, an exciting task is anomaly detection. Anomaly detection
is the process of finding observations that deviate significantly from the
general distribution of data. Finding an unusual behavior in data is critical in
various fields. Many algorithms were proposed in the literature and research
is ongoing to develop new algorithms that are more efficient and accurate
for detecting anomalies. A large number of algorithms has made choosing
and evaluating algorithms significantly difficult. Existing benchmarks for
evaluating machine learning algorithms lack the necessary capabilities, e.g.,
transparency, and proper visualization of results.

To make it easier to compare and choose anomaly detection algorithms,
we propose a new benchmark called Open Anomaly Detection Benchmark
(OADB). We identified requirements for a good anomaly detection benchmark,
e.g., variety of datasets, extensibility, and in-depth visualisation of results.
OADB is developed based on identified requirements. OADB fills gaps in
existing benchmarks and helps get insight into state of the art algorithms
for anomaly detection. A subset of popular machine learning algorithms for
anomaly detection and a variety of numerical datasets are integrated into the
benchmark for evaluation. OADB is available as part of DataBench Toolbox.

Multiple benchmarking experiments are performed using the OADB. OADB
utilizes numerical datasets of varying number of dimensions and size. These
datasets are collected from multiple sources and converted to a single format
for usage in OADB. Results show that Windowed gaussian on univariate and
Isolation forest on multivariate datasets perform better than other algorithms
in terms of accuracy and computational complexity. However, performance
of an algorithm varies significantly based on the dataset utilized. Selection
of machine learning algorithms for anomaly detection should be according to
problem domain and data available for utilization.
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Chapter 1

Introduction

1.1 Motivation

“Hiding within those mounds of data is knowledge that could change the life of a pa-
tient, or change the world. — Atul Butte”

World started moving toward digitalization after the invention of digital
computer and birth of the World Wide Web (WWW). In the last decade, a
large percentage of the human population connected with the internet for
the first time, and internet-connected devices have seen a remarkable rise.
Global IP traffic will increase threefold between 2017-2022, and the number
of devices connected to the internet will be three times the human population
by 2022 [21]. This trend has affected all the industries, and today almost every
organization is moving toward digitalization. Each organization generates an
enormous amount of data, which can be helpful in decision-making. This
data is being collected with the help of various tools. Sensors have been
a vital tool for collecting data. Different industries use sensors to monitor
their infrastructure, e.g., in manufacturing industry temperature, vibration of
manufacturing machines.

The introduction of new technologies gives companies a competitive advant-
age over their peers. These also help to reduce costs and to improve the quality
of products. In some cases, the entire market is changed into something differ-
ent with the introduction of new technologies. Keeping up with changes and
improving has become even more critical to remain competitive. Organiza-
tions need to collect information about all their crucial tasks and processes to
move in the right direction. With the increasing size of organization or com-
plication of tasks, data generated and collected also increase in size. Often it
becomes difficult to monitor everything through human eyes. A large part of
generated data from various sources is not utilized for analysis. This data can
be used for finding meaningful patterns in various fields. Cheap sensors and
advanced machine learning techniques have made it easier for both small and
big organizations. Finding anomalies in data is an important task that is often
helpful in making processes run smoothly.

A data point significantly different from other data is called anomaly and
it is of special interest. Information about these anomalies plays important
role in decision making in various fields such as Finance [9], Health [66, 83],
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Petroleum [50] and many more. With the increase in the amount of data
available, complexity also increases, making it impossible to monitor systems
through human observers or simplistic methods, e.g., threshold. Machine
learning algorithms are used for monitoring and finding anomalies in large
datasets. The performance of these algorithms varies based on different
conditions. The number of algorithms presented as solutions to anomaly
detection problem is already high and increasing.

Consequently, choosing the best machine learning algorithm for anomaly
detection requires much effort and some time impossible. The solution to
this problem requires a good benchmark for comparing the performance of
machine learning algorithms for anomaly detection tasks. There are only
a few benchmarks available with a focus on anomaly detection. These do
not provide all the information required to choose the anomaly detection
algorithm. Therefore there is need for a better anomaly detection benchmark.

1.2 Research question

Machine Learning is becoming increasingly popular for solving complex
problems in many domains. Among all those problems, one is anomaly
detection in numerical data. Many algorithms and commercial tools are
available for finding anomalies among normal data. Their performance varies
depending on many factors such as data quality, availability of training
data, nature of the anomaly. The process of comparing all algorithms
based on different attributes requires much work in the absence of a good
benchmark. The lack of benchmarks focusing on anomaly detection makes
choosing an appropriate algorithm for an anomaly detection task quite tricky.
Existing benchmarks for anomaly detection suffer from many deficiencies and
problems.

Considering the problem stated above, we have formulated following research
questions.

• Q1: What are the requirements for a good anomaly detection benchmark?

• Q2: Is there any anomaly detection algorithm that outperforms all the
others on numerical datasets in terms of accuracy and computational
complexity?

• Q3: What is the impact of dataset size on the computational complexity
of anomaly detection algorithms?

1.3 Objectives

Following are the objectives specified for this thesis based on our research
question.

Objective 1: Find the relevant tools and algorithms for anomaly detection and
review them based on their characteristics.

Objective 2: Analyze existing benchmarking tools relevant for comparing the
performance of anomaly detection algorithms and identify their shortcomings.

Objective 3: Collect a variety of labeled public numerical datasets with
anomalies. Analyze, format, and improve the quality of datasets for further
use in benchmarking.
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Objective 4: Identify shortcomings in existing anomaly detection benchmarks
and define requirements for a better benchmark.

Objective 5: Design and develop a new benchmark, which fulfills the defined
requirements.

Objective 6: Identify and integrate popular anomaly detection algorithms for
numerical data in the newly developed benchmark.

Objective 7: Perform benchmarking experiments with different settings.
Utilize visualizing techniques to analyze and interpret the results generated
by the benchmark.

Objective 8: Conclude from results of benchmark and provide general
recommendations about use of anomaly detection algorithms.

1.4 Research methodology and work plan

This thesis aims to evaluate anomaly detection algorithms and develop a con-
crete benchmark for evaluation. Our research is quantitative applied research
and slightly modified version of technology research [76] methodology. Mod-
ified version is used to fit it in the context of benchmarking. Our research is
divided into three stages. We repeat these steps if our requirements are not
met in last step.

Problem formulation: This step includes understanding the domain and
defining the research problem.

Propose solution: This step includes proposing a solution for the problem we
formulated in the previous step.

Experimentation and evaluation: This step consists of experimentation and
evaluation of the proposed solution.

1.5 Thesis structure

This thesis consist of three parts, introduction and background, Open Anomaly
Detection Benchmark (OADB), evaluation. It is also organized into seven
chapters. Following is a brief description of each chapter.

Introduction (Chapter 1): In this chapter, the motivation for this research,
research question, thesis objectives and thesis structure are outlined.

Background (Chapter 2): This chapter reviews literature relevant to anomaly
detection. It also explains how anomaly detection is vital for the scientific
community and people from different fields of life. It also sheds light on
challenges faced in building tools and algorithms for solving the problem.

Machine learning algorithms for anomaly detection (Chapter 3): This chapter
sheds light on popularly used Machine Learning algorithms for anomaly
detection and classification of these algorithms.

State of the art anomaly detection benchmarks (Chapter 4): This chapter
includes an analysis of existing benchmarks for evaluating and comparing
machine learning algorithms for anomaly detection. This chapter also
identifies issues with existing benchmarks and summarizes publicly available
numerical datasets with anomalies.
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Design and Implementation (Chapter 5): This chapter explains the design and
implementation details of the Open Anomaly Detection Benchmark (OADB).
Requirements for OADB are also outlined.

Evaluation (Chapter 6): This chapter evaluates Open Anomaly Detection
Benchmark (OADB) based on defined requirements and illustrates results
generated by the benchmark.

Conclusion and Future Work (Chapter 7): This chapter presents the conclu-
sion of this study. It outlines various directions for research work to expand
the work done in this thesis. It also defines the scope and limitation of this
study.
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Chapter 2

Background

This chapter provides a brief knowledge about artificial intelligence and its subfields.
Anomaly, its different types, and steps involved in finding anomalies using machine
learning are explained. This chapter sheds light on terms that are essential to
understanding this thesis.

2.1 Artificial Intelligence

Artificial Intelligence is defined by most people as a system that can do the
tasks requiring human intelligence, e.g., writing books, playing sports, and
decision making in different traffic situations. AI researchers community
has taken inspiration from human intelligence and brain structure to develop
software systems with similar intelligence as humans. However, there is no
consensus on a single AI definition among researchers yet, which can be used
by everyone [82]. A good working definition is given by Kaplan et al. [39]:

“a system’s ability to interpret external data correctly, to learn from such data, and to
use those learnings to achieve specific goals and tasks through flexible adaptation”

AI is being used by many companies for developing new products, services
and also improving existing ones. Some of them are used almost every
day by millions of users, e.g., recognizing faces in pictures by Facebook
to tag them automatically, and suggesting routes by google maps with less
probability of braking during the drive [1]. AI, based on its abilities, can
be categorized into three levels such as Artificial Narrow Intelligence (ANI),
Artificial General Intelligence (AGI), Artificial Super Intelligence (ASI) [39].
Artificial Narrow Intelligence is domain-specific, cannot perform other than a
few tasks autonomously. However, it outperforms humans in doing the job
for which it is designed and trained. At the Artificial General Intelligence
level, it can perform tasks independently of human assistance in multiple
domains. Artificial Super Intelligence refers to the level of intelligence that
outperforms humans in almost all disciplines. Currently, most AI applications
are at a narrow intelligence level as they are more focused on one single
task. It has not reached human-like intelligence yet and is quite far from the
Artificial Super Intelligence level. AI is used to solve many domain-specific
problems currently, as stated in the examples above. There is a growing focus
on developing artificial intelligence with abilities spanning multiple domains
and surpassing the Artificial Narrow Intelligence level.
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AI is a broad field and combination of multiple disciplines from statistics to
biology. AI has subfields machine learning and deep learning.

Figure 2.1: Overlap of artificial intelligence, machine learning and deep
learning [38]

2.1.1 Machine learning

Machine learning has a narrow focus compared to AI as it does not give ma-
chines general intelligence. ML algorithms learn from data and find patterns
in it. There has been a lot of research on ML, and a vital milestone in ML de-
velopment was the first algorithm developed by Samuel in 1959 [68], to play
checkers game and get better with experience. ML allows creating computer
systems to do tasks that they are not explicitly programmed to do and get better
at doing these tasks with experience. Different researchers have used different
wording to define ML but it can be defined broadly as [53]

“computational methods using experience to improve or to make accurate predictions”

Most problems that ML is solving can be divided into two types, regression
and classification. Regression is a problem type where the algorithm has to
produce result as a real number. For example, predicting average temperature
for the next 24 hours based on historical data. Classification is a problem where
an algorithm classifies data instances in a dataset into different categories or
classes. A simple example of classification problem can be detection of various
animals in pictures. Each animal should be classified in its own class.

Figure 2.2: Artificial Intelligence and its subfields

Figure 2.2 shows classification of AI and Machine learning branches. Many of
these branches overlap with each other.
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2.1.2 Deep learning

Deep learning is a subfield of machine learning. Deep learning takes inspir-
ation from the human brain and tries to replicate its structure in a computer
system. Neurons are basic building blocks of the human brain and these per-
form most of the processing of information for us. Deep learning networks
use several layers of artificial neurons[38]. It has three types of layers. The
input layer represents input data. Hidden layers process and transform data
and pass the results generated by a network of artificial neurons to the output
layer. Each artificial neuron in hidden layers receives data from the neurons of
the previous layer and passes it to neurons in the next layer after processing.
The output layer represents the result produced by the neural network. These
networks of artificial neurons are also called Artificial Neural Network (ANN).
Figure 2.3 shows the basic structure of ANN and how artificial neurons inter-
act with each other.

Figure 2.3: Example of a simple Artificial Neural Network (ANN) structure
and interaction of various layers with each other [67]

Deep learning requires much more data to train than traditional machine
learning algorithms to perform well, also requires special hardware such as
GPUs to perform matrix calculations faster. Compared to traditional ML
algorithms, one advantage is that there is no need for feature selection. Second,
it performs well in the absence of labeled data [84]. Deep learning has made
fantastic progress in Natural language processing, object recognition etc. in
recent years.

2.2 Types of Machine learning

2.2.1 Unsupervised learning

Unsupervised learning algorithms classify unlabeled data into different
clusters or groups based on similarities among them. All elements in one
cluster have more similarity to each other and differences from elements of
other clusters [75]. These algorithms do not require labeled training data for
them to work. K-means is an unsupervised learning algorithm that is very
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simple and widely used. Figure 2.4 shows a simple example of clustering done
by K-means.

Figure 2.4: Example of data instances classified into two clusters by K-means
algorithm

2.2.2 Supervised learning

Supervised learning algorithms require labeled data in contrast to unsuper-
vised learning algorithms for training of model. Available data is divided into
training and test data. The algorithm train on labeled data; for each input X
there is output Y. Models fit to data during the training phase. The fitted model
is then used to find output for test data inputs. Supervised learning algorithms
help solve both classification and regression problems [75]. Supervised learn-
ing algorithms are prone to over-fitting the model to training data. Over-fitting
leads to poor performance of algorithms on test data. Lack of labeled training
data is a challenge in utilizing supervised learning.

2.2.3 Reinforcement learning

Reinforcement learning algorithms learn by doing different actions in an
environment and learning from the output of these actions. Learning system
acts as an agent which is rewarded and penalized based on its action in the
environment. A learning agent, model of the environment and rewarding
function are major components of a reinforcement learning algorithm. Goal
of learning agent is to maximize rewards throughout its life span. Model of
the environment should capture important features of a problem and should
change depending on agent actions. Reward function defines what actions
by the agent are good or bad in a given environment. Agent has to balance
exploration and exploitation to try new actions in search of more rewarding
actions and repeat previously done rewarding actions [78]. Reinforcement
learning tries to replicate the natural learning process of a newborn baby,
considering it as a learning agent.
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Figure 2.5: Interaction of learning agent with the surrounding environment in
reinforcement learning [30]

In Figure 2.5 action at is action done by agent. In response to action,
environment changes from state st to action st+1 and gives reward rt. Based
on new state and reward of previous action, agent learns and performs next
action. This loop continues as agent get better at performing most rewarding
actions.

2.3 Anomaly and its types

Braei defined anomaly [15] as

“ An anomaly is an observation or a sequence of observations which deviates remark-
ably from the general distribution of data. The set of the anomalies form a very small
part of the dataset ”

Anomalies have always been of particular interest in different fields, e.g.,
finance, gaming, medical etc., due to the significance of finding unusual
behavior of a system. One should differentiate between noise and anomalies.
Noise in data can be introduced due to reasons, e.g., seasonality, measurement
tool malfunction that hinders our ability to find anomalies.

These anomalies can be positive or negative but have a high significance in all
contexts. Anomalies can represent a high temperature than usual, high vibra-
tion etc. Anomalies detected at the right time can be quite helpful to avoid loss
and potential issues [50]. For example, machines used in manufacturing in-
dustries are becoming more and more complex. Factories are using sensors to
monitor the environment in the factories and also the performance of manufac-
turing equipment. Due to the massive amount of data coming from sensor data
streams, humans cannot monitor and evaluate data to find meaningful pat-
terns. Anomaly detection techniques can consume data from continuous data
streams from sensors to detect anomalies and prevent any disaster in factories.
It will increase the reliability of the diverse type of equipment and their life-
time. This one particular example shows the significance of anomalies, but this
applies in almost all the fields.
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Figure 2.6: Illustration of anomalies in two-dimensional data [20]

In Figure 2.6 N1 and N2 represent values for normal observations and O1,O2
and O3 are anomalies in two-dimensional space. Anomalies can be categorized
mainly into three types [15].

Point anomalies: When a single data point varies significantly from the
remaining data points in a dataset, it is a point anomaly as only one point
shows abnormal behavior. For example, a sudden drop in car speed in
temporal data for only one measurement through a journey represents a point
anomaly.

Contextual Anomaly: A data point is normal in one context but can be labeled
as an anomaly in another context, its contextual anomaly. For example, 5
centimeter snow depth in February is normal but same amount of snow in
July in Oslo, Norway is an anomaly.

Aggregate/Collective Anomalies: When a set of data points deviates from
normal pattern, not a single data point, this set of data points represent an
aggregate anomaly. For example, 100 login API calls per second to a server
from a single user are anomalous. However, a single API call is not an anomaly.

2.4 Process of finding anomaly

The usefulness of information about anomaly depends on when it is found and
the type of problem. Sometimes it is helpful to detect anomaly immediately
as it happens, but in some cases, it should be predicted before its occurrence.
Process for finding anomaly consist of multiple steps from problem definition
to detecting anomaly and performing appropriate measures to mitigate its
effect.

2.4.1 Defining the problem

It is a process of figuring out what the problem is and how this problem
can be solved. For example, small factories have a problem with machine
failures, resulting in production delays and monetary loss. This problem can be
solved by detecting the abnormal behavior of machines through continuously
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measuring important data about machine status and preventing machine
failure by intervention. It requires domain knowledge and understanding of
the problem, knowledge about factors affecting the system. One has to perform
multiple steps to understand the problem better and know objectives. Some of
the steps and questions are:

– Identify how and what kind of data can be collected about this specific
problem. Data will be available as data files after collection or continuous
data streams coming from sensors.

– Identify elements that can affect data collection process or may introduce
bias.

– Identify the variable which we want to find and discuss it with all
stakeholders.

– Identify the possible causes of data noise and domain-specific character-
istics of data, i.e., seasonality etc.

– Figure out when we should be able to detect the anomaly and when it is
too late?

2.4.2 Data preprocessing

Data plays a vital role for any machine learning algorithm to perform better.
With better quality and valuable data covering all aspects of the problem,
there are more chances to get desired results. Most data available is not in a
form to be used directly for ML algorithms. It needs to be prepossessed to
make it suitable for training a ML algorithm to perform well. Data quality
is reduced for various reasons, including issues in measuring devices, wrong
understanding of the problem, and many more. Depending on the type of data
and problem to be solved, it has to go through multiple steps. Some of the steps
for improving quality of data are following.

Handling missing values

Dataset with missing values can seriously affect the performance of algorithms
and introduce bias in results. Missing values in data can occur due to multiple
reasons e.g., problems in data recording sensor, and incorrect measurement.
Issues due to, missing values can be mainly avoided either by removing
missing values or replacing missing values with estimated values. Multiple
methods are used to estimate missing values such as mean substitution and K-
means Clustering Imputation (KMI) [28]. Mean substitution replaces missing
values with the mean of normal values in a dataset. This method will not
be appropriate in some cases, i.e., when many values are missing. Different
techniques are used for various problems and datasets.

Removing noise

Data collected from real-world usually contain irrelevant and distorted data
called noise. Supervised algorithms are most affected by data noise. ML
algorithms trained with noisy data can result in reduced accuracy. Data noise
can be categorized into two types, class noise and attribute noise. Class noise
represents the wrong labeling of data. Class noise can be introduced due to
bugs in labeling software or entry error during manual labeling etc. Attribute
noise arises by one or more corrupt data points [28].

14



Feature selection

Often a lot of data is collected but using all data for machine learning is not
feasible. A higher number of features result in higher complexity of data,
require high computational power and reduce the speed of ML algorithms.
To solve this problem, we select important features and remove features that
are dependent on other features. The semantics of data should remain intact.
Feature selection helps in increasing accuracy and learning efficiency [28].

Feature scaling

Data sets contain many features, but not all are measured with the same scale.
For example, if we have collected data temperature and vibration from the
factory using sensors. Temperature and vibration measurement values will
have considerable differences. Significant differences among features in a
dataset are not ideal for the accuracy of the algorithm. Features with high
magnitude will have more impact on calculations can result in biased results.
The process of fixing removing significant differences among values is called
feature scaling. Two techniques are commonly used for feature scaling. The
min-max normalization converts all values between [0, 1] using the following
formula.

z′ =
z−minimum.value

maximum.values−minimum.value
(2.1)

Z-score normalization use mean and standard deviation to convert values in
range [0, 1] using the following formula [6].

z′ =
z−mean

standard.deviation
(2.2)

z′ represents the new value after normalization and z represents the original
value.

2.4.3 Anomaly detection

Anomalies can be detected in different ways depending on available data and
the problem to be solved. A common way of detecting an anomaly is by
visualization. It is done by creating dashboards and showing graphs of crucial
features. Humans can detect unusual behavior and perform appropriate
actions to avoid any failure/loss. As the number of features and complexity of
data increases, it becomes difficult to visualize everything correctly and for the
human brain to comprehend it. Sometimes thresholds are used and whenever
a value increases from a certain threshold, an alert is sent to the relevant entity.
Thresholds are static and are set based on the assumptions of an expert. They
do not fluctuate based on changing situations and are prone to mistakes by
experts who have set threshold values, resulting in false alerts. For example,
an e-commerce website for buying gifts receives 50,000 orders per month and
a threshold set for 70,000 to detect an unusual number of orders. Nevertheless,
it may get 100,000 visitors during Christmas days as more people are shopping
for gifts during this time of year. It can trigger a false alert.

The increased complexity of data requires a more complex solution for monit-
oring and detecting anomalies. In this regard, ML algorithms are pretty helpful
because they consider all the features, labeled anomalies and learn from data
overall. Data is divided into two parts training data and test data. Training
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data is used for learning of model and test data is used to test the accuracy.
Broadly ML techniques for anomaly can be divided into types supervised an-
omaly detection and unsupervised anomaly detection.

Supervised anomaly detection: Supervised algorithms are used when we
have data that has labeled anomalies. These algorithms usually perform bet-
ter than unsupervised and semi-supervised algorithms as they have more in-
formation available regarding anomalies. Anomalies are rare and undesir-
able events. It makes it challenging to gather a properly labeled dataset.
Due to these challenges, these algorithms cannot be applied in many cases.
Some of the supervised anomaly detection algorithms are Support Vector Ma-
chine (SVM), Decision trees, Bayesian Network, Supervised neural network,
K-nearest neighbor [58].

Unsupervised anomaly detection: Unsupervised algorithms do not require
labeled data and this makes them easier to use for anomaly detection.
Unsupervised algorithms used for anomaly detection are K-means, One-Class
Support Vector Machine (OCSVM) etc.

2.4.4 Anomaly prediction

Detecting anomalies before they occur is called anomaly prediction. ML tech-
niques are used to predict next trends and events based on previous data [49].
Predictive maintenance for different systems has gained importance in the last
decade because the cost attached to systems maintenance increased. Initially,
most industries used time-based maintenance, but now with advances in Ma-
chine Learning and sensors, we can use data gathered from sensors to monitor
the performance of systems and analyze unusual behavior. It can help in the
early detection of problems. Predictive maintenance is the preferred mainten-
ance method in 89% of cases, compared to time-based maintenance, which is
preferred in only 11% of cases. Integrating the predictive maintenance tech-
niques with the latest sensor technologies enable plants to avoid unnecessary
equipment replacement, save costs, and improve process safety, availability,
and efficiency [34]. Anomaly prediction is similarly helpful in various fields.
Time horizon and explainability are two important factors for evaluating an-
omaly prediction technique [31].

Time horizon: These techniques aim to maximize the time duration between
the prediction of anomaly and actual occurrence. Time duration before
occurrence provides the opportunity to validate the alert for anomaly.

Explainability: If we act on all the anomaly predictions, then false positives
can do the opposite effect. It can result in delays, increased costs and similar
problems. It signifies the importance of explaining anomaly predictions to
understand them and perform appropriate measures to avoid failure.

2.5 Challenges of anomaly detection

One faces many challenges during the process of anomaly detection. Some of
them are following.

– The lack of enough labeled data is a significant challenge for anomaly
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detection. In most cases, one does not have any or enough labeled data
for the training of algorithms. Consequently, testing the performance of
an algorithm for an actual problem is nearly impossible.

– The rarity of anomalies makes it challenging to detect them. It affects
the pre-deployment phase as we do not have enough information about
anomalies. It is leading to issues during the usage of anomaly detection
solutions.

– Noisy data can pose a challenge in detecting anomalies and reducing the
accuracy of the algorithm.

– False positive alarms are another challenge related to anomaly detection.
They result in unnecessary disruptions. The algorithm used for anomaly
detection should accommodate changes in data values to avoid false
alarms.

– Anomalies are of multiple types broadly categorized as point anomaly,
aggregate anomaly and contextual anomaly. It increases the complexity
of anomaly detection.

– Anomalies change based on the size of data observation window. A data
point may seem like an anomaly in the shorter window, but it can be a
normal data point with a complete data view. Anomalies can be local and
global. As shown in Figure 2.7 red dots show possible local anomalies
and green dots show an example of global anomaly.

– Anomaly detection is time-critical in many scenarios. Its usefulness
depends on the time difference between occurrence and detection. Often
information is needed about anomalies before occurrence. It add time
constraint for anomaly detection algorithms, making immediate anomaly
detection a requirement.

Figure 2.7: Examples of local and global anomalies

2.6 Applications of anomaly detection algorithms

Anomaly detection has applications in various fields where unseen events
should be monitored and have adverse consequences if they go undetected.
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Finance: Finding fraudulent activity in online financial transactions is cru-
cial in the current banking system to make it more secure and trusted. ML
techniques are applied to find anomalies among millions of transactions done
every day. These techniques are also helpful in detecting issues in financial
statements and anti-money laundering efforts [9].

Cyber security: Anomaly detection algorithms are applied for intrusion detec-
tion in a network, detecting unusual behavior by a malicious user, and finding
a virus file in a data storage [84].

Manufacturing: Ensuring that each product produced in the factory is perfect
is done by employing anomaly detection techniques to detect faults in each
product. Another exciting application is monitoring the health of manufactur-
ing machines in factories and avoiding halt of production lines [43].

City administration: Cities often deploy advanced equipment to gather data
from air quality to the number of cars passing through a particular junction.
This data can be used to find traffic congestion and to avoid it by using anom-
aly detection techniques [25]. Health care data collected from different facilities
can also be used for a broader analysis of health care services, prediction of any
overcapacity, and preventing the spread of any disease in society.

Medical: In the medical field, anomaly detection techniques are widely used
from diagnosis of diseases from using X-ray images to the prediction of dis-
eases and anomalies in heart rate data [4, 66].

Agriculture: Advanced equipment usage has allowed farmers to use anom-
aly detection algorithms on data collected from farms to tackle diseases and
other problems in farming. A good example is detecting disease in different
crops from images and weed detection, which can hinder the yield of crops.
These techniques essentially provide food security for masses [46].

2.7 Benchmarking

2.7.1 What is benchmarking

Benchmarking is defined by Anand et al. [8] as

“search for the best industry practices which will lead to exceptional performance
through the implementation of these best practices.”

Every organization has a set of tasks that need to be done to run the
organization smoothly. These tasks keep on changing with passing time and
quite often new approach is introduced to do these tasks. Ensuring that the
newly adopted approach to perform the task is better than the previous one
or measuring how much it is better is essential for an organization. It allows
them to compete with others and get better continuously. It is one of many
cases where benchmarking fulfills the needs of an organization.

2.7.2 Benchmarking in machine learning

Benchmarking in machine learning refers to comparing machine learning al-
gorithms based on different metrics and finding out which performs better un-

18



der given circumstances. Machine learning benchmark is a software tool used
for benchmarking. There are some general-purpose benchmarks, although
most benchmarks have a certain focus. MLPerf [51] and PMLB [60] are ex-
amples of general-purpose benchmarks.

Metrics: ML benchmarks are developed to compare algorithms based on met-
rics such as computing power requirement, accuracy, compatibility etc. NAB
[44] and SKAB [41] are examples of benchmarks which use accuracy of al-
gorithms for benchmarking.

Data: ML algorithms are run on particular data for evaluating their perform-
ance. These datasets are collected from various sources. Datasets can be
broadly divided into three types real-world, synthetic and toy data.
Real-world data is collected from the real-world through different devices such
as sensors measuring temperature in a factory. Synthetic data is generated ar-
tificially to simulate a real-world situation. Toy data is not best for benchmark-
ing but used as a readily available dataset to experiment.

Focus of benchmark: As machine learning continues to grow as a field, it has
become challenging to make a benchmark that can integrate and evaluate all
ML algorithms. One reason is that often ML algorithm is developed to solve
a specific problem. Another reason is that a fundamentally different approach
is required depending on the nature of the problem. It results in benchmarks
focusing on a specific application of ML algorithms. For example, NAB [44]
has focused on anomaly detection on time series, DeepBench [24] has focused
on deep learning and computing power needed by algorithms.

2.7.3 Architecture of a benchmark

Machine learning benchmark usually consists of three components data,
algorithms and benchmark software. Software tool train and test algorithms
on datasets. During this process, all the important metrics are measured. Later,
measured data is visualized to compare the performance of algorithms. Figure
2.8 show example of common components in most of ML benchmarks and how
they interact.

Figure 2.8: Components of a machine learning benchmark
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2.7.4 Why ML benchmarks?

Machine learning as a field is growing very fast, new techniques and
algorithms are introduced constantly. Availability of good tools to evaluate
ML algorithms is important for both researchers and practitioners. Benchmark
accelerate the process for evaluating of an algorithm and selection of an
algorithm for a certain problem. They also provide a way to standardize the
algorithms on basis of performance and can become a reference point.
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Part II

Problem analysis
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Chapter 3

Machine learning algorithms
for anomaly detection

This chapter provides an overview of popular approaches used for anomaly detection
and ML algorithms for anomaly detection. Along with a brief introduction to
commercial tools available for anomaly detection, a comparison of deep learning and
machine is also part of the chapter.

3.1 Anomaly detection approaches

Numerous algorithms are available for anomaly detection and each one has a
different implementation. These differences can be of two types. Either they
are completely different due to distinct underlying principles used or variants
based on the same approach for detecting an anomaly. These approaches
work based on some assumptions related to anomalies. Approaches in ML
algorithms for anomaly detection can be categorized into distance-based,
clustering-based and model-based approach [52].

3.1.1 Distance-based approach

This approach measures and utilizes distance between all data points in n-
dimensional space to identify anomalies among normal data. Number n rep-
resents dimensions in a dataset. The simplest solution is to calculate the dis-
tance of each data point to all other, sum them and use it to detect anomalies.
High dimensionality has negative effect on distance based algorithms called
the curse of dimensionality. With increase in features, size of feature space is
also increased significantly. This results in sparse distribution of data in feature
space and distance measure is affected [3]. The distance and similarity meas-
urement methods play a critical role in the algorithm’s accuracy.

Distance calculation method: Euclidean, Minkowski, and Mahalanobis [52]
are various methods utilized by ML algorithms to measure the distance
between two data points. Euclidean distance is the simplest method as shown
in equation 3.1, d(x, y) represents the distance between two points x and y in
n-dimensional space.
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d(x, y) =

√
n

∑
i=1

(xi − yi)2 (3.1)

Similarity measurement method: Similarity measurement answers the ques-
tion, if two data points are similar or not? Calculating distance to all data
points, distance to k-nearest neighbors, median or average distance to k-
nearest neighbors are various approaches to measure similarity.

Assumption: It is assumed that the anomaly data instance has a relatively long
distance from other data instances.

3.1.2 Clustering-based approach

In this approach, data points in multi-dimensional space are grouped based
on density and assigned cluster labels. The rule for assigning data points to
a cluster differs among various algorithms. It differs in the following ways;
a point can be part of multiple clusters, clusters can overlap, or they are as-
signed non-binary values in 0 to 1 range. Figure 2.6 shows data visualized in
2-dimensional space with clusters.

Assumption: It is assumed that data points away from cluster centers are more
likely anomalous than data points closer to the cluster center.

3.1.3 Model-based approach

The model-based approach attempts to create an ML model that can represent
the underlying characteristics of a system. The model tries to understand the
relationship among data features. It is trained using available data to learn
from it. Linear regression is an example of an algorithm with model-based ap-
proach.

Assumption: It is assumed that a relationship among different data features
exists and affects the target variable.

3.2 Popular ML anomaly detection algorithms

3.2.1 Supervised algorithms

K-Nearest Neighbors (KNN)

KNN is a supervised non-parametric algorithm that is simultaneously quite
simple and effective for classification. All the instances from labeled data are
populated in the feature space. K number of nearest neighbors in feature space
are selected based on distance from new observation to find the class of new
observation. The class to which most numbers of neighbors belong is assigned
to a new observation. The value of K significantly impacts performance as low
value results in over-fitting and very high value increases computational com-
plexity. It has a short training time but requires high computation power and
memory in test phase. It is due to the computation of distance to K number of
observations in the dataset for finding nearest neighbors. Either value for K is
optimized by experimenting with different values or special methods applied
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for finding it [13]. Figure 3.1 demonstrate effect of K value on assignment of
class to new instances. When K value is 2, a new instance is assigned class 2.
With the increase of K value to 3, the new instance is assigned class 1.

Figure 3.1: Effect of K value for KNN algorithm

Some KNN variants are quite effective for anomaly detection, e.g., Transduct-
ive Confidence Machines for K-Nearest Neighbors (TCM-KNN) [45] for in-
trusion detection, Mahalanobis-squared distance and one-class kNN based al-
gorithm for health data monitoring for anomalies [69], and Weighted KNN for
DoS attack detection [77].

Bayesian Network

A Bayesian network is a directed acyclic graph representing probabilistic
relationships among a set of variables of interest. All the variables are
conditionally independent of each other. The graph structure and variable
probabilities are learned from training data. Probabilistic inference is used
to calculate the probability for variables of interest. It is well suited for the
problem where variables are interdependent and helps in learning about causal
relationships [35].

Bayesian networks are effective in detection of anomalies in various fields, e.g.,
detection of disease outbreaks [83], network intrusion detection [40], etc.

Decision Tree

Decision trees are commonly used for the decision-making process. Classific-
ation Tree, Regression Tree, and Decision Forest Tree are multiple variants of
decision trees used to solve different types of problems. Decision tree internal
nodes are different variables and branches connecting these nodes are tests per-
formed on the value of variables. Leaf nodes represent categories or different
possible outcomes. There is a danger of overfitting that is reduced by prun-
ing of decision tree [57]. Decision Trees are used for anomaly detection, also
sometimes in conjunction with other algorithms such as Support Vector Ma-
chine [73]. Figure 3.2 shows a simple Decision Tree for the process of decision
making for buying a car.
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Figure 3.2: Simple decision tree showing process of buying car and how
different factors impact the decision [54]

3.2.2 Unsupervised algorithms

K-means

K-means is an unsupervised non-parametric clustering algorithm. It tries to
divide data points into K number of clusters. In the first step, clusters are
assigned centroids randomly. The data points become part of a cluster of the
nearest centroid. In the next step, center point of each cluster is considered new
centroid. The last two steps are repeated until centroids do not change. The
value of K significantly affects the final clusters. Currently, different methods
are used for finding optimal K values, such as Elbow method, The Gap statistic
algorithm, The Silhouette Coefficient Algorithm etc. [86]. In Figure 2.4, an
example of K-means is shown for the two-dimensional dataset.
There are many improved versions of K-means algorithms; some of them are
used for anomaly detection in different domains [48, 85].

One-class Support Vector Machine (OCSVM)

OCSVM is a particular type of Support Vector Machine (SVM) that is effective
for anomaly detection. It creates a feature space with data points and
finds an optimal hyperplane separating normal data points from anomalies.
It maximizes the margin of hyperplane from data points of both classes.
Sometimes no hyperplane can separate data points of two classes, so a
particular possibility of error should be allowed[74]. OCSVM is commonly
used for anomaly detection and has applications in many fields. The algorithm
focuses on finding anomalies instead of finding normal behavior, as done in
many other algorithms. Figure 3.3 show working of the hyperplane. OCSVM
aims to find a hyperplane that can distinguish anomalies and normal data.
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Figure 3.3: Hyperplane in 2-dimensional and 3-dimensional space [81]

Anomaly detection in telecommunication data [87], Fault detection in photo-
voltaic power plants [33] are two examples of OCSVM usage for anomaly de-
tection among many other its applications.

Isolation Forest

Isolation forest assumes that anomalies are very few and have distinct features
from normal data points. It is based on Isolation trees. A tree is partitioned
until each instance is isolated or all items in the tree have the same value. A
set of trees is built from data and referred to as isolation forest. Anomalies get
isolated at the early stage of partitioning. Tree nodes with the shortest aver-
age path length are labeled as anomalies. No need to calculate distance among
data instances makes isolation forest less computationally expensive compared
to distance-based algorithms[47].

Figure 3.4: Isolation tree partitioning process on one-dimensional data

3.2.3 Deep learning algorithms

DeepAnt

DeepAnt is an unsupervised deep learning algorithm purposed especially
to solve anomaly detection problem. It consists of two parts time-series
predictor and anomaly detector. A time-series predictor is used to predict the
next timestamp value based on data from a historical window of time. This
predictor relies on Convolutional Neural Network (CNN) for prediction. The
predicted value, along with the original corresponding value, is passed to the
anomaly detector. Euclidean distance is calculated between the original value
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and predicted value and is used as anomaly score. Higher distance means
higher chances of this instance of being an anomaly. The algorithm performs
well with smaller datasets and detection of different types of anomalies, i.e.,
point anomaly, contextual anomaly, etc., even with seasonality in data [56].

Figure 3.5: Working of DeepAnt algorithm for anomaly detection

One-class Neural Networks (OC-NN)

One-class Neural Networks (OC-NN) uses Autoencoder for feature extraction
and provides this data as input for Feed-Forward Neural Network with
Linear or Sigmoid activation function, one hidden layer and one output node.
It is different from other algorithms which use Deep Learning for feature
extraction, then feed data to traditional ML algorithms for anomaly detection
because hidden layer data representation is customized for anomaly detection.
It is helpful to find anomalies in complex high dimensional data [19]. Figure
3.6 represents simplified version of OC-NN.
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Figure 3.6: One-class Neural Network steps for anomaly detection [19]

3.3 Comparison of traditional machine learning
and deep learning for anomaly detection

There has been much research and ongoing to improve anomaly detection tech-
niques. However, there are still some unresolved issues due to complexities as-
sociated with anomalies. Rarity, anomalies with different characteristics, and
unknown until occurrence are some complexities that make anomaly detection
difficult. Deep learning successfully solves different ML problems in various
fields and is also employed for anomaly detection. Deep learning algorithms
for anomaly detection can broadly in three categories based on their usage.

One is feature extraction, where deep learning converts high dimensional data
to low dimensional data while keeping the most semantic-rich features intact.
This data can be further used for anomaly detection using desired techniques.
Employing readily available pre-trained deep learning models makes the
process quicker. Second is learning feature representation of normality, and the
third is end-to-end anomaly score learning. Traditional ML algorithms struggle
to perform optimally for anomaly detection for various reasons, including
high dimensional data, lack of labeled data, noisy data, complex anomalies,
and interdependent features. Due to better heterogeneous data and intricate
relationship learning ability, deep learning algorithms can perform better in
these situations. They can be used as anomaly explanation algorithms to figure
out why an instance is marked as anomaly [62].
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DL performance is dependent on the availability of data and requires large
datasets for understanding it correctly. Their accuracy increases with an
increase in dataset size, While traditional ML algorithms can perform better
even with smaller datasets. Another difference is that deep learning algorithms
consume much more computing power for training and take a long time.
Deep Learning algorithms can take weeks for training, while traditional ML
algorithms usually finish training in a few minutes to hours on the same data.
On the other hand, deep learning takes a shorter time for testing [84].

3.4 Hybrid algorithms

In some cases, one type of ML algorithms cannot efficiently and accurately
solve a particular problem. It can be due to multiple reasons, e.g., high
dimensional data, noisy data, etc. Researchers combine different techniques
such as deep learning for feature extraction and traditional algorithms for
anomaly detection. Hybrid algorithms have performed better results in
some cases. Algorithms produced by deep learning and traditional machine
learning combination are called deep hybrid algorithms. Deep learning for
feature selection help in reducing the number of features and results in better
performance by traditional algorithms. However, deep learning does not
take into consideration our goal for anomaly detection, which may result in
removing essential features for the anomaly detection process [18]. Combining
multiple ML algorithms to enhance performance is called ensemble learning.
There are multiple strategies for combining algorithms. Average-based
strategies for numerical outputs and vote-based strategies for classification are
popular. In an average-based strategy, the average is calculated of output from
all algorithms and the final output is based on it. In vote-based strategy, all
algorithms vote for a specific output and output with a majority vote is selected
result [89].

Figure 3.7: Ensemble learning strategies for combining algorithms
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3.5 Commercial tools for anomaly detection

Aside from many open-source algorithms, companies have also worked on
developing tools and algorithms for anomaly detection. A subset of them is
open-source and available for free usage. The rest of them are products and
sold by companies to their customers.
Seasonal Hybrid ESD (S-H-ESD) [72] by Twitter and Extensible Generic
Anomaly Detection System (EGADS) [27] by Yahoo are examples of open
source anomaly detection algorithms developed by companies. Anomaly
detector [11] as part of Microsoft Cognitive Services and Anodot [10] are
examples of paid commercial solutions for autonomous anomaly detection
without any extra work. These claim to perform very well, but most of them
are not benchmarked on public datasets.

3.6 Ways to categorize algorithms

3.6.1 Supervised vs Unsupervised learning

In supervised learning, algorithms learn from labeled data and based on this
learning; predictions are made for new data instances. It is tough to collect or
label data correctly in many situations, making supervised learning unsuitable.
Unsupervised learning is helpful in these situations as labeled data is not
required.

3.6.2 Eager vs Lazy learning

Eager learning algorithms work in two phases, the training and testing phase.
In the training phase, algorithms learn from training data instances and
create a model. While in the testing phase, test data instances are assigned
labels. Lazy learning, aka Instance-based algorithm, usually do not have
a clear separation between training and testing phases. It results in more
computational and storage resources required because creating a model for
each testing phase is computationally expensive. Despite being expensive,
eager learning algorithms can perform better in some instances due to a better
understanding of data complexities in comparison to eager learning algorithms
[2].

Figure 3.8: Lazy vs Eager learning algorithm steps
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3.6.3 Parametric vs Non-Parametric learning

The number of parameters provided to the model is fixed and independent of
data instances in parametric learning. In contrast, for non-parametric learning,
the number of parameters can change based on data instances. In contrast
to non-parametric models, parametric models make assumptions about data,
thus making them helpful in cases where data for training is scarce. When
enough data is available, one can use non-parametric models and avoid
making strong assumptions [32].
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Chapter 4

State-of-the-art anomaly
detection benchmarks

An overview of public datasets suitable for evaluating anomaly detection algorithms
and existing anomaly detection benchmarks is part of this chapter. This chapter also
describes shortcomings in existing anomaly detection benchmarks.

4.1 Public datasets with labeled anomalies

4.1.1 Yahoo Labeled Anomaly Detection Dataset

This dataset consists of 67 real-world data files collected from Yahoo services
and 300 artificially generated data files. All the anomalies are labeled and data
can be downloaded and used for research by requesting the Yahoo team to
access it. Dataset is widely used for benchmarking algorithms [65].

4.1.2 NAB Dataset

It has real-world and artificial data. Real-world data is collected from various
sources such as online advertising data, AWS server metrics with features, e.g.,
CPU utilization, Disk read operations, Network data transfer, Traffic data, etc.
Further meta-information about the dataset is in Section 4.2.1.

4.1.3 UCI KDD Archive

This dataset was released as part of Knowledge Discovery and Data Mining
(KDD) Tools Competition 1999 for network intrusion detection. The goal
for competitors was to detect cyber attacks among normal connections. The
dataset contains 5 million network connections data which is collected over
seven weeks. Each instance is labeled as normal or attack and has 41 features. It
contains 24 attack types, including Denial of Service attack, User to Root attack,
Remote to Local attack and Probing attack [12]. Tavallaee et al. [79] has created
an improved dataset NSL-KDD [59] after removing redundant, duplicate data.
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4.1.4 UCI Machine learning repository

It is a popular data repository among researchers to evaluate the ML
algorithms, but most data is suited for classification problems. Some of it is
used for the evaluation of anomaly detection algorithms after downsampling,
but downsampling affects natural distribution anomalies [17]. It has 591
datasets donated by different researchers and organizations over a long period,
as the first donation dates back to 1988. These datasets are diverse both in terms
of subject area and type of data. For example, datasets contain information
from health records to internet advertisements and types are text to images.
A subset of datasets, approximately 30 datasets, are suitable for anomaly
detection problems without downsampling or any other operation which can
affect the semantics of data [26].

4.1.5 NASA valve dataset

NASA has collected this dataset from fuel control valves of rocket propulsion
systems through sensors. It is time-series data with anomalies [14].

4.1.6 ADRepository datasets

This data repository consists of numerical, categorical and image datasets
collected from various sources. Data is normalized for usage [61].

Dataset Data size Dimensionality

donors 619326 10
census 299285 500
fraud 284807 29
celeba 202599 39
backdoor 95329 196
campaign 41188 62
thyroid 7200 21

Table 4.1: Summary of numerical datasets in ADRepository
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Dataset Data size Dimensionality Anomaly class

bank 41188 10 yes
census 299285 33 50K+
AID362 4279 114 active
w7a 49749 300 yes
CMC 1473 8 child>10
APAS 12695 64 train
CelebA 202599 39 bald
Chess 28056 6 zero
AD 3279 1555 ad.
Solar-flare 1066 11 F
Probe 64759 6 attack
U2R 60821 6 attack
R10 12897 100 corn
CoverType 581012 44 cottonwood

Table 4.2: Summary of classification datasets in ADRepository

4.1.7 Outlier Detection DataSets (ODDS) library

ODDS library has a collection of 31 datasets from various sources as mentioned
in Section 4.1.3 and UCI repository 4.1.4. Original datasets are processed to
make them suitable for the anomaly detection task. Processing of datasets
includes different methods such as downsampling, merging categories etc.

4.1.8 Summary of Datasets

Table 4.3 provides brief summary of public datasets for anomaly detection.
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4.2 Existing anomaly detection benchmarks

4.2.1 Numenta anomaly benchmark (NAB)

The Numenta Anomaly Benchmark (NAB) is developed to benchmark al-
gorithms for online anomaly detection in time-series data. It has a unique
scoring function that takes into account the early anomaly detection capability
of the algorithm. The scoring function gives positive scores to the algorithm
based on accuracy, early anomaly detection ability, fewer false positive alarms,
real-time anomaly detection ability and adaptability to new datasets automat-
ically. In figure. 4.1, example of scoring function shown that is used to determ-
ine how early an anomaly is detected [44]. New datasets and algorithms can
be incorporated for benchmarking in NAB.

Figure 4.1: NAB scoring function used for assigning score to an algorithm for
its ability to detect anomaly early [44]

Datasets

Data module of the benchmark consists of 58 data files collected from both
real-world and artificially generated data. All data files contain univariate time
series, each with 1000-22000 data instances, all hand-labeled.

Results

According to results, Hierarchical Temporal Memory (HTM) outperforms
other algorithms, including Twitter ADVec, Etsy Skyline and KNN-CAD, with
a 64.7 score out of a perfect score of 100.
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Detector Standard
Profile Reward Low FP Reward Low FN

Perfect 100.0 100.0 100.0
Numenta HTM 70.5-69.7 62.6-61.7 75.2-74.2
CAD OSE 69.9 67.0 73.2
earthgecko Skyline 58.2 46.2 63.9
KNN CAD 58.0 43.4 64.8
Relative Entropy 54.6 47.6 58.8
Random Cut Forest 51.7 38.4 59.7
Twitter ADVec v1.0.0 47.1 33.6 53.5
Windowed Gaussian 39.6 20.9 47.4
Etsy Skyline 35.7 27.1 44.5
Bayesian Changepoint 17.7 3.2 32.2
EXPoSE 16.4 3.2 26.9
Random 11.0 1.2 19.5
Null 0.0 0.0 0.0

Table 4.4: Numenta anomaly benchmark results for accuracy of algorithms

4.2.2 Skoltech Anomaly Benchmark (SKAB)

The Skoltech Anomaly Benchmark (SKAB) [41] is developed to especially
evaluate algorithms for their efficiency in the detection of point anomalies
and change point in data. It has leader boards for the performance of
different algorithms with Jupyter notebooks for reproducing results. SKAB
has borrowed anomaly window-based scoring function from NAB 4.2.1 to give
scores to algorithms based on their ability for early anomaly detection.

Datasets

SKAB has 34 datasets, and each contains multivariate time-series data coming
from sensors in the testbed. It is labeled data with features such as temperature,
pressure, Voltage etc. Testbed setup is shown in figure 4.2 that is used for
generating data.
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Figure 4.2: Testbed used to generate data for SKAB benchmark [41]

1,2 - solenoid valve; 3 - a tank with water; 4 - a water pump; 5 - emergency stop
button; 6 - electric motor; 7 - inverter; 8 - compactRIO; 9 - a mechanical lever for
shaft misalignment. Not shown parts - vibration sensor, pressure meter, flow
meter, thermocouple.

Results

Overall results from the benchmark are shown as two leaderboards for point
anomaly and change point detection performance of algorithms. The relevant
repository contains Jupyter notebooks as well for the reproduction of results.
Convolutional-Auto Encoder (Conv-AE) performed best for point anomaly
detection and Isolation forest performed better for change point detection.

4.2.3 Exathlon

Exathlon benchmark has focused on explainable anomaly detection. This
benchmark makes the comparison of anomaly detection and explanation
discovery techniques on large datasets collected from real-world [37].

Datasets

High dimensional data is collected from real-world traces of 10 applications
in Apache Spark. This large amount of data is collected specially for anomaly
detection evaluation.
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Figure 4.3: Summary of datasets in Exathlon benchmark [37]

4.2.4 Summary of benchmarks

There are only a few benchmarks available with a focus on anomaly detection.
Table 4.3 provides a summary of benchmarks for evaluating anomaly detection
algorithms.

Name No. of
algorithms

No. of
datasets Data source Allow new

algorithm/dataset

NAB 12 58 Real world,
Artificial Yes

SKAB 13 32 Real world Yes
Exathlon 3 10 Real world Yes

Table 4.5: Summary of existing machine learning benchmarks

4.3 Shortcomings in existing benchmarks

– Datasets used in benchmarks are not complex enough to represent real-
world problems and do not have enough variety, e.g., NAB has only
univariate data for evaluation. Anomalies are easy to detect in these
datasets [22].

– Labeling of datasets on which benchmarks operate is not accurate in
some cases. It makes results from these benchmarks also less accurate
[22].

– Adding new datasets or algorithms for evaluation is quite difficult
and make benchmark expansion difficult. For example, SKAB has
implementation in Jupyter notebooks without standard guidelines.

– Evaluating commercial solutions for anomaly detection is not possible
with existing benchmarks.

– Small size and lack of diversity in datasets for evaluation hinder existing
benchmarks from being applicable in many situations.

– Some important metrics are not measured, e.g., time complexity, com-
putation power needed for anomaly detection, and the effect of training
dataset size on algorithm accuracy.
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– Researchers often create benchmarks with datasets and evaluate their
proposed algorithm, e.g., NAB. It can potentially introduce bias in the
benchmark towards their own proposed anomaly detection algorithm.

– Benchmarks do not visualize results for each algorithm against each
dataset file. It increases the difficulty in understanding how algorithms
performed and behaved on the different types of data. It reduces
the ability of researchers to get insight and analyze results from the
benchmark.

– Benchmarks do not provide information about how they performed on
different types of data, e.g., univariate, and multivariate data.

– No benchmark is available for the comparison of deep learning al-
gorithms and traditional machine learning algorithms for anomaly de-
tection.
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Part III

Open anomaly detection
benchmark (OADB)
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Chapter 5

Design and Implementation

This chapter includes a brief overview of general requirements for an ideal anomaly
detection benchmark and requirements defined for our proposed benchmark (OADB).
Further, this chapter provides detail about the OADB implementation, integrated
datasets, algorithms and process for extension of the OADB.

5.1 General requirements for an ideal anomaly
detection benchmark

Ideal machine learning benchmark should have following characteristics [36,
42].

Transparency The benchmark should have good documentation for details
about its working and implementation. Therefore, users can quickly get in-
sight into the working of benchmark and understand results produced by the
benchmark.

Reproducibility Results produced by the benchmark should be reproducible
under the same configuration.

Usability Setting up and using benchmark should be a short and straightfor-
ward process. It should be designed and developed to be used by both tech-
nical and non-technical users.

Fairness The benchmark should ensure all the algorithms are tested under the
same conditions and not biased toward a set of algorithms. Benchmark should
not have constraints that affect algorithms differently.

Expandability The benchmark should be expandable with the integration of
new algorithms and datasets. The expansion process should be reasonably
straightforward.

Portability The benchmark should work on different types of operating sys-
tems, e.g., Windows, MacOS, etc., and underlying hardware.
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5.2 Requirements for Open Anomaly Detection
Benchmark (OADB)

Following are the requirements which should be fulfilled by a anomaly
detection benchmark to be reasonably good. These requirements are based
on the needs of researchers and practitioners for using anomaly detection
benchmarks.

– R1: Accuracy The benchmark should be able to compare performance of
algorithms based on their accuracy on given datasets.

– R2: Computational complexity The benchmark should measure the time
utilized by various algorithms for detecting anomalies in given datasets
under given conditions.

– R3: Extensibility The benchmark should allow extension by adding new
algorithms and datasets in the future.

– R4: Visualization The result from benchmark should be visualized so
that users can visualize the result of each algorithm against each dataset
individually.

– R5: Documentation The benchmark should have good documentation
about its working and implementation details. Process for extension of
the benchmark with new dataset or algorithm should be documented as
well.

– R6: Configuration The benchmark should allow configuration of bench-
mark through parameters e.g., specifying train and test split size, etc.

– R7: Real-world data The benchmark should have datasets collected from
the real world. Real-world datasets give legitimacy to benchmarks to be
used by researchers and practitioners.

– R8: Datasets variety The benchmark should have a variety of datasets
for anomaly detection. Ideally, datasets should vary in the number of
features from one to hundreds and similarly in size.

– R9: Training dataset size/Accuracy trade-offs The benchmark should
provide insight into trade-offs between training dataset size and accuracy
of the algorithm on given datasets.

– R10: Anomaly types The benchmark should accommodate benchmark-
ing of algorithms for various types of anomalies. It should also show
how algorithms performed on the different types of anomalies.

– R11: Deep learning The benchmark should allow the integration of
deep learning algorithms for comparison with other machine learning
algorithms.

5.3 Evaluation of existing benchmarks based on
defined requirements

A significant amount of research is being done to improve existing anomaly
detection techniques and develop new anomaly detection algorithms [7, 19, 29,
56]. Researchers worked on evaluating and comparing various techniques for
anomaly detection [5, 55]. However, developing an open-source benchmark
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was not the main focus. A small number of benchmarks are available with a
focus on anomaly detection problems.

There are a few anomaly detection benchmarks developed as mentioned in sec-
tion 4.2 and all of them suffer from various deficiencies as described in section
4.3. These benchmarks are essential for researchers and practitioners to find
appropriate algorithms for their anomaly detection problems. The unavailab-
ility of reliable benchmarks increases the difficulty in selecting an algorithm
and benchmarking a new algorithm.

Table 5.1 shows evaluation of existing anomaly detection benchmarks based on
our requirements. All the requirements fulfillment is checked and a relevant
total score is assigned to benchmarks.

X represents that benchmark fulfills the requirement and assigned 1 score.
7 represents that benchmark does not fulfill the requirement and assigned 0
score.
* represents that benchmark partially fulfills the requirement and assigned 0.5
score.

Benchmark R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 Total
score

NAB X 7 X * * 7 X * 7 * 7 5.0
SKAB X 7 * 7 7 7 X 7 7 X * 4.0
Exathlon X 7 7 * 7 7 X 7 7 * 7 3.0

Table 5.1: Evaluation of popular anomaly detection benchmarks based on
defined requirements

Evaluation of existing benchmarks shows the obvious shortcomings and over-
all lack of anomaly detection benchmarks. They lack a good variety of datasets
and are not transparent. This analysis of state-of-the-art anomaly detection
benchmarks suggests the need for a new anomaly detection benchmark. The
new benchmark should address existing benchmarks’ issues and give insight
into state-of-the-art anomaly detection algorithms.

5.4 Problem and proposed solution

As mentioned in section 4.3 and 5.3, there are only a few benchmarks
developed to evaluate anomaly detection algorithms and most of them are
plagued with various issues. Consequently, these benchmarks are problematic
to use for any benchmarking purpose. Consequently, hinder the ability to get
insight into the status of anomaly detection algorithms performance. There is
a need for a transparent and expandable benchmark to meet practitioners’ and
researchers’ various requirements.

We present a new anomaly detection benchmark that fulfills most of the basic
requirements to solve this problem. The new benchmark is named as Open
Anomaly Detection Benchmark (OADB). It is transparent enough to give a
good insight into datasets, algorithms and their performance on datasets.
Some of the existing benchmarks contain certain biases [22], OADB minimizes
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bias toward any specific algorithm. It will make research anomaly detection
algorithms more transparent and verifying progress in the field relatively easy.

Some benchmarks have only one type of datasets, e.g., Numenta benchmark
has only univariate datasets. However, OADB has datasets collected from
various sources and includes recently published public datasets.

5.5 Design and architecture

Benchmark architecture is designed to be modular. Code is divided into
Detector, Data, Preprocessor, Core, Helper and Visualizer modules. As shown
in Figure 5.1 data module reads datasets from files and it is passed through
different modules and processed accordingly. In the final phase, benchmarking
result is saved in the result folder. This saved result file is used to visualize it
for the user.

Figure 5.1: OADB modules and interaction of them with each other

5.6 Summary of datasets utilized in OADB

Getting quality labeled data for anomaly detection benchmarks is difficult.
There are not many public datasets that contain anomalies and are labeled.
We have have collected data from Numenta anomaly benchmark (NAB) [44],
Yahoo [65], ODDS library [64] and UCR Time Series Anomaly Archive [22]. By
combining these datasets, a data repository is created that has a good variety
of data and is well suited for benchmarking process. These datasets are trans-
formed to use in our benchmark based on our requirements. Table 5.2 provides
summary of datasets integrated in OADB for benchmarking use.
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Dataset Type No. of datasets

NAB Univariate 58
Yahoo Univariate 367
UCR time series Univariate 250
ODDS library Multivariate 31

Table 5.2: Overview of OADB datasets

5.7 Implementation

Python language version 3.9, PyCharm IDE and some popular open-source
libraries are used to develop benchmark. Figure 5.2 present the OADB organ-
ization of modules..

Figure 5.2: Organization of OADB modules

5.7.1 Modules

Data module: This module contains all the datasets used for benchmarking.
Each folder name represents a different repository from where data is sourced.
This module collects all CSV files divided into different folders and transfers
them to other modules as a dictionary.

Detector module: This module contain implementation of all algorithms in-
tegrated in benchmark. Implementation for these algorithms is sourced from
Anomaly Detection Toolkit (ADTK) [11], PyOD [88], NAB [44] and Scikit-learn
[71] open source libraries. Instances of all algorithms are passed to core mod-
ule for evaluation. Table 5.3 provides overview of all algorithms integrated in
OADB.

Preprocessor module: This module performs data cleaning and makes data
ready for algorithms consumption. It also splits data into test and training
datasets.
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Algorithm Data support Implementation source

Relative entropy Univariate NAB
Windowed gaussian Univariate NAB
Bayesian change point detector Univariate NAB
EXPoSE (EXPected Similarity
Estimation) Univariate NAB

Contextual Anomaly Detector -
Open Source Edition Univariate NAB

KNN CAD Univariate NAB
Isolation forest Multivariate Scikit-learn
Elliptic envelope Multivariate Scikit-learn
Local outlier factor Multivariate Scikit-learn
Generalized ESD test Univariate ADTK
Principal component analysis Univariate ADTK
Angle based outlier Multivariate PyOD
Clustering based
local outlier factor Multivariate PyOD

One class SVM Multivariate PyOD
Autoencoder Multivariate PyOD

Table 5.3: Overview of OADB algorithms

Core module: This module receives data from the Preprocessor module and
algorithms from the Detector module. Runs each algorithm against each data-
set and saves the result in a file for each combination.

Visualize module: This module reads result data from result files. All data
is combined into a single data frame to calculate required metrics such as ac-
curacy and time complexity. This data is visualized as a heat map to provide
overview of result. Each cell represents the performance of an algorithm on a
data folder. These cells can be selected to see the performance of an algorithm
on subfolders and individual dataset. It allows users to view each detail of
datasets and result of benchmark.

5.7.2 Benchmarking metrics

Metrics selected for benchmarking are essential in determining its success
and usability for benchmarking. There are many metrics to evaluate the
performance of an algorithm, such as Accuracy, Relevance, Time complexity,
Computation power needed etc. Following are two main performance metrics
selected for the OADB benchmark to evaluate and compare the performance
of various algorithms.

Accuracy:

There are various methods available to get an insight of machine learning
algorithm accuracy on a given dataset, e.g., confusion matrix, and Area Under
Curve (AUC). OADB, during benchmarking process, saves the dataset, actual
anomaly labels and detected anomalies by algorithm in the result file. OADB
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visualizes accuracy result in different ways to provide deeper detail about the
performance of algorithm.

Computational complexity:

Computational complexity of the algorithm refer to the computing power
used by algorithms for training and detecting anomalies in a dataset. OADB
measures the time used by the algorithm in training and test phase under given
computing power. The Visualize module uses this data to present it to user in
an understandable form.

5.8 Extensions

5.8.1 Dataset integration

New dataset integration is quite simple. Data should be in the required format
as mentioned in the benchmark repository. By simply copying into a new
folder in the datasets folder, it will be integrated into benchmark.

5.8.2 Algorithm integration

It is a two-step process. First, create a new class inheriting BaseDetector class
and then add this new class as an element in the algorithms dictionary.

5.8.3 Customization

OADB allows customization of algorithms implementation. Algorithms
integrated in the benchmark require different parameters to create a model.
These parameters affect the algorithm’s performance in detecting anomalies.
They can be adjusted in the Detector module to meet specific needs or to make
improvements. The number of algorithms to be used for benchmarking can
be adjusted by changing the dictionary in the detector module that contains
all algorithms. OADB also allows setting training and test data size as a
percentage of the complete dataset through parameters.
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Chapter 6

Evaluation

In this chapter, results generated from Open Anomaly Detection Benchmark (OADB)
are analyzed. First, information about environment setup is provided. Further, we
analyze datasets used in the benchmark and results produced through different aspects.
Afterward, Open Anomaly Detection Benchmark (OADB) is evaluated based on a set
of requirements and its capabilities are described.

6.1 Experimental Setup

Underlying hardware and software setup affects the performance of machine
learning algorithms in terms of time complexity. A larger amount of computing
power results in faster processing of data for anomaly detection. We have
used the same setup for benchmarking to avoid any negative impact on the
benchmark results.

6.1.1 Hardware setup

All the benchmarking experiments are done in the Google Cloud Platform
(GCP). Benchmark is run on three Virtual Machine (VM) instances, each with
specifications as described Table 6.1.

Item Specification

Cloud provider Google Cloud Platform (GCP)
CPU platform Intel Broadwell
vCPUs 8
Memory 32GB
Boot disk 50GB
OS Debian GNU/Linux 10 (buster)
Machine type e2-standard-8
Service Compute engine

Table 6.1: Hardware specifications of experimental setup
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6.1.2 Software setup

Table 6.2 provides detail about software libraries used in OADB and their
versions.

Library Version

Python 3.9
Scikit-learn 0.24.2
PyOD 0.9.4
Pandas 1.3.3
Numpy 1.19.5
Matplotlib 3.4.3
ADTK 0.6.2
Tensorflow 2.60

Table 6.2: Software libraries used for development of OADB

6.2 Evaluation of OADB datasets

As described in table 5.2, we have sourced datasets from four data repositories.
These datasets are organized into four folders nab, odd, yahoo and ucr. One
of four folders contain multivariate datasets and the rest consist of univariate
datasets.

Figure 6.1 provides insight into datasets used in OADB. Bar chart (a) provides
a summary of the number of dataset files in OADB. Bar chart (b) shows that
Yahoo datasets have 4683 data instances per dataset on average. This number
increases for NAB, UCR and ODDS, reaching 440699 data instances per dataset.
It is evident from (a) and (b) that datasets have a good variety in terms of
dataset size. Thus, allowing algorithms to be tested on various amounts
of data. Bar chart (c) presents information about the number of features in
multivariate datasets. Datasets have features from a few to a few hundred.
It is evident that datasets also have a wide variety in terms of the number of
features.

This analysis of datasets through visualization makes it evident that OADB
datasets have great variety in terms of size and dimensions. Hence, these
datasets are well suited for the evaluation of anomaly detection algorithms.
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Figure 6.2: Visualization of datasets individually for getting insight into data
patterns
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Figure 6.2 visualize randomly selected dataset files as examples and provide
information about their characteristics. All the datasets have different patterns
in them. Some datasets have obvious and easy to detect anomalies, e.g. as
shown in (d) Yahoo dataset. At the same time, others contain anomalies that
are difficult to detect e.g. as shown in (c) UCR dataset. Datasets contain various
kinds of anomalies e.g. density changes, a sudden increase in values, change
in cyclical pattern etc.

It is evident from the analysis that OADB datasets have the qualities required
to evaluate anomaly detection algorithms and are well suited to be used in
anomaly detection benchmarks.

6.3 Analysis of ML algorithms performance for
anomaly detection

In this section, we will perform multiple benchmarking experiments to evalu-
ate the performance of machine learning algorithms for anomaly detection. We
aim to learn patterns in the performance of algorithms for anomaly detection
by comparing them.

6.3.1 Methods for measuring accuracy

Accuracy of an algorithm can be measured through various methods. Some
of these methods suffer from different type of issues and do not shed light on
all aspects. Eventually, leading researchers into wrong directions. A subset of
popular methods for measuring accuracy are described below.

Confusion matrix: Confusion matrix [80] is two-dimensional matrix and con-
sists of four values True Positives (TP), True Negatives (TN), False Positives
(FP) and False Negatives (FN). These values can be explained in terms of an-
omaly detection as

Figure 6.3: Description of the confusion matrix for anomaly detection [63]

True positive is a data instance that is correctly labeled as an anomaly by the
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algorithm.
True negative is a normal data instance that is also labeled as normal by the
algorithm.
False positive is a data instance that is incorrectly labeled as an anomaly by
the algorithm.
False negative is a data instance labeled as normal by the algorithm, but it is
an anomaly.

Confusion matrix provides information about both failures and successes of
the algorithm. However, it is not suitable to get an insight into the accuracy
of an algorithm on multiple datasets. Figure. 6.3 show example of confusion
matrix for anomaly detection algorithm.

Recall: represents proportion of anomalies detected by the algorithm out of all
actual anomalies.

Recall =
TP

TP + FN
(6.1)

Precision: represents proportion of correctly detected anomalies.

Precision =
TP

TP + FP
(6.2)

Classification accuracy: represents the percentage of data instances correctly
labeled.

Classi f ication accuracy =
TP + TN

TP + FP + TN + FN
(6.3)

F1 score: is measured by the equal contribution of both precision and recall as
shown in equation 6.5 and defined as [70]

“a harmonic mean of precision and recall”

F1 score =
2× Precision× Recall

Precision + Recall
(6.4)

Receiver Operating Characteristic (ROC) curve: ROC curve is generated
by plotting False positive rate on the X-axis and True positive rate on Y-
axis. It provides insight into performance of algorithm under different
thresholds for labeling an instance as an anomaly. Area Under Curve (AUC)
is the measurement of area under the ROC curve and helps to compare the
performance of algorithms. Higher AUC means better performance of the
algorithm.

Precision-recall curve: The precision-recall curve is generated by plotting
precision on Y-axis and recall on X-axis at various thresholds. This curve
provides insight into the trade-off between precision and recall.

Average precision score: The average precision score describes the precision-
recall curve, but it is not the area under curve. The increase in recall from the
preceding threshold is used as weight and the weighted average of precision
values is calculated.
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Average precision score = ∑
n
(Rn − Rn−1)Pn (6.5)

What are the best metrics for anomaly detection results evaluation?

A confusion matrix can accurately summarize the accuracy of an anomaly
detection algorithm. However, a confusion matrix cannot be efficiently used
for comparing performance of multiple algorithms. Classification accuracy
measurement allows comparison. However, it is flawed for comparing
accuracy in imbalanced data. For example, if an algorithm labels all data
instances in the dataset as normal and 5% data instances are actual anomalies.
It will result in 95% classification accuracy of the algorithm. This behavior
illustrates wrong picture about the accuracy of algorithm.

Precision and recall provide better information about the accuracy of al-
gorithm. However, precision and recall are measured at one threshold and de-
pendent on the threshold value. F1 score summarizes the precision and recall
values by an equal contribution from both values in the calculation. Usually,
algorithms assign anomaly scores to data instances based on the probability of
that instance being an anomaly. ROC curve and precision-recall curve are used
to analyze the accuracy of an algorithm at varying thresholds. Precision-recall
provides a better view for imbalanced data e.g. in the case of anomaly detec-
tion due to rarity of anomalies. Further, the Average precision score provides
a way to summarize the precision-recall curve.

It is evident from analysis that one should analyze the performance of
algorithms using multiple metrics and look for a more relevant metric for his
needs. It is also obvious that Precision, Recall, F1 score, Precision-recall curve
and Average precision score are better metrics for evaluating the performance
of anomaly detection algorithms.

6.3.2 Accuracy analysis of anomaly detection algorithms

These results are generated using OADB with 30-70 split for training and test
data. Thresholds for declaring a data instance as anomaly are defined and
optimized internally i.e. using contamination values, by algorithms for results
shown in figure. 6.4, 6.5 and 6.6. ODD datasets are multivariate and Yahoo,
NAB, UCR datasets are univariate.
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Figure 6.4: Heat map showing the precision score of each algorithm against
each data repository in OADB

* Heat map cells with (–) symbol show algorithm is no evaluated against this
data repository due to its implementation limitations. As some algorithms
perform only on univariate data.
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Figure 6.5: Heat map showing recall score of each algorithm against each data
repository in OADB

* Heat map cells with (–) symbol show algorithm is no evaluated against this
data repository due to its implementation limitations.
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Figure 6.6: Heat map showing average F1 score of each algorithm against each
data repository in OADB

* Heat map cells with (–) symbol show algorithm is no evaluated against this
data repository due to its implementation limitations.
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Figures 6.4, 6.5 and 6.6 show that all algorithms performed better on NAB data
repository in comparison to other univariate data repositories. It is due to the
higher complexity of datasets in UCR and Yahoo, making it difficult to detect
anomalies. It can be observed that the Windowed Gaussian algorithm has a
relatively higher precision and f1 score for univariate datasets. It is also visible
that the isolation forest algorithm performs better on multivariate datasets than
other algorithms in terms of precision and f1 score. These precision, recall
and F1 score heat maps summarize the performance of algorithms on a wide
variety of datasets. Clustering based local outlier factor has highest recall score
relative to other algorithms. Algorithms often perform with some assumptions
about the data. For example, Isolation forest assume that anomalies are
rare and elliptic envelope requires data to be Gaussian distributed. These
assumptions may not hold in some of our datasets and result in low accuracy.
It can be solved to some extent by analyzing individual datasets available for
evaluation.

Precision and recall curve analysis

Precision, recall and f1 score are entirely dependent on the threshold. The
threshold value is used for labeling a data instance as an anomaly. However,
it is not easy to find the threshold that maximizes the accuracy of an algorithm
when true anomalies are unknown. Another way to evaluate the accuracy of
the algorithm is by utilizing the precision-recall curve. The average precision
score summarizes the precision-recall curve as explained in Section 6.3.1.

Figure 6.7 show precision-recall curves of KNN, Elliptic envelope, Windowed
gaussian and Isolation forest on a single dataset. It can be observed that all
algorithms have different precision-recall curves and accuracy.

Figure 6.8 show precision-recall curves of Isolation forest algorithm on a
variety of datasets. Figures (a) and (b) show high algorithm accuracy and good
precision and recall trade-offs with increasing anomaly thresholds. Figures (c)
show the worst performance and slightly better accuracy in figure (d). It can
be observed that precision-recall curves vary significantly based on the dataset
utilized for evaluation.

It is evident from figures 6.7 and 6.8 that algorithms accuracy and precision-
recall curves vary depending on qualities possessed by dataset. We can
evaluate algorithms on a wide variety of datasets and get an overview of their
performance. However, they behave differently on various datasets and one
needs to evaluate performance on datasets relevant for them.
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(a)

(b)

(c)
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(d)

Figure 6.7: Precision-recall curves of KNN, Elliptic envelope, Windowed
gaussian and Isolation forest on single dataset

(a)
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(b)

(c)
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(d)

Figure 6.8: Precision-recall curves of Isolation forest algorithm on multiple
datasets

Figure 6.9 show average precision score of algorithms and it can be observed
that elliptic envelope has best average precision score followed by Windowed
guassian. Isolation forest has best average precision score on multivariate
datasets.
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Figure 6.9: Heat map showing average precision score of each algorithm
against each data repository

* Heat map cells with (–) symbol show algorithm is no evaluated against this
data repository due to its implementation limitations.

6.3.3 Computational complexity analysis of anomaly detection
algorithms

The computational complexity of algorithms for anomaly detection plays a
vital role in utilizing them for a particular problem. It is also vital how the
performance of algorithms change with the increasing size of the dataset. In
many domains, anomaly detection requires the algorithm to detect anomalies
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in a short time frame with limited computing power.

Figure 6.10: Showing time taken by algorithms for training and test phase
(combined) on univariate datasets with increasing dataset size

Figure. 6.10 shows the time taken by algorithms to train and detect anomalies
on univariate datasets. It can be observed that KNN CAD [16] is the worst
performer in terms of computational complexity. KNN CAD calculates dot
product and inverse of training data matrix for assigning anomaly score to
each new observation. These mathematical operations are computationally
expensive and result in bad performance. Relative entropy algorithm also
performs poorly after KNN CAD with the increasing size of the dataset.
It is observed that Elliptic envelope has lowest computational complexity.
Windowed Gaussian and Isolation forest scale much better with increasing size
of dataset in comparison to other algorithms.
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Figure 6.11: Showing time taken by algorithms for training phase on
multivariate datasets

Figure 6.12: Showing time taken by algorithms for test phase on multivariate
datasets
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Figure 6.13: Showing time taken by algorithms for training and test phase
(combined) on multivariate datasets

Figures 6.11 and 6.12 show computational complexity of algorithms in training
and test phase on multivariate datasets. It is observed that One-class SVM
computational complexity increase enormously with the increase in dataset
size. The computational complexity of the elliptic envelope was lowest in the
test phase. However, it is much higher in the training phase. KNN performed
better in the training phase than test phase. Autoencoder is computationally
expensive but less expensive than One-class SVM.

It can be observed and evident from figures 6.10, 6.11, 6.12 and 6.13 that the
Isolation forest algorithm has better performance in terms of computational
complexity on multivariate datasets. However, for univariate datasets it is
second best after elliptic envelope. This analysis also concludes that using
deep learning is not always more expensive than traditional machine learning
algorithms and it depends underlying approach used by algorithm for finding
anomaly. The figures above show that the performance of autoencoder in
comparison to other traditional machine learning algorithms.

6.4 Evaluation of OADB based on defined require-
ments

In this section, we are evaluating proposed Open Anomaly Detection Bench-
mark (OADB) for the requirements mentioned in Section 5.2.

– R1: OADB has the capability to compare accuracy performance. OADB
save accuracy results of algorithms in results folder.

– R2: OADB provides capability for measuring computational complexity
of algorithms. It also provides information about time taken taken during
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training and test phase.

– R3: OADB allows integration of new algorithm and dataset. Integration
of new algorithm and dataset is two step process. This process is
described in Section 5.8.

– R4: OADB provides functionality to visualize the performance of
algorithms as heat map. One can do in depth analysis by clicking on
cells in heat map and even visualize the performance of each algorithm
against each dataset. Accuracy can be evaluated using F1, precision,
recall, average precision score metrics. Figure. 6.4, 6.14 and 6.15
show visualization is divided into 4 stages heat map, bar chart showing
average score for sub folders of a data repository, bar chart showing
scores on dataset files in sub folders and detailed view of algorithm
performance on selected dataset.

Figure 6.14: Example of OADB visualization on data folder level

73



Figure 6.15: Example of OADB visualization of an algorithm accuracy
performance against single dataset file

– R5: Process for expansion of benchmark with new algorithms and
datasets is explained in Section 5.8. It also has detailed documentation
about its working documentation. Documentation and source code of
benchmark will be available in a public repository on Github.

– R6: OADB can be configured to work in certain way both by passing
parameters for running algorithms and visualizing results. In running
phase, one can provide parameters to adjust the training and test data
split size. Similarly deciding to update existing results or not. In
visualising phase, one can decide to evaluate algorithms accuracy on
desired metric by passing accuracy measure metric parameter.

– R7: Most of datasets included in OADB are collected from real world e.g.
Yahoo, NAB datasets.

– R8: OADB has datasets of wide variety with different sizes, source and
characteristics. It is evident from analysis done in Section 6.2.

– R9: Analysis of trade offs between training data size and accuracy can be
done by running benchmark with multiple training test split sizes. There
is room for improvement in OADB to better fulfil this requirement.

– R10: OADB can be configured to be used for point and aggregate
anomalies by passing "use_windows". If set to true, OADB marks
aggregate anomaly detected even only on data instance in anomalous
group is detected. OADB can be improved to address the need for
contextual anomaly evaluation.

– R11: Autoencoder is only deep learning algorithm integrated in OADB.
This allows comparison of traditional machine learning and deep
learning. More deep learning algorithms should be added in OADB to
get correct evaluation of deep learning algorithms for anomaly detection.

Figure. 6.3 provide summary about how many requirements are fulfilled by
OADB.
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Benchmark R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 Total
score

OADB X X X X X X X X * * * 9.5

Table 6.3: Evaluation of Open Anomaly Detection Benchmark (OADB) based
on defined requirements

X represent benchmark fulfill the requirement and assigned 1 score.
7 represent benchmark does not fulfill the requirement and assigned 0 score.
* represent benchmark partially fulfill the requirement and assigned 0.5 score.

It is evident from analysis that OADB has performed well according to our
defined requirements. OADB has good visualization capability to provide
overview of algorithms performance in terms of accuracy and computational
complexity. OADB allows integration of both traditional machine learning and
deep learning algorithms while existing benchmarks focus on only one e.g.
NAB. OADB has univariate and multivariate datasets and has some algorithms
working with only univariate datasets. It allows the integration of a maximum
number of algorithms used for anomaly detection in OADB.

OADB is available as part of DataBench Toolbox. DataBench Toolbox has been
created as part of DataBench project to provide a better way to search and select
benchmarks according to needs of a user and problem domain. DataBench
project aimed to make benchmarking process easier [23].

Figure 6.16: OADB as part of DataBench toolbox
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Part IV

Summary and outlook
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Chapter 7

Conclusion and future work

This chapter provides a summary of benchmarking experiments done in the previous
chapter and conclusions drawn. As every scientific research faces some limitations, we
also face a fair share of limitations. We have mentioned the limitations and defined the
scope of the thesis in this chapter. Afterward, we have pointed out a few directions for
future research.

7.1 Contributions summary

We have provided a comprehensive analysis of existing benchmarks focused
on evaluating and comparing machine learning algorithms for anomaly detec-
tion in numerical data. These benchmarks are evaluated regarding a particular
set of essential requirements relevant to practitioners and their shortcomings
are outlined. We have summarized challenges in anomaly detection and de-
veloping a good anomaly detection benchmark. Various benchmarks perform
well in some aspects of benchmarking and have shortcomings in others.

A new benchmark, Open Anomaly Detection Benchmark (OADB), is proposed
and developed to fill the gaps of the existing benchmarks. This benchmark
focuses on providing a wide variety of datasets for evaluating machine
learning algorithms for anomaly detection. The proposed Open Anomaly
Detection Benchmark (OADB) also focuses on transparency in results and
provides the ability to view results in depth.

We have identified popular machine learning algorithms used for anomaly
detection in numerical data. Also, integrated these algorithms in OADB and
evaluated them. Our interpretation of results is provided along with directions
for future work.

7.2 Scope and limitations

Anomaly detection can be divided into different branches based on datatype
e.g. video, image, text, numerical. In this study, we have focused on univariate
and multivariate numerical data for the evaluation of algorithms.

There has been a limited focus on tuning machine learning algorithms to
perform better on each dataset. Our focus has been to evaluate algorithms
on a wide variety of datasets without assuming anything about the dataset.
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Another limitation is, fewer benchmarking experiments using OADB are done.
It is due to high computational power and the longer time required to complete
each experiment.

Only one deep learning algorithm, Autoencoder, is integrated into OADB for
evaluation. More deep learning algorithms should be integrated to better
understand the tradeoffs between traditional machine learning and deep
learning algorithms. Many more traditional machine learning algorithms are
available that can be integrated into OADB.

7.3 Conclusions

We have drawn following conclusions from this study to answer our research
questions as described in Section 1.2.

Conclusion for Q1: We have identified essential requirements for a good
anomaly detection benchmark, described in Section 5.2. In-depth visualization
of results, extensibility, and a wide variety of datasets are the most important
requirements among all.

Conclusion for Q2: In terms of accuracy, there is no single machine learning
algorithm that can perform best on all datasets. One needs to have a closer look
at datasets and consider algorithm performance on datasets relevant to them.
Some algorithms perform better on specific datasets and not so well on other
datasets.

Windowed Gaussian algorithm on univariate datasets and Isolation Forest
on multivariate datasets have the highest precision and f1 score on average.
Clustering Based Local Outlier Factor has the relatively highest recall score
among the algorithms integrated into OADB. In contrast, One-class SVM
has best recall score on multivariate datasets. These are results based on
anomaly threshold optimized by the algorithm based on contamination in the
dataset. Elliptic envelope has the highest average precision score, followed by
Windowed Gaussian. Isolation forest has the highest average precision score
on multivariate datasets. Considering all the important metrics for accuracy,
we conclude that Windowed Gaussian on univariate datasets and Isolation
forest on multivariate datasets perform better for anomaly detection than other
machine learning algorithms integrated into the OADB.

In terms of computational complexity, Elliptic envelope performs better on
univariate datasets but with an increasing number of features it performance
degrade. Isolation forest followed by elliptic envelope has low computational
complexity on univariate datasets with increasing size of dataset. Isolation
forest also scales much better than other algorithms in OADB, with an increase
in both the number of features and data instances in the dataset.

Conclusion for Q3: Computational complexity of algorithms generally
increase with size of dataset. However, this increase is not same for all
algorithms. KNN CAD highest computational complexity and it is due to
compute intensive operation such as matrix calculations. After it, One-class
SVM and KNN are highly sensitive to dataset size.

79



7.4 Future work

Our work done in this thesis can be expanded in various dimensions.
One dimension could be integrating more datasets in OADB with various
characteristics e.g. datasets with contextual anomalies. Then, dividing datasets
into different categories based on anomaly types and evaluating algorithms for
each category of datasets.

Another dimension is to add more deep learning algorithms in OADB to
compare them with traditional algorithms and evaluate their performance. It
will help find the conditions when it is more favorable to deep learning or
traditional machine learning.

One direction is to investigate the following questions. At what size of the
dataset does deep learning start to outperform traditional machine learning
algorithms? What is the impact of an increasing size of training data on
the accuracy of an algorithm for anomaly detection? It will be beneficial for
researchers in decision-making for the choice of algorithm.
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Appendix A

Benchmark source code

We have made Open Anomaly Detection Benchmark code with documentation
available to everyone at Github. Other people working with anomaly detection
algorithms can utilize this and hopefully contribute to make it better in the
future. The repository can be found on following link.

https://github.com/shahzaib-ch/open-anomaly-detection-benchmark
Following is the structure of OADB with description of vital folders and files.

Open Anomaly Detection Benchmark
README.md (Documentation for benchmark)
analysis (Contains code for analysis of datasets)

data_folders_analysis.py
core (Contains code for tuning algorithms on datasets)

core.py
data (Contains datasets and code for organising them)

README.md
dataset_collector.py
datasets

nab
odd
ucr
yahoo

detector (Contains implementation of ML algorithms)
angle_based_outlier_detector.py
auto_encoder.py
base_detector.py
bayes_change_point.py
clustering_based_local_outlier_factor.py
contextual_anomaly_detector.py
detector_aggregator.py
elliptic_envelope.py
expose.py
generalized_esd_test.py
isolation_forest.py
k_nearest_neighbors.py
knn_cad.py
local_outlier_factor.py
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one_class_support_vector_machine.py
principal_component_analysis.py
relative_entropy.py
windowed_gaussian.py

helper (Contains generic helper functions to be used in the project)
ResultWindowLabeler.py
common_methods.py
dataset_viewer.py
labels_helper.py

main.py (Entry point for running benchmark)
play.py (A python file to run code fragments when desired)
preprocessor (Contains code to pre process datasets before use)
preprocessor.py
requirements.txt (Contains list of python packages required to
run this project)
result (Folder to save result of benchmarking experiment)
result_accuracy_visualizer.py (Entry point for visualising results)
visualizer (Contains code for visualizing results of benchmark)

heatmap_helper.py
result_accuracy_visualizer.py
result_collector.py
result_data_keys.py
result_metric_calculators.py
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Appendix B

Detailed benchmarking
results

We have presented and analyzed important benchmarking results generated
by OADB. However, full detailed results not shown. Following are detailed
computational complexity results.
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Figure B.1: Time taken by algorithms for training phase on univariate datasets
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Figure B.2: Time taken by algorithms for training phase on multivariate
datasets
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Figure B.3: Time taken by algorithms for test phase on multivariate datasets
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Figure B.4: Time taken by algorithms for training phase on multivariate
datasets
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