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Abstract
For 𝑋 a smooth quasi-projective variety and 𝑋[𝑛] its associated Hilbert scheme
of 𝑛 points, we study two canonical Fourier–Mukai transforms 𝖣(𝑋) → 𝖣

(
𝑋[𝑛]

)
,

the one along the structure sheaf and the one along the ideal sheaf of the univer-
sal family. For 𝖽𝗂𝗆𝑋 ≥ 2, we prove that both functors admit a left inverse. This
means in particular that both functors are faithful and injective on isomorphism
classes of objects. Using another method, we also show in the case of an elliptic
curve that the Fourier–Mukai transform along the structure sheaf of the uni-
versal family is faithful and injective on isomorphism classes. Furthermore, we
prove that the universal family of 𝑋[𝑛] is always flat over 𝑋, which implies that
the Fourier–Mukai transform along its structure sheaf maps coherent sheaves to
coherent sheaves.
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1 INTRODUCTION

Tautological bundles onHilbert schemes of points have been intensively studied from various perspectives, and have been
used for many applications, starting in the 1960s when they were studied on symmetric products of curves; see [28, 31,
32]. They are defined by means of the Fourier–Mukai transform along the universal family of the Hilbert scheme. More
concretely, let 𝑋 be a smooth quasi-projective variety over ℂ, let 𝑋[𝑛] be the associated Hilbert scheme of 𝑛 points, and let
Ξ𝑛 ⊂ 𝑋

[𝑛] × 𝑋 be the universal family of length 𝑛 subschemes of 𝑋, together with its projections 𝑋
𝑞
←� Ξ𝑛

𝑝
�→ 𝑋[𝑛]. Given

a rank 𝑟 vector bundle 𝐸 on 𝑋, there is the associated tautological bundle 𝐸[𝑛] = 𝑝∗𝑞
∗𝐸 of rank 𝑟𝑛 on 𝑋[𝑛].

A very natural question is whether the bundle on 𝑋 can be reconstructed from its associated tautological bundle on the
Hilbert scheme:

𝐸[𝑛] ≅ 𝐹[𝑛]
?

⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇒ 𝐸 ≅ 𝐹 . (1.1)

This question was studied quite recently by Biswas and Parameswaran [7] and by Biswas and Nagaraj [5, 6]. Maybe sur-
prisingly, Question (1.1) has a negative answer if 𝑋 = ℙ1; see [6, Sect. 2.1]. On the other hand, the answer to Question (1.1)
is affirmative for semi-stable vector bundles on curves of genus 𝑔(𝑋) ≥ 2, see [5, 7], and for arbitrary vector bundles on
surfaces; see [6].
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In the present paper, we generalise, strengthen, and complement these results in various directions. We extend the
results from vector bundles to coherent sheaves and, more generally, objects in the derived category. We obtain new
affirmative answers to Question (1.1) for varieties of higher dimension and for elliptic curves. In most cases, we prove
something slightly stronger than an affirmative answer to Question (1.1), namely the existence of left inverses to the func-
tor (_)[𝑛]. Furthermore, we obtain similar results if we replace (_)[𝑛], which is the Fourier–Mukai transform along the
structure sheaf of the universal family, by the Fourier–Mukai transform along the ideal sheaf of the universal family.
Let us describe the results in more detail. As alluded to above, given a smooth quasi-projective variety 𝑋 over ℂ and a

positive integer 𝑛, we consider the Fourier–Mukai transform

(_)[𝑛] = 𝖥𝖬Ξ𝑛
≅ 𝑝∗◦𝑞

∗ ∶ 𝖣(𝑋) → 𝖣
(
𝑋[𝑛]

)
between the derived categories of perfect complexes. We can now extend Question (1.1) from vector bundles to objects of
the derived category 𝖣(𝑋). In other words, we ask ourselves whether the functor (_)[𝑛] ∶ 𝖣(𝑋) → 𝖣

(
𝑋[𝑛]

)
is injective on

isomorphism classes. However, for a better understanding of this functor, we first prove the following, which extends a
result of Scala [30, Sect. 2.1] from surfaces to varieties of arbitrary dimension.

Theorem 1.1 (Theorem 2.1). The universal family Ξ𝑛 ⊂ 𝑋[𝑛] × 𝑋 is always flat over𝑋. Hence, the functor (_)[𝑛] sends coher-
ent sheaves on 𝑋 to coherent sheaves on 𝑋[𝑛].

Besides (_)[𝑛], there is a second, equally canonical, Fourier–Mukai transform to the Hilbert scheme, namely the one
along the universal ideal sheaf

𝖥𝑛 = 𝖥𝖬Ξ𝑛
≅ 𝗉𝗋𝑋[𝑛]∗

(
Ξ𝑛 ⊗ 𝗉𝗋∗𝑋(_)

)
∶ 𝖣(𝑋) → 𝖣

(
𝑋[𝑛]

)
.

This functor was studied in the case that𝑋 is a K3 surface in [1] and [27], and in the case that𝑋 is a surface with𝖧1
(
𝑋

)
=

0 = 𝖧2
(
𝑋

)
in [24]. In the case of a K3 surface, it was shown that 𝖥𝑛 is a ℙ𝑛−1-functor. In the case of a surface with

𝖧1
(
𝑋

)
= 0 = 𝖧2

(
𝑋

)
, it was shown that 𝖥𝑛 is fully faithful. In both cases, it follows that 𝖥𝑛 is injective on isomorphism

classes and faithful.
Let us now summarise the results of this paper concerning reconstruction of objects from their images under the func-

tors (_)[𝑛] and 𝖥𝑛.

Theorem 1.2 (Theorem 4.8). If 𝑋 is a smooth quasi-projective variety of dimension 𝑑 = 𝖽𝗂𝗆𝑋 ≥ 2, there are left inverses
of both functors (_)[𝑛], 𝖥𝑛 ∶ 𝖣(𝑋) → 𝖣

(
𝑋[𝑛]

)
for every 𝑛 ∈ ℕ. In particular, (_)[𝑛] and 𝖥𝑛 are faithful, and for every pair

𝐸, 𝐹 ∈ 𝖣(𝑋) we have

𝐸[𝑛] ≅ 𝐹[𝑛] ⟺ 𝐸 ≅ 𝐹 ⟺ 𝖥𝑛(𝐸) ≅ 𝖥𝑛(𝐹) .

Theorem 1.2 is proved in Section 4. We need two different constructions of a left inverse of the functors (_)[𝑛] and 𝖥𝑛.
Which one of the two constructions works depends on whether or not 𝑛 is of the form

(𝑚+𝑑
𝑑

)
for some𝑚 ∈ ℕ.

If 𝑛 is not of the form
(𝑚+𝑑

𝑑

)
for some𝑚 ∈ ℕ, we write 𝑛 =

(𝑚+𝑑−1
𝑑

)
+ 𝓁 for some 0 < 𝓁 <

(𝑚+𝑑−1
𝑑−1

)
= 𝗋𝖺𝗇𝗄

(
𝖲𝗒𝗆𝑚 Ω𝑋

)
.

Let 𝔾 ⊂ 𝑋[𝑛] be the locus of subschemes 𝜉 ⊂ 𝑋 such that

𝖲𝗉𝖾𝖼
(
𝑋,𝑥∕𝔪

𝑚
𝑥

)
⊂ 𝜉 ⊂ 𝖲𝗉𝖾𝖼

(
𝑋,𝑥∕𝔪

𝑚+1
𝑥

)
for some 𝑥 ∈ 𝑋; in particular these are punctual subschemes in the sense that 𝗌𝗎𝗉𝗉(𝜉) = {𝑥}. The morphism 𝑓 ∶ 𝔾 → 𝑋,
𝜉 ↦ 𝑥, given by forgetting the scheme structure of 𝜉, identifies 𝔾 with the Grassmannian bundle 𝖦𝗋

(
𝖲𝗒𝗆𝑚 Ω𝑋, 𝓁

)
of

rank 𝓁 quotients of 𝖲𝗒𝗆𝑚 Ω𝑋 . We denote the universal quotient bundle on 𝔾 by  and write the closed embedding as
𝜄 ∶ 𝔾 ↪ 𝑋[𝑛]. In Theorem 4.1, we prove that the functor 𝐾 ∶= 𝑓∗

(
∨ ⊗ 𝜄∗(_)

)
∶ 𝖣

(
𝑋[𝑛]

)
→ 𝖣(𝑋) is a left inverse of (_)[𝑛]

and of 𝖥𝑛[1].
If 𝑛 =

(𝑚+𝑑
𝑑

)
for some𝑚 ∈ ℕ and 𝑑 ≥ 2, we construct another functor𝑁 ∶ 𝖣

(
𝑋[𝑛]

)
→ 𝖣(𝑋)which is then proven to be

a left inverse of (_)[𝑛] and of 𝖥𝑛[1] in Theorem 4.7. The functor 𝑁 is somewhat similar to the functor 𝐾 described above,
but, instead of 𝔾 ⊂ 𝑋[𝑛], it uses a certain locus of pairs of punctual schemes inside the nested Hilbert scheme 𝑋[𝑛−1,𝑛] ⊂
𝑋[𝑛−1] × 𝑋[𝑛]; see Subsection 4.4 for details. Obviously, Theorem 4.1 and Theorem 4.7 together prove Theorem 1.2.
In Section 3, using equivariant sheaves on the cartesian product 𝑋𝑛, we also give two other reconstruction methods.

These methods give an affirmative answer to Question (1.1) in many cases; namely for arbitrary objects in 𝖣(𝑋) if 𝑋 is a
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surface, and for reflexive sheaves if𝑋 is projective of dimension 𝑑 > 2. However, they are slightly weaker than themethods
of Section 4 which work for every object in 𝖣(𝑋) for every 𝑑 ≥ 2. The reason that we decided to include the constructions
of Section 3 in the paper is twofold. Firstly, the proofs in Section 3 are somewhat easier than those in Section 4. Secondly,
the construction of Subsection 3.1 is used in [4] to prove an analogous reconstruction result for Hitchin pairs.
If the variety 𝑋 is projective and has a “large” set of automorphisms which are pairwise distinct at each point of 𝑋, we

find a further reconstruction method which, contrary to the other methods, also works for curves. Here, we only state the
most significant consequence, and refer to Section 5 for precise statements.

Theorem 1.3 (Theorem 5.3). Let 𝑋 be an elliptic curve. Then, for every 𝑛 ∈ ℕ and every pair 𝐸, 𝐹 ∈ 𝖣(𝑋), we have

𝐸[𝑛] ≅ 𝐹[𝑛] ⟺ 𝐸 ≅ 𝐹 .

In summary, we are now not very far away from a complete answer of Question (1.1), in its generalised form for objects
of the derived category.
Theorem 1.2 gives a complete affirmative answer for 𝖽𝗂𝗆𝑋 ≥ 2. In the curve case, the picture is a bit more subtle. Note

first that on a curve 𝑋, every object 𝐸 ∈ 𝐷(𝑋) is the direct sum of its shifted cohomology sheaves, and so by exactness
of (−)[𝑛] (see Theorem 2.1) it is enough to answer Question (1.1) under the assumption 𝐸, 𝐹 ∈ 𝖢𝗈𝗁(𝑋). Furthermore, the
torsion part of a sheaf 𝐸 is easily recovered from 𝐸[𝑛], and so the general form of Question (1.1) reduces to the special form
where 𝐸 and 𝐹 are vector bundles.
For 𝑋 = ℙ1, as mentioned above, the answer to Question (1.1) is negative. Note however, that the answer is affirmative

for line bundles on ℙ1; see Theorem 4.4. For curves of genus 1, we have an affirmative answer for arbitrary objects of
the derived category by Theorem 1.3. For curves of genus 𝑔(𝑋) ≥ 2, we have an affirmative answer for semi-stable vector
bundles by [5], and also for a slightly bigger class of vector bundles, namely those where the Harder–Narasimhan factors
have slopes contained in a sufficiently small interval; see [6, Prop. 2.1].
The remaining open question is thus:

Question 1.4. Do there exist pairs of unstable sheaves 𝐸 and 𝐹 on a curve of genus 𝑔 ≥ 2 with 𝐸 ≇ 𝐹 but 𝐸[𝑛] ≅ 𝐹[𝑛] for
some 𝑛 ≥ 2?

1.1 General conventions

All our schemes and varieties are defined over the complex numbersℂ. Given two schemes 𝑋 and 𝑌, we write the projec-
tions from their product to the factors as 𝗉𝗋𝑋 ∶ 𝑋 × 𝑌 → 𝑋 and 𝗉𝗋𝑌 ∶ 𝑋 × 𝑌 → 𝑌. If 𝑍 ⊂ 𝑋 × 𝑌 is a subscheme, we denote
the restrictions of the projections to 𝑍 by 𝗉𝗋𝑍𝑋 and 𝗉𝗋

𝑍
𝑌 , respectively.

For 𝑋 a scheme, let 𝖣(𝖰𝖢𝗈𝗁(𝑋)) be the derived category of quasi-coherent 𝑋-modules. We write 𝖣(𝑋) ∶= 𝖯𝖾𝗋𝖿(𝑋) ⊂

𝖣(𝖰𝖢𝗈𝗁(𝑋)) for the full subcategory of perfect complexes, i.e. those complexes which are locally quasi-isomorphic to
bounded complexes of vector bundles. If 𝑋 is a smooth variety, 𝖣(𝑋) is equivalent to the bounded derived category of
coherent sheaves. We use the same notation for derived functors as for their non-derived versions. For example, given a
morphism 𝑓 ∶ 𝑋 → 𝑌, we write 𝑓∗ ∶ 𝖣(𝑌) → 𝖣(𝑋) instead of 𝐿𝑓∗ ∶ 𝖣(𝑌) → 𝖣(𝑋).
We say that a functor 𝐹 ∶  →  is injective on isomorphism classes if for all pairs of objects 𝐶, 𝐶′ ∈ , we have that

𝐹(𝐶) ≅ 𝐹(𝐶′) implies that 𝐶 ≅ 𝐶′. A left inverse of a given functor 𝐹 ∶  →  is a functor𝐺 ∶ →  such that𝐺◦𝐹 ≅ 𝗂𝖽
(often in the literature, this is called a quasi left inverse functor as we require the composition only to be isomorphic, not
equal, to the identity). A functor admitting a left inverse is injective on isomorphism classes and faithful.
In this paper, ℕ denotes the set of positive integers, and ℕ0 denotes the set of non-negative integers.

2 HILBERT SCHEMES OF POINTS AND FOURIER–MUKAI TRANSFORMS

2.1 Hilbert schemes of points and symmetric quotients

Fromnow on,𝑋 will always be a smooth quasi-projective variety overℂ. Given a nonnegative integer 𝑛, theHilbert scheme
𝑋[𝑛] of 𝑛 points on 𝑋 is the fine moduli space of zero-dimensional closed subschemes of 𝑋 of length 𝑛. It is smooth if and
only if 𝖽𝗂𝗆𝑋 ≤ 2 or 𝑛 ≤ 3; see [9, 12].
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We consider the cartesian product 𝑋𝑛 together with the action of the symmetric group 𝔖𝑛 given by permutation of
the factors. The quotient 𝑋(𝑛) ∶= 𝑋𝑛∕𝔖𝑛 by that action is called the 𝑛-th symmetric product of 𝑋. We denote the quotient
morphism by 𝜋 ∶ 𝑋𝑛 → 𝑋(𝑛) and write the points of the symmetric product in the form 𝑥1 +⋯+ 𝑥𝑛 ∶= 𝜋

(
𝑥1, … , 𝑥𝑛

)
.

There is the Hilbert–Chow morphism

𝜇 ∶ 𝑋[𝑛] → 𝑋(𝑛), [𝜉] ↦
∑
𝑥∈𝜉

𝓁
(
𝜉,𝑥

)
⋅ 𝑥

sending a length 𝑛 subscheme to its weighted support. If 𝑋 is a curve, the Hilbert–Chow morphism is an isomorphism.

2.2 Flatness of the universal family

Being a fine moduli space, the Hilbert scheme 𝑋[𝑛] comes equipped with a universal family Ξ𝑛 = Ξ ⊂ 𝑋[𝑛] × 𝑋 which is
flat and finite of degree 𝑛 over 𝑋[𝑛]. In fact, it is also flat over 𝑋, as we show in the following.

Theorem 2.1. For every smooth, quasiprojective variety 𝑋 and every 𝑛 ∈ ℕ, the universal family Ξ𝑛 ⊂ 𝑋[𝑛] × 𝑋 is flat
over 𝑋.

Proof. By GAGA, a morphism of schemes of finite type over ℂ is flat if and only if its analytification is; see [14, Exposé
XII, Prop. 3.1]. Note that the analytification Ξ𝖺𝗇 of Ξ is the universal family of the Douady space of 𝑋𝖺𝗇, that means the
moduli space of zero-dimensional analytic subspaces of𝑋𝖺𝗇 of length 𝑛; see [10]. Hence, we can deduce Theorem 2.1 from
the analogous result in the category of complex spaces, which is Theorem 2.2 below. □

Theorem 2.2. For every complex manifold 𝑀 and every 𝑛 ∈ ℕ, the universal family Ξ𝑛 ⊂ 𝑀[𝑛] × 𝑀 of the Douady space
𝑀[𝑛] is flat over𝑀.

Proof. We first prove the assertion in the case that𝑀 = ℂ𝑑. By generic flatness, there is a non-empty open subset𝑈 ⊂ 𝑀

such that the restriction of Ξ𝑛 is flat over 𝑈. Let (𝜉, 𝑥) ∈ Ξ𝑛 ⊂ 𝑀[𝑛] × 𝑀 with 𝑥 ∉ 𝑈. The action of 𝖠𝗎𝗍
(
ℂ𝑑

)
is transitive.

Hence, there exists an 𝜙 ∈ 𝖠𝗎𝗍
(
ℂ𝑑

)
with 𝜙(𝑥) ∈ 𝑈. Let 𝜙[𝑛] denote the induced automorphism of𝑀[𝑛]. As 𝜙[𝑛] × 𝜙 is an

automorphism of Ξ𝑛, the flatness of Ξ𝑛,(𝜉,𝑥) over 𝑀,𝑥 follows from the flatness of Ξ𝑛,(𝜙[𝑛](𝜉),𝜙(𝑥)) over 𝑀,𝜙(𝑥).
Let now 𝑀 be an arbitrary complex manifold of dimension 𝑑, and let (𝜉, 𝑥) ∈ Ξ𝑛. Write 𝑥0 = 𝑥 and 𝜇(𝜉) =

𝑛0 ⋅ 𝑥 + 𝑛1 ⋅ 𝑥1 +⋯+ 𝑛𝑡𝑥𝑡 where 𝜇 ∶ 𝑀[𝑛] → 𝑀(𝑛) denotes the Douady–Barlet morphism, which is the analytic ana-
logue of the Hilbert–Chow morphism; see [3]. Now, choose pairwise disjoint open neighbourhoods 𝑈0,… ,𝑈𝑘 of 𝑥0, … 𝑥𝑘
such that every 𝑈𝑖 is isomorphic to an open subset of ℂ𝑑. Then, 𝑈

[𝑛0]
0 × 𝑈

[𝑛1]
1 ×⋯ × 𝑈

[𝑛𝑘]

𝑘
is an open neighbourhood

of 𝜉 ∈ 𝑀[𝑛]. Hence, Ξ𝑈0𝑛0 × 𝑈
[𝑛1]
1 ×⋯ × 𝑈

[𝑛𝑘]

𝑘
, where Ξ𝑈0𝑛0 ⊂ 𝑈

[𝑛0]
0 × 𝑈0 denotes the universal family of 𝑈

[𝑛0]
0 , is an open

neighbourhood of (𝜉, 𝑥) in Ξ𝑛. The restriction of the projection 𝗉𝗋
Ξ𝑛
𝑋 ∶ Ξ𝑛 → 𝑋 to this open neighbourhood is given by the

composition

Ξ
𝑈0
𝑛0
× 𝑈

[𝑛1]
1 ×⋯ × 𝑈

[𝑛𝑘]

𝑘
→ Ξ

𝑈0
𝑛0
→ 𝑈0 ↪ 𝑀 .

The first morphism is the projection to the first factor, hence flat. The second map is the projection from the universal
family. As 𝑈0 is an open subset of ℂ𝑑, for which we already proved the assertion, this morphism is flat too. The third
morphism is the open embedding, hence flat. It follows that the whole composition is flat, which is what we needed to
show. □

Remark 2.3. All the results of this paper remain valid if the base field ℂ is replaced by another algebraically closed
field 𝐾 of characteristic 0. This is mostly obvious, since our arguments don’t use particular facts about ℂ. The exception
to this is the above proof of Theorem 2.1, so let us briefly explain why this theorem also holds over a general field of
characteristic 0:
First note that the claim of Theorem 2.1 holds for a variety 𝑋 over a field 𝐾 if and only if it holds for the base change

𝑋𝐿 ∶= 𝑋 ×𝖲𝗉𝖾𝖼𝐾 𝖲𝗉𝖾𝖼 𝐿 by some field extension 𝐾 ⊂ 𝐿. Indeed, the Hilbert scheme and associated universal family
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of 𝑋𝐿 are obtained from the Hilbert scheme and universal family of 𝑋 by base change from 𝐾 to 𝐿. Since Ξ𝑛 → 𝑋

is flat if and only if the base changed morphism
(
Ξ𝑛

)
𝐿
→ 𝑋𝐿 is flat, the theorem holds for 𝑋 if and only if it holds

for 𝑋𝐿.
Suppose now 𝑋 is a smooth, quasi-projective variety over some characteristic 0 field 𝐾. Then there exists a smooth,

quasi-projective variety𝑌 defined over some field 𝐿 ⊂ 𝐾, where 𝐿 is a finitely generated extension ofℚ, such that𝑋 = 𝑌𝐾 .
We may embed 𝐿 into ℂ. Since the claim of Theorem 2.1 holds for 𝑌ℂ, it holds for 𝑌, and so for 𝑌𝐾 = 𝑋.

2.3 Canonical Fourier–Mukai transforms

Given a smooth quasi-projective variety 𝑋 and a positive integer 𝑛, we define the tautological functor

(_)[𝑛] ∶= 𝗉𝗋Ξ
𝑋[𝑛]∗

◦ 𝗉𝗋Ξ∗𝑋 ∶ 𝖣(𝑋) → 𝖣
(
𝑋[𝑛]

)
.

The functor is well-defined in that it preserves perfect complexes. Indeed, every pull-back preserves perfect complexes,
and the push-forward 𝗉𝗋Ξ

𝑋[𝑛]∗
preserves perfect complexes as well since 𝗉𝗋Ξ𝑋 is flat and finite. Note that 𝗉𝗋

Ξ
𝑋[𝑛]∗

and 𝗉𝗋Ξ∗𝑋 are
both already exact on the level of the abelian categories of coherent sheaves, before deriving, since 𝗉𝗋Ξ

𝑋[𝑛]
is finite and 𝗉𝗋Ξ𝑋

is flat by Theorem 2.1. Hence, (_)[𝑛] restricts to an exact functor

(_)[𝑛] ∶= 𝗉𝗋Ξ
𝑋[𝑛]∗

◦ 𝗉𝗋Ξ∗𝑋 ∶ 𝖢𝗈𝗁(𝑋) → 𝖢𝗈𝗁
(
𝑋[𝑛]

)
;

see [30, Sect. 2.1] for a different proof of this fact in the case that 𝑋 is a surface. Let 𝐸 ∈ 𝖢𝗈𝗁(𝑋) be a vector bundle of rank
𝑟. The fact that 𝗉𝗋Ξ

𝑋[𝑛]
is flat and finite of degree 𝑛 implies that 𝐸[𝑛] is a vector bundle of rank 𝑟𝑛. By the projection formula,

the tautological functor can be identified with the Fourier–Mukai transform

(_)[𝑛] ≅ 𝖥𝖬Ξ
= 𝗉𝗋𝑋×𝑋

[𝑛]

𝑋[𝑛]∗

(
Ξ ⊗ 𝗉𝗋𝑋×𝑋

[𝑛]∗
𝑋 (_)

)

along the structure sheaf of the universal family. Another much-studied functor is the Fourier–Mukai transform

𝖥𝑛 ∶= 𝖥𝖬Ξ
= 𝗉𝗋𝑋×𝑋

[𝑛]

𝑋[𝑛]∗

(
Ξ ⊗ 𝗉𝗋𝑋×𝑋

[𝑛]∗
𝑋 (_)

)

along the ideal sheaf of the universal family. We only consider the functor 𝖥𝑛 in the case that 𝑋 is projective since only in
this case does it preserve perfect complexes. To see this, we note that the short exact sequence

0 → Ξ → 𝑋[𝑛]×𝑋 → Ξ → 0

induces, for every perfect complex 𝐸 ∈ 𝖣(𝑋), an exact triangle

𝖥𝖬Ξ
(𝐸) → 𝖥𝖬

𝑋[𝑛]×𝑋
(𝐸) → 𝖥𝖬Ξ

(𝐸) → 𝖥𝖬Ξ
(𝐸)[1]

consisting, a priori, of objects of 𝖣
(
𝖰𝖢𝗈𝗁

(
𝑋[𝑛]

))
. We have already seen that 𝐸[𝑛] ≅ 𝖥𝖬Ξ

(𝐸) is perfect. Furthermore, we
have 𝖥𝖬

𝑋[𝑛]×𝑋
(𝐸) ≅ 𝑋[𝑛] ⊗ℂ 𝖧

∗(𝐸). This is again a perfect complex sincewe assume𝑋 to be projectivewhich implies that
𝖧∗(𝐸) is a finite dimensional graded vector space. Since the subcategory 𝖣

(
𝑋[𝑛]

)
⊂ 𝖣

(
𝖰𝖢𝗈𝗁

(
𝑋[𝑛]

))
of perfect complexes

is triangulated, it follows that 𝖥𝑛(𝐸) ≅ 𝖥𝖬Ξ
(𝐸) is perfect too.Hence,wehave awell-defined functor 𝖥𝑛 ∶ 𝖣(𝑋) → 𝖣

(
𝑋[𝑛]

)
.

Lemma 2.4. Let 𝑇 be a scheme, let  ⊂ 𝑇 × 𝑋 be a flat family of length 𝑛 subschemes of 𝑋, and let 𝜓 ∶ 𝑇 → 𝑋[𝑛] be the
classifying morphism for. Then we have an isomorphism of functors

𝜓∗◦(_)[𝑛] ≅ 𝗉𝗋𝑇∗ ◦ 𝗉𝗋
∗
𝑋 ≅ 𝖥𝖬

.
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Proof. This follows from base change along this cartesian diagram with flat vertical arrows:

□

3 RECONSTRUCTION USING THE SYMMETRIC PRODUCT

3.1 Reflexive sheaves

The following construction recovers a reflexive sheaf on a smooth projective variety𝑋 of dimension 𝑑 ≥ 2 from the datum
of its associated tautological sheaf on 𝑋[𝑛]. It is inspired by [33, Sect. 1].
Let 𝑋[𝑛]0 ⊂ 𝑋[𝑛] be the open locus of reduced subschemes. Let 𝑋𝑛0 ⊂ 𝑋

𝑛 the open complement of the big diagonal, and
let 𝑋(𝑛)0 = 𝜋

(
𝑋𝑛0

)
⊂ 𝑋(𝑛). This means

𝑋𝑛0 =
{(
𝑥1, … , 𝑥𝑛

)
∈ 𝑋𝑛 ∣ the 𝑥𝑖 are pairwise distinct

}
,

𝑋
(𝑛)
0 =

{
𝑥1 +⋯+ 𝑥𝑛 ∈ 𝑋

(𝑛) ∣ the 𝑥𝑖 are pairwise distinct
}
.

The Hilbert–Chowmorphism induces an isomorphism𝑋
[𝑛]
0

∼
�→ 𝑋

(𝑛)
0 . Let 𝑗 ∶ 𝑋(𝑛)0 ↪ 𝑋[𝑛] be the open embedding induced

by the inverse of that isomorphism. For 𝑖 = 1, … , 𝑛, let 𝗉𝗋𝑖 ∶ 𝑋
𝑛 → 𝑋 denote the projection to the 𝑖-th factor, and let

𝗉𝗋0
𝑖
∶ 𝑋𝑛0 → 𝑋 be the restriction of that projection. Finally, let 𝜋0 ∶ 𝑋𝑛0 → 𝑋

(𝑛)
0 be the restriction of the natural morphism

𝜋 ∶ 𝑋𝑛 → 𝑋(𝑛).
We thus have the following commutative diagram.

Lemma 3.1. We have an isomorphism of functors

𝜋∗0◦𝑗
∗◦(_)[𝑛] ≅

𝑛⨁
𝑖=1

𝗉𝗋0∗
𝑖
∶ 𝖣(𝑋) → 𝖣

(
𝑋𝑛0

)
.

Proof. This is stated in [33, Lem. 1.1] in the case that 𝐸 is a vector bundle and 𝑋 is a surface. The proof of our more general
statement is exactly the same. For convenience, we quickly reproduce the proof in slightly different words.
Note that 𝑋(𝑛)0 is the fine moduli space of reduced length 𝑛 subschemes on 𝑋, and the quotient 𝜋0 ∶ 𝑋𝑛0 → 𝑋

(𝑛)
0 is the

classifying morphism for the family 𝑍 =
⨆𝑛

𝑖=1 Γ𝑖 ⊂ 𝑋
𝑛
0 × 𝑋 given by the disjoint union of the graphs Γ𝑖 of the projections

𝗉𝗋0
𝑖
∶ 𝑋𝑛0 → 𝑋. Hence, by Theorem 2.4, we have 𝜋∗0◦𝑗

∗◦(_)[𝑛] ≅ 𝖥𝖬𝑍
. Since 𝑍 ≅

⨁𝑛

𝑖=1Γ𝑖 , and 𝖥𝖬Γ𝑖
≅ 𝗉𝗋0∗

𝑖
, we get

the asserted isomorphism. □

Theorem 3.2. Let 𝑋 be a smooth projective variety of dimension 𝑑 ≥ 2. Then, for every pair 𝐸, 𝐹 ∈ 𝖱𝖾𝖿𝗅(𝑋) ⊂ 𝖢𝗈𝗁(𝑋) of
reflexive sheaves, we have

𝐸[𝑛] ≅ 𝐹[𝑛] ⟹ 𝐸 ≅ 𝐹 .
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Proof. Let 𝐸[𝑛] ≅ 𝐹[𝑛], and write 𝛼 ∶ 𝑋𝑛0 ↪ 𝑋𝑛 for the open embedding. Then, by Theorem 3.1,

𝛼∗

(
𝑛⨁
𝑖=1

𝗉𝗋∗
𝑖
𝐸

)
≅

𝑛⨁
𝑖=1

𝗉𝗋0∗
𝑖
𝐸 ≅ 𝜋∗0𝑗

∗𝐸[𝑛] ≅ 𝜋∗0𝑗
∗𝐹[𝑛] ≅

𝑛⨁
𝑖=1

𝗉𝗋0∗
𝑖
𝐹 ≅ 𝛼∗

(
𝑛⨁
𝑖=1

𝗉𝗋∗
𝑖
𝐹

)
. (3.1)

The sheaves
⨁𝑛

𝑖=1 𝗉𝗋
∗
𝑖
𝐸 and

⨁𝑛

𝑖=1 𝗉𝗋
∗
𝑖
𝐹 are reflexive since flat pull-backs preserve reflexivity; see [17, Prop. 1.8]. Note that

the codimension of the complement of 𝑋𝑛0 in 𝑋
𝑛 is 𝑑 ≥ 2. Hence, for a reflexive sheaf  on 𝑋𝑛, we have  ≅ 𝛼∗𝛼∗ ; see

[18, Prop. 1.11]. Combining this with (3.1) gives

𝑛⨁
𝑖=1

𝗉𝗋∗
𝑖
𝐸 ≅ 𝛼∗𝛼

∗

(
𝑛⨁
𝑖=1

𝗉𝗋∗
𝑖
𝐸

)
≅ 𝛼∗𝛼

∗

(
𝑛⨁
𝑖=1

𝗉𝗋∗
𝑖
𝐹

)
≅

𝑛⨁
𝑖=1

𝗉𝗋∗
𝑖
𝐹 . (3.2)

Let 𝛿 ∶ 𝑋 ↪ 𝑋𝑛 be the embedding of the small diagonal. We have 𝛿∗ 𝗉𝗋∗
𝑖
≅ 𝗂𝖽 for every 𝑖 = 1, … , 𝑛. Combining this with

(3.2) gives

𝐸⊕𝑛 ≅ 𝛿∗

(
𝑛⨁
𝑖=1

𝗉𝗋∗
𝑖
𝐸

)
≅ 𝛿∗

(
𝑛⨁
𝑖=1

𝗉𝗋∗
𝑖
𝐹

)
≅ 𝐹⊕𝑛 .

The category 𝖢𝗈𝗁(𝑋) is Krull–Schmidt; see [2]. Hence, 𝐸⊕𝑛 ≅ 𝐹⊕𝑛 implies 𝐸 ≅ 𝐹. □

3.2 Equivariant sheaves and the McKay correspondence

We quickly collect some facts about equivariant sheaves, their derived categories, and functors between them for later
use. For further details, the reader may consult, among others, [8, Sect. 4], [11], or [22, Sect. 2.2]. Let 𝑌 be a smooth variety
equipped with an action of a finite group 𝐺. A 𝐺-equivariant sheaf on 𝑌 is a pair (𝐹, 𝜆) consisting of a coherent sheaf
𝐹 ∈ 𝖢𝗈𝗁(𝑌) and a 𝐺-linearisation𝜆, which means a family

{
𝜆𝑔 ∶ 𝐹

∼
�→ 𝑔∗𝐹

}
𝑔∈𝐺

of isomorphisms such that for every pair
𝑔, ℎ ∈ 𝐺 the following diagram commutes:

We obtain the abelian category 𝖢𝗈𝗁𝐺(𝑌) of equivariant sheaves, where a morphism between two equivariant sheaves is
a morphism of the underlying coherent sheaves that commutes with the linearisations. We denote the bounded derived
category of 𝖢𝗈𝗁𝐺(𝑌) by 𝖣𝐺(𝑌).
Let 𝑍 be a second smooth variety equipped with a 𝐺-action, and let 𝑓 ∶ 𝑌 → 𝑍 be a 𝐺-equivariant morphism. Then, if

(𝐸, 𝜆) ∈ 𝖢𝗈𝗁(𝑍) is a 𝐺-equivariant sheaf, the pull-back 𝑓∗𝐸 canonically inherits a 𝐺-linearisation induced by 𝜆. This gives
a functor 𝑓∗ ∶ 𝖢𝗈𝗁𝐺(𝑍) → 𝖢𝗈𝗁𝐺(𝑌) together with its derived version 𝑓∗ ∶ 𝖣𝐺(𝑍) → 𝖣𝐺(𝑌). If 𝑓 is proper, we also get a
push-forward 𝑓∗ ∶ 𝖣𝐺(𝑌) → 𝖣𝐺(𝑍).
If𝐻 ≤ 𝐺 is a subgroup, we have a functor 𝖱𝖾𝗌𝐻𝐺 ∶ 𝖢𝗈𝗁𝐺(𝑌) → 𝖢𝗈𝗁𝐻(𝑌) given by restricting the linearisations to𝐻. This

functor is exact, and so the natural naive extension to complexes defines a functor on the derived categories

𝖱𝖾𝗌𝐻𝐺 ∶ 𝖣𝐺(𝑌) → 𝖣𝐻(𝑌).

If the 𝐺-action on 𝑌 is trivial, a 𝐺-linearisation of a sheaf 𝐸 ∈ 𝖢𝗈𝗁(𝑌) is the same as a 𝐺-action on 𝐸, i.e. a compatible
family of 𝐺-actions on 𝐸(𝑈) for every open subset 𝑈 ⊂ 𝑌. Hence, we can take the invariants of an equivariant sheaf over
every open subset, which gives a functor (_)𝐺 ∶ 𝖢𝗈𝗁𝐺(𝑌) → 𝖢𝗈𝗁(𝑌). Since we are working over ℂ, this functor is exact
and we get an induced functor (_)𝐺 ∶ 𝖣𝐺(𝑌) → 𝖣(𝑌).
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Let now 𝑋𝑛 be the 𝑛-fold cartesian product of a smooth quasi-projective surface 𝑋, and let 𝐺 = 𝔖𝑛 be the symmetric
group acting by permutation of the factors. We consider the reduced fibre product

In this set-up, the derived McKay correspondence of Bridgeland–King–Reid [8] and Haiman [15] states that the functor
Φ ∶= 𝑝∗◦𝑞

∗ ∶ 𝖣
(
𝑋[𝑛]

)
→ 𝖣𝔖𝑛

(𝑋𝑛) is an equivalence. One can deduce quite easily that

Ψ ∶= (_)𝔖𝑛◦𝑞∗◦𝑝
∗ ∶ 𝖣𝔖𝑛

(𝑋𝑛) → 𝖣
(
𝑋[𝑛]

)
is an equivalence too, but it is not the inverse of Φ; see [22, Prop. 2.8].
For use in the next subsection, we define a functor

𝖢 ∶ 𝖢𝗈𝗁(𝑋) → 𝖢𝗈𝗁𝔖𝑛
(𝑋𝑛), 𝐸 ↦ 𝖢(𝐸) =

(
𝑛⨁
𝑖=1

𝗉𝗋∗
𝑖
𝐸, 𝜆

)

where 𝗉𝗋𝑖 ∶ 𝑋
𝑛 → 𝑋 is the projection to the 𝑖-th factor, and 𝜆𝑔 is, for 𝑔 ∈ 𝔖𝑛, the direct sum of the canonical isomorphisms

𝗉𝗋∗
𝑖
𝐸

∼
�→ 𝑔∗ 𝗉𝗋∗

𝑔(𝑖)
𝐸. As the projections 𝗉𝗋𝑖 are flat, the functor𝖢 ∶ 𝖢𝗈𝗁(𝑋) → 𝖢𝗈𝗁𝔖𝑛

(𝑋𝑛) is exact, hence it induces a functor
𝖢 ∶ 𝖣(𝑋) → 𝖣𝔖𝑛

(𝑋𝑛).

3.3 Reconstruction of complexes using the McKay correspondence

In this subsection,with the exception of Theorem3.5,we assume that𝑋 is a smooth quasi-projective surface.Asmentioned
above, we then have the McKay equivalence Ψ ∶ 𝖣𝔖𝑛

(𝑋𝑛) → 𝖣
(
𝑋[𝑛]

)
, which we will use to strengthen Theorem 3.2 by

constructing a left inverse to the functor (_)[𝑛] ∶ 𝖣(𝑋) → 𝖣
(
𝑋[𝑛]

)
. The key is the following result, which can be seen as a

refinement of Theorem 3.1.

Theorem 3.3 (22, Thm. 3.6). Ψ−1◦(_)[𝑛] ≅ 𝖢.

Theorem 3.4. The functor 𝐽 = (_)𝔖𝑛◦𝛿∗◦Ψ−1 ∶ 𝖣
(
𝑋[𝑛]

)
→ 𝖣(𝑋) is left inverse to (_)[𝑛].

Proof. By Theorem 3.3, we have 𝐽◦(_)[𝑛] ≅ (_)𝔖𝑛◦𝛿∗◦𝖢. We claim that for each object 𝐸 ∈ 𝐷(𝑋), we can compute
(𝛿∗ 𝖢(𝐸))𝔖𝑛 by replacing 𝐸 by a resolution by locally free sheaves and then applying the underived versions of the functors
(_)𝔖𝑛 , 𝛿∗ and 𝖢. This follows from the observing that the underived versions of (_)𝔖𝑛 and 𝖢 are exact, and that 𝛿∗ can be
computed by taking locally free resolutions.
By the claim, it suffices to prove the isomorphism of functors (_)𝔖𝑛◦𝛿∗◦𝖢 ≅ 𝗂𝖽 on the category 𝖵𝖡(𝑋) of vector

bundles on 𝑋. For every 𝐸 ∈ 𝖵𝖡(𝑋), since 𝗉𝗋𝑖 ◦𝛿 = 𝗂𝖽𝑋 , we have 𝛿∗ 𝖢(𝐸) ≅ 𝐸⊕𝑛 with the 𝔖𝑛-action on a local section
𝑠 =

(
𝑠1, … 𝑠𝑛

)
∈ 𝐸⊕𝑛(𝑈) given by 𝑔 ⋅ 𝑠 =

(
𝑠𝑔−1(1), … , 𝑠𝑔−1(𝑛)

)
. Hence, 𝑠 is 𝔖𝑛-invariant if and only if it is of the form

𝑠 = (𝑡, … , 𝑡) for some 𝑡 ∈ 𝐸(𝑈). It follows that the projection 𝐸⊕𝑛 → 𝐸 to any factor induces a functorial isomorphism
(𝛿∗ 𝖢(𝐸))𝔖𝑛 ≅ 𝐸. □

Remark 3.5. Using𝔖𝑛-equivariant sheaves, we can also slightly strengthen Theorem 3.2 by constructing, for𝑋 of arbitrary
dimension, a concrete left inverse functor of the restriction (_)[𝑛] ∶ 𝖱𝖾𝖿𝗅(𝑋) → 𝖢𝗈𝗁

(
𝑋[𝑛]

)
of the tautological functor to the

category of reflexive sheaves. First, we note that the pull-back of a coherent sheaf along the quotient 𝜋0 ∶ 𝑋𝑛0 → 𝑋
(𝑛)
0 is

naturally equipped with a𝔖𝑛-linearisation given by the canonical isomorphisms 𝜋∗0
∼
�→ 𝑔∗◦𝜋∗0 . Hence, we can regard 𝜋

∗
0

as a functor 𝖢𝗈𝗁
(
𝑋
(𝑛)
0

)
→ 𝖢𝗈𝗁𝔖𝑛

(
𝑋𝑛0

)
instead of a functor 𝖢𝗈𝗁

(
𝑋
(𝑛)
0

)
→ 𝖢𝗈𝗁

(
𝑋𝑛0

)
. Doing this, we can see that, instead

of the statement of Theorem 3.1, we get the isomorphism of functors 𝜋∗0◦𝑗
∗◦(_)[𝑛] ≅ 𝛼∗◦𝖢 ∶ 𝖣(𝑋) → 𝖣𝔖𝑛

(
𝑋𝑛0

)
. Now,
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setting

𝐻 ∶= (_)𝔖𝑛◦𝛿∗◦𝛼∗◦𝜋
∗
0◦𝑖

∗ ∶ 𝖢𝗈𝗁
(
𝑋[𝑛]

)
→ 𝖢𝗈𝗁(𝑋) ,

and combining the proofs of Theorem 3.2 and Theorem 3.4, we get 𝐻◦(_)[𝑛] ≅ 𝗂𝖽 as an isomorphism of endofunctors of
𝖱𝖾𝖿𝗅(𝑋).

Recall that, as explained in subsection 2.3, we have for 𝐸 ∈ 𝖣(𝑋) a natural exact triangle

𝐸[𝑛][−1] → 𝖥𝑛(𝐸) → 𝑋[𝑛] ⊗ 𝖧∗(𝐸) → 𝐸[𝑛] . (3.3)

Hence, if 𝐽
(
𝑋[𝑛]

)
= 0, we would have an isomorphism of functors 𝐽◦(_)[𝑛][−1] ≅ 𝐽◦ 𝖥𝑛, and accordingly 𝖥𝑛 would have

𝐽[1] as a left inverse. However, this is not the case. One can show easily that

Ψ−1
(
𝑋[𝑛]

)
≅ 𝑋𝑛 (3.4)

where 𝑋𝑛 is equipped with the canonical 𝔖𝑛-linearisation given by the push-forwards of functions 𝑋𝑛
∼
�→ 𝑔∗𝑋𝑛 ; see

[22, Rem. 3.10]. It follows that 𝐽
(
𝑋[𝑛]

)
≅ 𝑋 .

In the following, we will adapt the functor 𝐽 ∶ 𝖣
(
𝑋[𝑛]

)
→ 𝖣(𝑋) in such a way that it annihilates 𝑋[𝑛] while still being

left inverse to (_)[𝑛]. This new functor will then (up to shift) also be a left inverse of 𝖥𝑛.
Let𝔖𝑘 act on some variety 𝑌. We denote by 𝖬𝔞𝑘 ∶ 𝖢𝗈𝗁𝔖𝑘

(𝑌) → 𝖢𝗈𝗁𝔖𝑘
(𝑌) the tensor product with the sign character,

which means that𝖬𝔞𝑘(𝐸, 𝜆) =
(
𝐸, 𝜆̄

)
with 𝜆̄𝑔 = 𝗌𝗀𝗇(𝑔) ⋅ 𝜆𝑔. This functor is exact, hence induces a functor

𝖬𝔞𝑘 ∶ 𝖣𝔖𝑘
(𝑌) → 𝖣𝔖𝑘

(𝑌).

Theorem3.6. The functor 𝐼 = (_)𝔖2◦𝖬𝔞2 ◦ 𝖱𝖾𝗌
𝔖2

𝔖𝑛
◦𝛿∗◦Ψ−1 ∶ 𝖣

(
𝑋[𝑛]

)
→ 𝖣(𝑋) is left inverse to (_)[𝑛], and 𝐼[1] is left inverse

to 𝖥𝑛.

Proof. By Theorem 3.3, we have 𝐼◦(_)[𝑛] ≅ (_)𝔖2◦𝖬𝔞2 ◦ 𝖱𝖾𝗌
𝔖2

𝔖𝑛
◦𝛿∗◦𝖢. Hence, exactly as in the proof of Theorem 3.4,

we can reduce the assertion 𝐼◦(_)[𝑛] ≅ 𝗂𝖽𝖣(𝑋) to the construction of an isomorphism (_)𝔖2◦𝖬𝔞2 ◦ 𝖱𝖾𝗌
𝔖2

𝔖𝑛
◦𝛿∗◦𝖢 ≅ 𝗂𝖽 of

endofunctors of 𝖵𝖡(𝑋).
For 𝐸 ∈ 𝖵𝖡(𝑋), we have𝖬𝔞2 𝖱𝖾𝗌

𝔖2

𝔖𝑛
𝛿∗ 𝖢(𝐸) ≅ 𝐸⊕𝑛 with the𝔖2-action on a local section 𝑠 =

(
𝑠1, … 𝑠𝑛

)
∈ 𝐸⊕𝑛(𝑈) given

by (1 2) ⋅ 𝑠 =
(
− 𝑠2, −𝑠1, −𝑠3, … ,−𝑠𝑛

)
. Hence, 𝑠 is 𝔖2-invariant if and only if it is of the form 𝑠 = (𝑡, −𝑡, 0, … , 0) for

some 𝑡 ∈ 𝐸(𝑈). It follows that the projection 𝐸⊕𝑛 → 𝐸 to any of the first two factors induces a functorial isomorphism(
𝖬𝔞2 𝖱𝖾𝗌

𝔖2

𝔖𝑛
𝛿∗ 𝖢(𝐸)

)𝔖2

≅ 𝐸.
Following the discussion above, for the second assertion it suffices to show 𝐼

(
𝑋[𝑛]

)
≅ 0. By (3.4), we only need to

check that
(
𝖬𝔞2 𝖱𝖾𝗌

𝔖2

𝔖𝑛
𝛿∗

(
𝑋𝑛

))𝔖2

= 0. This is the case since the 𝔖2-action on 𝖬𝔞2 𝖱𝖾𝗌
𝔖2

𝔖𝑛
𝛿∗

(
𝑋𝑛

)
≅ 𝑋 is given by

multiplication by 𝗌𝗀𝗇. □

4 RECONSTRUCTION USING A SMALL STRATUMOF PUNCTUAL SUBSCHEMES

4.1 Jet bundles

Let Δ ⊂ 𝑋 × 𝑋 be the diagonal and Δ its ideal sheaf. For 𝑚 ∈ ℕ, we write the subscheme defined by 𝑚Δ as 𝑚Δ ⊂
𝑋 × 𝑋. For 𝐸 ∈ 𝖣(𝑋) and 𝑚 ∈ ℕ0, the associated 𝑚-jet object is defined as 𝖩𝖾𝗍

𝑚 𝐸 = 𝖥𝖬(𝑚+1)Δ
(𝐸). In particular, we have

𝖩𝖾𝗍0 𝐸 ≅ 𝐸. For𝑚 > 0, there is a short exact sequence

0 → 𝛿∗
(
𝖲𝗒𝗆𝑚 Ω𝑋

)
→ (𝑚+1)Δ → 𝑚Δ → 0, (4.1)
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which induces the exact triangle

𝖲𝗒𝗆𝑚 Ω𝑋 ⊗ 𝐸 → 𝖩𝖾𝗍𝑚 𝐸 → 𝖩𝖾𝗍𝑚−1 𝐸 → 𝖲𝗒𝗆𝑚 Ω𝑋 ⊗ 𝐸[1] . (4.2)

It follows inductively that, if 𝐸 ∈ 𝖵𝖡(𝑋) is a vector bundle of rank 𝑟, the associated𝑚-jet object 𝖩𝖾𝗍𝑚 𝐸 is a vector bundle
of rank

(𝑚+𝑑
𝑑

)
𝑟 where 𝑑 = 𝖽𝗂𝗆𝑋. Note that 𝖩𝖾𝗍𝑚 𝑋 has fibres

(
𝖩𝖾𝗍𝑚 𝑋

)
(𝑥) = 𝑋,𝑥∕𝔪

𝑚+1
𝑥 .

4.2 The locus of punctual subschemes with Hilbert function concentrated in minimal
degrees

For 0 ≤ 𝓁 ≤
(𝑚+𝑑−1

𝑑−1

)
= 𝗋𝖺𝗇𝗄

(
𝖲𝗒𝗆𝑚 Ω𝑋

)
, there is a family of punctual length 𝑛 ∶=

(𝑚+𝑑−1
𝑑

)
+ 𝓁 subschemes of 𝑋 over

𝔾 ∶= 𝖦𝗋
(
𝖲𝗒𝗆𝑚 Ω𝑋, 𝓁

)
, the Grassmannian of rank 𝓁 quotients of the symmetric product of the cotangent bundle, con-

structed as follows. Let 𝑓 ∶ 𝔾 → 𝑋 be the natural projection, and let 𝜀 ∶ 𝑓∗ 𝖲𝗒𝗆𝑚 Ω𝑋 →  be the universal quotient bun-
dle. Using base change along the cartesian diagram

we see that the pull-back of the short exact sequence (4.1) along 𝑓 × 𝗂𝖽𝑋 is of the form

0 →
(
𝗂𝖽𝔾, 𝑓

)
∗
𝑓∗ 𝖲𝗒𝗆𝑚 Ω𝑋 →

(
𝑓 × 𝗂𝖽𝑋

)∗
(𝑚+1)Δ →

(
𝑓 × 𝗂𝖽𝑋

)∗
𝑚Δ → 0 . (4.3)

Modding out the first two terms of (4.3) by the kernel of the push-forward

(𝗂𝖽, 𝑓)∗𝜀 ∶
(
𝗂𝖽𝔾, 𝑓

)
∗
𝑓∗ 𝖲𝗒𝗆𝑚 Ω𝑋 →

(
𝗂𝖽𝔾, 𝑓

)
∗


of the universal quotient, we get a short exact sequence

0 →
(
𝗂𝖽𝔾, 𝑓

)
∗
→  →

(
𝑓 × 𝗂𝖽𝑋

)∗
𝑚Δ → 0 (4.4)

where  is a quotient of
(
𝑓 × 𝗂𝖽𝑋

)∗
(𝑚+1)Δ hence, in particular, of

(
𝑓 × 𝗂𝖽𝑋

)∗
𝑋×𝑋 ≅ 𝔾×𝑋 . Thus,  ≅  for some

closed subscheme  ⊂ 𝔾 × 𝑋 supported on Γ𝑓 =
(
𝑓 × 𝗉𝗋𝑋

)−1
Δ. Note that 𝗉𝗋𝔾∗(𝗂𝖽𝔾, 𝑓)∗ ≅ , and by flat base change

𝗉𝗋𝔾∗
(
𝑓 × 𝗂𝖽𝑋

)∗
𝑚Δ ≅ 𝑓

∗
(
𝖩𝖾𝗍𝑚−1𝑋

)
. Hence, by (4.4), 𝗉𝗋𝔾∗ is locally free of rank

𝗋𝖺𝗇𝗄
(
𝗉𝗋𝔾∗

)
= 𝗋𝖺𝗇𝗄 + 𝗋𝖺𝗇𝗄

(
𝖩𝖾𝗍𝑚−1𝑋

)
= 𝓁 +

(𝑚 + 𝑑 − 1

𝑑

)
= 𝑛 ,

whichmeans that is a family of length𝑛 subschemes of𝑋, flat over𝔾.We denote the classifyingmorphism for ⊂ 𝔾 × 𝑋

by 𝜄 ∶ 𝔾 → 𝑋[𝑛].
Let us note some facts about 𝜄 ∶ 𝔾 → 𝑋, though they are not logically necessary for the proofs in the following subsec-

tion. The classifying morphism 𝜄 ∶ 𝔾 → 𝑋[𝑛] is a closed embedding; compare [13, Sect. 2.1]. Its image is exactly the locus
of length 𝑛 subschemes 𝜉 ⊂ 𝑋 with 𝗌𝗎𝗉𝗉 𝜉 = {𝑥} for some point 𝑥 ∈ 𝑋, which means that they are punctual, satisfying

𝖲𝗉𝖾𝖼
(
𝑋,𝑥∕𝔪

𝑚
𝑥

)
⊂ 𝜉 ⊂ 𝖲𝗉𝖾𝖼

(
𝑋,𝑥∕𝔪

𝑚+1
𝑥

)
.

The last property is equivalent to theHilbert function of 𝜉 being
(
1, 𝑑,

(𝑑+1
𝑑−1

)
, … ,

(𝑑+𝑚−2
𝑑−1

)
, 𝓁, 0, 0, …

)
. Formore information

on the strata of 𝑋[𝑛] parametrising punctual subschemes with given Hilbert functions, see [13, Sect. 2.1] and [19].
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4.3 A left inverse functor using restriction to the Grassmannian bundle

In this subsection, we construct a left inverse of (_)[𝑛] and 𝖥𝑛 whenever 𝑛 is not of the form 𝑛 =
(𝑢+𝑑
𝑑

)
for any 𝑢 ∈ ℕ0.

Note that, for 𝑑 = 1, every positive integer is of the form
(𝑢+𝑑
𝑑

)
. This means that we do not get left inverses in the case that

𝑋 is a curve by our method; see Theorem 4.4 for some further details on the curve case.

Theorem 4.1. Assume that 𝑛 ∈ ℕ is not of the form 𝑛 =
(𝑢+𝑑
𝑑

)
for any 𝑢 ∈ ℕ0. Set 𝑚 − 1 ∶= max

{
𝑢 ∣

(𝑢+𝑑
𝑑

)
< 𝑛

}
and

𝓁 ∶= 𝑛 −
(𝑚+𝑑−1

𝑑

)
. Let 𝑓 ∶ 𝔾 = 𝖦𝗋

(
𝖲𝗒𝗆𝑚 Ω𝑋, 𝓁

)
→ 𝑋 be the Grassmannian bundle together with the family ⊂ 𝔾 × 𝑋 of

length 𝑛 subschemes constructed in subsection 4.2, and let 𝜄 ∶ 𝔾 ↪ 𝑋[𝑛] be the classifying morphism for. Then

𝐾 ∶= 𝑓∗
(
∨ ⊗ 𝜄∗(_)

)
∶ 𝖣

(
𝑋[𝑛]

)
→ 𝖣(𝑋) ,

where 𝑓∗ 𝖲𝗒𝗆𝑚 Ω𝑋 →  is the universal quotient bundle, is left inverse to the functor (_)[𝑛]. Also, 𝐾[1] is left inverse to 𝖥𝑛.

For the proof, we need the following

Lemma 4.2. Let 𝑌 be a smooth variety, let 𝑉 ∈ 𝖵𝖡(𝑌), and let 0 < 𝓁 < 𝗋𝖺𝗇𝗄𝑉. Let 𝑓 ∶ 𝖦𝗋(𝑉, 𝓁) → 𝑌 be the Grassmannian
bundle of rank 𝓁 quotients of 𝑉 with universal quotient bundle . Then we have the following isomorphisms of functors:

1. 𝑓∗
(
∨ ⊗ 𝑓∗(_)

)
≅ 0,

2. 𝑓∗
(
𝑜𝑚(,) ⊗ 𝑓∗(_)

)
≅ 𝗂𝖽𝖣(𝑌),

3. 𝑓∗◦𝑓∗ ≅ 𝗂𝖽𝖣(𝑌).

Proof. By [29, Thm. 2], Kapranov’s full exceptional collection on a Grassmannian over a point [20, Sect. 3] has a rel-
ative version in the form of a semi-orthogonal decomposition of 𝖣(𝖦𝗋(𝑉, 𝓁)), with all of its factors being of the form
𝖲𝛼() ⊗ 𝑓∗𝖣(𝑋) for some Schur functors 𝖲𝛼; for an overview of the theory of semi-orthogonal decompositions see, for
example, [25]. In particular, two of the factors of the semi-orthogonal decomposition are 𝑓∗𝖣(𝑋) and⊗ 𝑓∗𝖣(𝑋), which
means that the functors

𝑓∗ ∶ 𝖣(𝑋) → 𝖣(𝖦𝗋(𝑉, 𝓁)) and ⊗ 𝑓∗(_) ∶ 𝖣(𝑋) → 𝖣(𝖦𝗋(𝑉, 𝓁))

are both fully faithful. Their right adjoints are given by 𝑓∗ and 𝑓∗(∨ ⊗ _), respectively. The composition of a fully faithful
functor with its right adjoint is the identity, which gives (ii) and (iii).
For (i), we note that the factor 𝑓∗𝖣(𝑋) stands in our semi-orthogonal decomposition on the left of ⊗ 𝑓∗𝖣(𝑋), which

means that 𝖧𝗈𝗆
(
⊗ 𝑓∗𝖣(𝑋), 𝑓∗𝖣(𝑋)

)
= 0; compare [20, Lem. 3.2a)]. Using the right adjoint 𝑓∗

(
∨ ⊗ _

)
of the functor

⊗ 𝑓∗(_), this Hom-vanishing translates to (i). □

Proof of Theorem 4.1. Let 𝐸 ∈ 𝖣(𝑋). By Theorem 2.4, we have a natural isomorphism 𝜄∗𝐸[𝑛] ≅ 𝖥𝖬
(𝐸). The short exact

sequence (4.4) induces the exact triangle

𝖥𝖬(𝗂𝖽𝔾,𝑓)∗(𝐸) → 𝖥𝖬
(𝐸) → 𝖥𝖬(𝑓×𝗂𝖽𝑋)∗𝑚Δ(𝐸) → 𝖥𝖬(𝗂𝖽𝔾,𝑓)∗(𝐸)[1] . (4.5)

By the projection formula, we have 𝖥𝖬(𝗂𝖽𝔾,𝑓)∗(𝐸) ≅ ⊗ 𝑓∗𝐸. By flat base change, we have

𝖥𝖬(𝑓×𝗂𝖽𝑋)∗𝑚Δ(𝐸) ≅ 𝑓
∗ 𝖥𝖬𝑚Δ

(𝐸) ≅ 𝑓∗ 𝖩𝖾𝗍𝑚−1 𝐸.

Hence, (4.5) can be rewritten as

⊗ 𝑓∗𝐸 → 𝜄∗𝐸[𝑛] → 𝑓∗ 𝖩𝖾𝗍𝑚−1 𝐸 → ⊗ 𝑓∗𝐸[1] .

Applying 𝑓∗
(
∨ ⊗ _

)
, we get the exact triangle

𝑓∗(𝑜𝑚(,) ⊗ 𝑓∗𝐸) → 𝐾
(
𝐸[𝑛]

)
→ 𝑓∗

(
∨ ⊗ 𝑓∗ 𝖩𝖾𝗍𝑚−1 𝐸

)
→ ⊗ 𝑓∗(𝑜𝑚(,) ⊗ 𝑓∗𝐸)[1] .
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By Theorem 4.2, we see that 𝑓∗
(
∨ ⊗ 𝑓∗ 𝖩𝖾𝗍𝑚−1 𝐸

)
vanishes, and we get a natural isomorphism

𝐾
(
𝐸[𝑛]

)
≅ 𝑓∗(𝑜𝑚(,) ⊗ 𝑓∗𝐸) ≅ 𝐸.

Now, in order to prove that 𝐾◦𝖥𝑛 ≅ [−1], because of (3.3), we only need to check that𝐾
(
𝑋[𝑛]

)
= 0. As 𝜄∗𝑋[𝑛] ≅ 𝔾 ≅

𝑓∗𝑋 , this follows directly from Theorem 4.2(i). □

Remark 4.3. In the special case 𝑑 = 2 = 𝑛, the functor𝐾 of Theorem 4.1 coincides with the functor 𝐼 of Theorem 3.6. To see
this, note that, in this special case, the subvariety 𝜄(𝔾) agrees with the whole boundary divisor of𝑋[2], i.e. the locus of non-
reduced length 2 schemes, and 𝑓 ∶ 𝔾 → 𝑋 is a ℙ1-bundle, which implies that  ≅ 𝑓(1). Now, [21, Prop. 4.2] says that
Φ−1◦𝛿∗ ≅ 𝜄∗

(
𝑓(−2) ⊗ 𝑓∗(_)

)
[1]. Combining this with [23, Thm. 4.26(i)], we get Ψ◦𝖬𝔞2 ◦𝛿∗ ≅ 𝜄∗

(
𝑓(−1) ⊗ 𝑓∗(_)

)
[1].

Taking the left adjoints on both sides of this isomorphism gives 𝐼 ≅ 𝐾.

Remark 4.4. If 𝑛 =
(𝑚+𝑑

𝑑

)
, we have 𝔾 = 𝑋 and 𝜄∗𝐸[𝑛] ≅ 𝖩𝖾𝗍𝑚 𝐸. So in this case, our construction only recovers the 𝑚-jet

object 𝖩𝖾𝗍𝑚 𝐸, but not 𝐸 itself. In the case that𝑋 is a curve and 𝐸 is a vector bundle, the𝑚-th jet bundle 𝖩𝖾𝗍𝑛 𝐸 is recovered
in [5] by a slightly different construction from 𝐸[𝑛]. The authors of loc. cit. proceed to reconstruct 𝐸 from 𝖩𝖾𝗍𝑛 𝐸 if 𝑔(𝑋) ≥ 2

and 𝐸 is semi-stable, using the Harder–Narasimhan filtration. Let us remark that, if 𝑋 is a curve and 𝐿 ∈ 𝖯𝗂𝖼𝑋 is a line
bundle, the exact triangles (4.2) yield the formula

𝖽𝖾𝗍
(
𝖩𝖾𝗍𝑛 𝐿

)
≅ 𝐿⊗𝑛+1 ⊗ 𝜔

⊗(𝑛+1
2
)

𝑋 .

Hence, if 𝑋 = ℙ1, one can always recover a line bundle 𝐿 ∈ 𝖯𝗂𝖼
(
ℙ1

)
from its 𝑛-jet bundle 𝖩𝖾𝗍𝑛(𝐿) which in turn can be

recovered from 𝐿[𝑛]. Another way to reconstruct a line bundle 𝐿 ∈ 𝖯𝗂𝖼
(
ℙ1

)
from 𝐿[𝑛] ∈ 𝖵𝖡

(
𝑋[𝑛]

)
is to use formulae for

the characteristic classes of 𝐿[𝑛]; see [28, 34].

4.4 Using a nested Hilbert scheme

We now turn to the case where 𝑛 =
(𝑑+𝑚
𝑚

)
for some𝑚.

Lemma 4.5. Let 𝜉 ⊂ 𝑋 be a subscheme concentrated in one point 𝑥 ∈ 𝑋 with

𝔪𝑚+1
𝑥 ⊂ 𝜉 ⊂ 𝔪

𝑚
𝑥 and𝓁(𝜉) = 𝖽𝗂𝗆ℂ

(
𝑋,𝑥∕𝔪

𝑚+1
𝑥

)
− 1 =

(𝑑 + 𝑚
𝑑

)
− 1.

Let 𝜉(𝑥) = 𝜉∕𝔪𝑥 be the fibre in 𝑥 of the ideal sheaf of 𝜉. Then 𝖽𝗂𝗆ℂ 𝜉(𝑥) = 1 +
(𝑑+𝑚
𝑑−1

)
− 𝑑.

Proof. We can assume for simplicity that 𝑋 = 𝔸𝑑 is the affine space and 𝑥 = 0 is the origin. We write  ∶= 𝜉 and
𝔪 ∶= 𝔪𝑥 =

(
𝑥1, … , 𝑥𝑑

)
, which are ideals in ℂ

[
𝑥1, … , 𝑥𝑑

]
, and set 𝑉 ∶= (𝑥) = ∕𝔪 ⋅ . By assumption, we have

𝐼 = 𝔪𝑚+1 + (ℎ) for some ℎ ∈ ℂ
[
𝑥1, … , 𝑥𝑑

]
homogeneous of degree 𝑚. Hence,𝔪 ⋅ 𝐼 = 𝔪𝑚+2 +𝔪 ⋅ (ℎ). We consider the

subspace 𝑈 ∶= 𝔪𝑚+1∕𝔪 ⋅ 𝐼 of 𝑉. Note that the ℂ-linear map

𝔪∕𝔪2 → 𝔪𝑚+1∕𝔪𝑚+2, 𝑥̄𝑖 ↦ 𝑥𝑖 ⋅ ℎ

is injective. Hence,𝔪 ⋅ (ℎ)∕𝔪𝑚+2 is a 𝑑-dimensional subspace of the
(𝑑+𝑚
𝑑−1

)
-dimensional vector space𝔪𝑚+1∕𝔪𝑚+2. Since

𝑈 =
(
𝔪𝑚+1∕𝔪𝑚+2

)
∕
(
𝔪 ⋅ (ℎ)∕𝔪𝑚+2

)
, we get 𝖽𝗂𝗆𝑈 =

(𝑑+𝑚
𝑑−1

)
− 𝑑. Furthermore, the quotient 𝑉∕𝑈 is one-dimensional,

spanned by ℎ̄. In summary,

𝖽𝗂𝗆𝑉 = 𝖽𝗂𝗆(𝑈∕𝑉) + 𝖽𝗂𝗆𝑈 = 1 +
(𝑑 + 𝑚
𝑑 − 1

)
− 𝑑 .

□
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We now consider the set-up of subsection 4.2 with 𝓁 = 𝗋𝖺𝗇𝗄
(
𝖲𝗒𝗆𝑚 Ω𝑋

)
− 1 =

(𝑚+𝑑−1
𝑑−1

)
. This means that 𝑓 ∶ 𝔾 → 𝑋 is

actually aℙ𝑙-bundle, and the family, that we constructed in subsection 4.2 parametrises punctual subschemes of length(𝑚+𝑑
𝑑

)
− 1 with the property of 𝜉 of Theorem 4.5.

Lemma 4.6. The non-derived pull-back  ∶=
(
𝗂𝖽𝔾, 𝑓

)∗
 is a vector bundle of rank 1 +

(𝑑+𝑚
𝑑−1

)
− 𝑑 on 𝔾.

Proof. It is sufficient to prove that, for every closed point 𝑡 ∈ 𝔾, the fibre (𝑡) is of dimension 1 +
(𝑑+𝑚
𝑑−1

)
− 𝑑; see e.g. [16,

Ex. 5.8]. Let 𝜉 ∶= 𝑡 ⊂ 𝑋 be the fibre of the family  ⊂ 𝔾 × 𝑋 over 𝑡. Then 𝜉 is a subscheme concentrated in 𝑥 ∶= 𝑓(𝑡)

with the same properties as 𝜉 in Theorem 4.5. Considering the commutative diagram of closed embeddings

we see that (𝑡) ≅ ∣{𝑡}×𝑋(𝑡, 𝑥) ≅ 𝜉(𝑥), where the last isomorphism uses the flatness of  over 𝔾. Hence, the result
follows from Theorem 4.5. □

We now consider the ℙrk()−1-bundle 𝑝 ∶ 𝑌 ∶= ℙ() → 𝔾 and set 𝑔 ∶= 𝑓◦𝑝 ∶ 𝑌 → 𝑋. There is the commutative
diagram with cartesian squares

Let 𝛼 ∶ 𝑝∗ → 𝑝(1) be the universal rank 1 quotient. We set  ∶=
(
𝑝 × 𝗂𝖽𝑋

)∗
, which, by flatness of 𝑝 × 𝗂𝖽𝑋 , is an

ideal sheaf on 𝑌 × 𝑋. Furthermore, we consider the unit of adjunction

𝜂 ∶  →
(
𝗂𝖽𝑌, 𝑔

)
∗

(
𝗂𝖽𝑌, 𝑔

)∗
 ≅

(
𝗂𝖽𝑌, 𝑔

)
∗
𝑝∗

(
𝗂𝖽𝔾, 𝑓

)∗
 ≅

(
𝗂𝖽𝑌, 𝑔

)
∗
𝑝∗

and the composition 𝛽 ∶=
(
𝗂𝖽𝑌, 𝑔

)
∗
𝛼◦𝜂 ∶  →

(
𝗂𝖽𝑌, 𝑔

)
∗
𝑝(1), which is again surjective.We set ′ ∶= 𝗄𝖾𝗋(𝛽) and denote

the subscheme corresponding to this ideal sheaf by ′ ⊂ 𝑌 × 𝑋. Applying the snake lemma to the diagram
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yields a short exact sequence

0 →
(
𝗂𝖽𝑌, 𝑔

)
∗
𝑝(1) → ′ →

(
𝑝 × 𝗂𝖽𝑋

)∗
 → 0 . (4.6)

It follows that ′ is flat of degree 𝖽𝖾𝗀() + 1 =
(𝑚+𝑑

𝑑

)
over 𝑌. We set 𝑛 ∶=

(𝑚+𝑑
𝑑

)
and denote the classifying morphism

for ′ by 𝜈 ∶ 𝑌 → 𝑋[𝑛]. The morphism (𝑝, 𝜈) ∶ 𝑌 → 𝔾 × 𝑋[𝑛] embeds 𝑌 as the subscheme of 𝔾 × 𝑋[𝑛] whose points are
pairs

{
(𝜉, 𝜉′) ∣ 𝜉 ∈ 𝔾, 𝜉 ∈ 𝑋[𝑛], 𝜉 ⊂ 𝜉′

}
.

Theorem 4.7. For 𝑑 ≥ 2 and 𝑛 =
(𝑚+𝑑

𝑑

)
for some𝑚 ∈ ℕ, the functor

𝑁 ∶= 𝑔∗
(
𝑝(−1) ⊗ 𝜈∗(_)

)
∶ 𝖣

(
𝑋[𝑛]

)
→ 𝖣(𝑋)

is left inverse to (_)[𝑛]. Also,𝑁[1] is left inverse to 𝖥𝑛.

Proof. The proof is very similar to that of Theorem 4.1. Let 𝐸 ∈ 𝖣(𝑋). By Theorem 2.4, we have a natural isomorphism
𝜈∗𝐸[𝑛] ≅ 𝖥𝖬′

(𝐸). The short exact sequence (4.6) induces the exact triangle

𝖥𝖬(𝗂𝖽𝑌,𝑔)∗𝑝(1)(𝐸) → 𝖥𝖬′
(𝐸) → 𝖥𝖬(𝑝×𝗂𝖽𝑋)∗

(𝐸) → 𝖥𝖬(𝗂𝖽𝑌,𝑔)∗𝑝(1)(𝐸)[1] . (4.7)

By projection formula, we have 𝖥𝖬(𝗂𝖽𝑌,𝑔)∗𝑝(1)(𝐸) ≅ 𝑝(1) ⊗ 𝑔∗𝐸. By flat base change, we have 𝖥𝖬(𝑝×𝗂𝖽𝑋)∗
(𝐸) ≅

𝑝∗ 𝖥𝖬
(𝐸). Hence, (4.7) can be rewritten as

𝑝(1) ⊗ 𝑔∗𝐸 → 𝜈∗𝐸[𝑛] → 𝑝∗ 𝖥𝖬
(𝐸) → 𝑝(1) ⊗ 𝑔∗𝐸[1] .

Applying 𝑝∗
(
𝑝(−1) ⊗ _

)
, we get the exact triangle

𝑝∗𝑝
∗𝑓∗𝐸 → 𝑝∗(𝑝(−1) ⊗ 𝜈∗𝐸[𝑛]) → 𝑝∗

(
𝑝(−1) ⊗ 𝑝∗ 𝖥𝖬

(𝐸)

)
→ ⊗ 𝑝∗𝑝

∗𝑓∗𝐸[1] .

By Theorem 4.2, we see that 𝑝∗
(
𝑝(−1) ⊗ 𝑝∗ 𝖥𝖬

(𝐸)
)
vanishes, and we get a natural isomorphism

𝑝∗
(
𝑝(−1) ⊗ 𝜈∗𝐸[𝑛]

)
≅ 𝑝∗𝑝

∗𝑓∗𝐸 ≅ 𝑓∗𝐸.

Note that the assumption 𝑑 ≥ 2 is needed for the above vanishing since, for 𝑑 = 1, we would have 𝗋𝖺𝗇𝗄() = 1 so that
𝑝 ∶ ℙ() → 𝔾 is an isomorphism. Applying 𝑓∗, we get a natural isomorphism

𝑁
(
𝐸[𝑛]

)
≅ 𝑓∗𝑝∗

(
𝑝(−1) ⊗ 𝜈∗𝐸[𝑛]

)
≅ 𝑓∗𝑓

∗𝐸 ≅ 𝐸 ,

which means that we have an isomorphism of functors 𝑁◦(_)[𝑛] ≅ 𝗂𝖽.
Now, in order to prove that𝑁◦𝖥𝑛 ≅ [−1], because of (3.3), we only need to check that𝑁

(
𝑋[𝑛]

)
= 0. As 𝜈∗𝑋[𝑛] ≅ 𝑌 ≅

𝑝∗𝔾, this follows directly from Theorem 4.2(i). □

Theorem 4.8. For 𝑑 ≥ 2, the functors (_)[𝑛] ∶ 𝖣(𝑋) → 𝖣
(
𝑋[𝑛]

)
and 𝖥𝑛 ∶ 𝖣(𝑋) → 𝖣

(
𝑋[𝑛]

)
both have a left inverse for every

𝑛 ∈ ℕ.

Proof. If 𝑛 =
(𝑚+𝑑

𝑑

)
for some𝑚 ∈ ℕ, we get a left inverse by Theorem 4.7. If 𝑛 is not of this form, we get a left inverse by

Theorem 4.1. □
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5 RECONSTRUCTION USING FIXED-POINT FREE AUTOMORPHISMS

5.1 Multigraphs as families of points

Let 𝜙1, … , 𝜙𝑛 ∈ 𝖠𝗎𝗍(𝑋) be automorphisms with empty pairwise equalisers, which means that 𝜙𝑖(𝑥) ≠ 𝜙𝑗(𝑥) for every 𝑖 ≠ 𝑗

and every 𝑥 ∈ 𝑋. Then the graphs Γ𝜙𝑖 ⊂ 𝑋 × 𝑋 are pairwise disjoint and

Γ ∶=

𝑛⨆
𝑖=1

Γ𝜙𝑖 ⊂ 𝑋 × 𝑋

is a family of reduced length 𝑛 subschemes over 𝑋. We denote its classifying morphism by

𝜓 ∶= 𝜓{𝜙1,…,𝜙𝑛} ∶ 𝑋 → 𝑋[𝑛] .

This morphismmaps to the open part 𝑋[𝑛]0 of reduced subschemes, which is naturally isomorphic to the open part 𝑋(𝑛)0 of
the symmetric product. Hence, we can equivalently describe 𝜓 as the morphism 𝑋 → 𝑋

(𝑛)
0 , 𝑥 ↦ 𝜙1(𝑥) +⋯+ 𝜙𝑛(𝑥). Note

that 𝜓 is always finite but, in general, not a closed embedding. For example, if 𝑛 = 2, 𝜙1 = 𝗂𝖽, and 𝜙2 = 𝜄 is a fixed-point
free involution, we have 𝜓(𝑥) = 𝜓(𝜄(𝑥)) for all 𝑥 ∈ 𝑋. In that case, 𝜓 factorises over a closed embedding 𝑋∕𝜄 ↪ 𝑋[2] of the
quotient.

Lemma 5.1. We have an isomorphism of functors 𝜓∗◦(_)[𝑛] ≅ 𝜙∗1 ⊕ 𝜙∗2 ⊕⋯⊕ 𝜙∗𝑛.

Proof. By Theorem 2.4, we have 𝜓∗◦(_)[𝑛] ≅ 𝖥𝖬Γ
. Now, the assertion follows from the facts that

Γ ≅ Γ𝜙1
⊕ Γ𝜙2

⊕⋯⊕ Γ𝜙𝑛
and 𝖥𝖬Γ𝜙𝑖

≅ 𝜙∗
𝑖
. □

5.2 Reconstruction using multigraphs

Theorem 5.2. Let 𝑋 be a smooth projective variety such that there exist a set of 𝑛 + 1 automorphisms{
𝜙0, 𝜙1, … , 𝜙𝑛

}
⊂𝖠𝗎𝗍(𝑋) with empty pairwise equalisers. Then the tautological functor (_)[𝑛] ∶ 𝖣(𝑋) → 𝖣

(
𝑋[𝑛]

)
is

injective on isomorphism classes and faithful.

Corollary 5.3. Let 𝐴 be an abelian variety. Then the functor (_)[𝑛] ∶ 𝖣(𝐴) → 𝖣
(
𝐴[𝑛]

)
is injective on isomorphism classes

and faithful for every 𝑛 ∈ ℕ.

Proof. There is an infinite subgroup of 𝖠𝗎𝗍(𝐴) whose elements have empty pairwise equalisers, namely the subgroup of
translations. □

Note that Theorem 5.3 also applies to elliptic curves, while all the other reconstruction results presented in this paper
require 𝖽𝗂𝗆𝑋 to be at least 2.

Proof of Theorem 5.2. Replacing 𝜙𝑖 by 𝜙−10 ◦𝜙𝑖 , we may assume without loss of generality that 𝜙0 = 𝗂𝖽. For 𝑗 = 0,… , 𝑛, let
𝜓𝑗 ∶= 𝜓{𝜙𝑖∣𝑖≠𝑗} ∶ 𝑋 → 𝑋[𝑛] be the classifying morphism for Γ = ⊔𝑖=0,…,𝑛 , 𝑖≠𝑗Γ𝜙𝑖 ⊂ 𝑋 × 𝑋, as discussed in Subsection 5.1.
By Theorem 5.1, the composition 𝜓∗

𝑗
◦(_)[𝑛], for any 𝑗 = 0,… , 𝑛, is faithful. This implies the faithfulness of (_)[𝑛].

Now, let 𝐸, 𝐹 ∈ 𝖣(𝑋) with 𝐸[𝑛] ≅ 𝐹[𝑛]. Then, by Theorem 5.1, we have

⨁
𝑖∈{0,…,𝑛} , 𝑖≠𝑗

𝜙∗
𝑖
(𝐸) ≅ 𝜓∗

𝑗
𝐸[𝑛] ≅ 𝜓∗

𝑗
𝐹[𝑛] ≅

⨁
𝑖∈{0,…,𝑛} , 𝑖≠𝑗

𝜙∗
𝑖
(𝐹)

for every 𝑗 = 0,… , 𝑛. The category 𝖣(𝑋) is a Krull–Schmidt category; see [26, Cor. B]. Hence, 𝐸 ≅ 𝐹 follows from
Theorem 5.4 below. □
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Proposition 5.4. Let be aKrull–Schmidt category, letΦ0,Φ1, … ,Φ𝑛 ∈ 𝖠𝗎𝗍() be pairwise distinct linear autoequivalences
with Φ0 = 𝗂𝖽. Then for 𝐸, 𝐹 ∈ , we have:

⨁
𝑖∈{0,…,𝑛} , 𝑖≠𝑗

Φ𝑖(𝐸) ≅
⨁

𝑖∈{0,…,𝑛} , 𝑖≠𝑗

Φ𝑖(𝐹) for all 𝑗 = 0,… , 𝑛 ⟹ 𝐸 ≅ 𝐹 .

Proof. For 𝑗 = 0,… , 𝑛, we set

𝔹𝑗 ∶=
⨁

𝑖∈{0,…,𝑛} , 𝑖≠𝑗

Φ𝑖(𝐸) ≅
⨁

𝑖∈{0,…,𝑛} , 𝑖≠𝑗

Φ𝑖(𝐹) .

We note that the number of indecomposable factors (with multiplicity) of every 𝔹𝑗 is 𝑛 times the number of irreducible
factors of 𝐸 as well as 𝑛 times the number of irreducible factors of 𝐹. In particular, the number of indecomposable factors
of 𝐸 and of 𝐹 is the same, and we can argue by induction over that number.
As the base case of the induction we can take the numbers of factors to be zero, in which case 𝐸 ≅ 0 ≅ 𝐹. Now assume

that 𝐸 and 𝐹 both have 𝑘 > 0 indecomposable factors. By the cancellation property in Krull–Schmidt categories, we have

𝔹0 ≅ 𝔹𝑗 ⟺ 𝐸 ≅ Φ𝑗(𝐸) and 𝐹 ≅ Φ𝑗(𝐹) . (5.1)

If𝔹0 ≇ 𝔹𝓁 for some 𝓁 ∈ {1, … , 𝑛}, we pick some indecomposable object 𝐵 that occurs in𝔹𝓁 with a bigger multiplicity than
in 𝔹0. This 𝐵 must be an indecomposable factor of 𝐸 and of 𝐹. We write 𝐸 ≅ 𝐸′ ⊕ 𝐵 and 𝐹 ≅ 𝐹′ ⊕ 𝐵. It follows that, for
every 𝑗 = 0,… , 𝑛,

⨁
𝑖∈{0,…,𝑛} , 𝑖≠𝑗

Φ𝑖(𝐸
′) ≅

⨁
𝑖∈{0,…,𝑛} , 𝑖≠𝑗

Φ𝑖(𝐹
′) ≅ 𝔹′

𝑗
with 𝔹𝑗 ≅ 𝔹

′
𝑗
⊕

⨁
𝑖∈{0,…,𝑛} , 𝑖≠𝑗

Φ𝑖(𝐵) .

Hence, we can apply the induction hypothesis to get 𝐸′ ≅ 𝐹′, which implies 𝐸 ≅ 𝐹.
Now, assume that 𝔹0 ≅ 𝔹𝓁 for every 𝓁 = 1,… , 𝑛. Then (5.1) shows that 𝐸 ≅ Φ𝓁(𝐸) and 𝐹 ≅ Φ𝓁(𝐹) for every 𝓁. Hence,

𝐸⊕𝑛 ≅ 𝔹0 ≅ 𝐹
⊕𝑛. In a Krull–Schmidt category, 𝐸⊕𝑛 ≅ 𝐹⊕𝑛 implies 𝐸 ≅ 𝐹. □
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