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With the aim of developing an assessment more appropriate for low-income countries, in
2013 the Organisation for Economic Co-operation and Development initiated the Pro-
gramme for International Student Assessment for Development (PISA-D). Designed as a
one-off assessment project resulting in scores comparable to PISA, nine countries joined
the project. In this article, we focus on whether PISA-D does what it sets out to do, namely,
appropriately measure the specified content in the selected populations. In particular, we
investigate the degree to which PISA-D is well-suited for measuring low-performing edu-
cational systems. To that end, we detail how well themodifications designed tomake PISA-
D an “easy” instrument capture assessed populations. We conclude the article with policy
implications of our findings.

Introduction

TheOrganisation for Economic Co-operation andDevelopment (OECD)
has emerged as an influential organization in global education largely though
its collection of educational indicators. The OECD developed and maintains
an elaborate evaluation system collecting educational data on both member
and nonmember systems from early childhood to 65-year-olds. The most ex-
tensive andwell-knownof theOECDeducational evaluations is the Programme
for International Student Assessment (PISA), originally administered in 2000
to assess the 28 (at that time) OECDmember countries’ 15-year-olds’ ability in
reading,mathematics, and science (OECD 2000). Although PISA participation
grew from 43 educational systems in 2000 to 79 in 2018, only OECD members
and Brazil (a PISA associate) are able to vote on the PISA governing board,
which determine PISA’s policy priorities and oversees major decisions made
about the assessment (OECD, n.d.). Given PISA’s history and governance
structure, it should be no surprise that PISA is largely geared toward the eval-
uation of its economically developed members. Regardless of the historic
focus on OECD countries, currently PISA participants from non-OECD sys-
tems outnumber OECD member countries. As demonstrated in Rutkowski
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et al. (2019), cross-cultural differences in PISA 2015 achievement are large,
suggesting that PISA may not be ideally suited to measure all participating
countries equally well. Naturally, this poses challenges for the organization,
namely, how to create an assessment for a heterogeneous set of countries
when the structure is designed for and governed by a select group of relatively
homogeneous countries.

The OECD, aware for some time of the widening proficiency differences
between participants, has attempted to make various accommodations for
lower-performing countries. For example, in 2009 the OECD included sets of
easy booklets into its design to help better assess lower achieving countries
(OECD 2010). Enthusiasm for this innovation was substantial, with 20 edu-
cational systems selecting this option (OECD 2012). However, as shown in
Rutkowski et al. (2018), the approach of including easy booklets did little to
improve measurement when compared to administering a common test for
all participants. In other words, although the OECD attempted to accom-
modate low-performing countries the modification did not improve mea-
surement for low performers.

With the aim of developing an assessment more appropriate for lower
preforming countries, in 2013 the OECD initiated PISA for Development
(PISA-D) with a stated purpose “to make the assessment more accessible and
relevant to low-to-middle-income countries” (OECD 2016a, 2). Originally de-
signed as a one-off project resulting in scores comparable to PISA, nine coun-
tries are members of the PISA-D project including: Bhutan, Cambodia, Ecua-
dor, Guatemala, Honduras, Panama, Paraguay, Senegal, and Zambia. PISA-D
includes three technical strands: Strand A, enhancement of PISA’s cognitive
instruments; Strand B, enhancement of PISA’s contextual questionnaires; and
Strand C, the development of an approach and methodology for incorporating
out-of-school 15-year-olds in the assessment (Carr-Hill 2015). In the current ar-
ticle we limit our emphasis to StrandA. This is partly due to the fact that StrandC
data and technical documentation was not available as of the writing of this ar-
ticle. Furthermore, our research question does not involve the data, frameworks,
or technical documentation for Strand B. As such, we focus on the seven coun-
tries that assessed the in-school population (Bhutan and Panama only took part
in the out-of-school assessment) to investigate whether the assessment is suited
for measuring a group of lower- and middle-income countries.

Data collection for the in-school assessments were completed in 2017
and results were reported in 2018. According to the OECD (2016a, 3) the as-
sessment had four aims:

• Provide policy makers in the participating countries with insights on
how to help students learn better, teachers to teach better, and school
systems to operate more effectively.
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• Help to build the capacity of participating countries to conduct large-
scale learning assessments, and analyze and use the results to support
national policies and evidence-based decision making.

• Enhance PISA to make it more relevant to a wider range of countries and
thus enable greater PISAparticipationbymiddle- and low-incomecountries.

• Contribute to the monitoring and achievements of the Education Sus-
tainable Development Goal, which emphasizes quality and equity of
learning outcomes for children, young people and adults.

The assessment ismarketed as a gateway to PISAparticipation where countries
are provided with resources to help them gain the skills needed to fully engage
in large-scale educational assessments (OECD 2016b). Furthermore, partici-
pation in international large-scale assessments (ILSAs) such as PISA-D has the
benefit of building national assessment capacity (Lockheed et al. 2015). As such,
PISA-D expands the reach of PISA and demonstrates a push by the OECD to
create an assessment system and way of envisioning educational systems that
reaches beyond only rich OECD members, to an extended group of countries.

Similar to much of the critical research around PISA (Meyer and Benavot
2013; Sjøberg 2015; Engel et al. 2019), a small but growing literature around
PISA-D has emerged. For example, Addey and Sellar (2018) have voiced
concerns, noting that PISA-D affords the OECD greater educational gover-
nance in national systems. Auld et al. (2019) argue that Cambodia was a less
than willing participant in the assessment and that the OECD, World Bank,
and UNESCO’s drive to assess educational quality eclipsed national needs for
international benchmarking. These authors suggest that PISA-D is a social
experiment, affording theOECD a leadership role in evaluating (e.g., judging
the merit and worth) of low-performing educational systems. In this article,
however, we take a step back from commentary on the role of PISA-D in so-
ciety and focus on whether PISA-D does what it sets out to do, namely, ap-
propriately measure the specified content of the selected populations. Our
line of inquiry aligns with concerns posed by Adams and Cresswell (2016) in
anOECD report that cautions against an overreliance by PISA-D countries on
the extant PISA framework and questions. With this in mind, we investigate
the degree to which PISA-D is well suited for measuring low-performing ed-
ucational systems. To that end, we detail how well the modifications designed
to make PISA-D an “easy” instrument capture assessed populations. We bor-
row the concepts of construct mapping fromWilson (2004) and the notion of
proficiency as defined by PISA (Kirsch et al. 2002; OECD 2017a). As a second
emphasis of this article, we discuss the importance of equivalent cross-cultural
measurement and problems, especially in low-performing countries, with the
method used to evaluate measurement equivalence in PISA-D. This has an
important consequence that it is a further challenge to detect whether the
assessment is functioning as intended across all measured populations.
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PISA-D In-School Population

According to the OECD, the PISA-D content framework, which deter-
mines what would be assessed, was overseen by the PISA Governing Board
(note: participating PISA-D countries cannot vote on this board). The OECD
claims that the PISA-D framework is an extension of the PISA framework,
which attempts to assess whether students “can extrapolate from what they
have learned and apply their knowledge in new situations” on three content
domains: reading, mathematics, and science (OECD 2019c, chap. 1, p. 2).
From the seven participating countries that assessed their in-school popula-
tions, a total sample of 34,605 students were given the paper-based assessment.
In addition to the cognitive portion of the assessment, context questionnaires
were administered that focus on student’s home, family, and school back-
ground; school organization and education provisions in school; and teaching
practices. Each student was allotted 2 hours to complete the assessment and an
additional 35 minutes for the background questionnaire (OECD 2019c).

According to the OECD (2019c, chap. 2, p. 1), the cognitive assessment
included:

• A compulsory assessment of reading, mathematics, and science, with
equal weights for each of the three domains (i.e., no major/minor do-
main distinction as is made in PISA).

• Paper-based cognitive instruments linked to PISA. This meant that a
majority of items were selected from previous cycles of PISA but com-
plemented with existingmaterials from surveys including PISA for Schools,
the Programme for the International Assessment of Adult Competencies
(PIAAC), the World Bank’s Skills Toward Employability and Productivity
(STEP) assessment, and the Literacy Assessment andMonitoring Program
(LAMP).

• No new cognitive items.
• Items that were reviewed and selected to meet the measurement goals of
PISA-D.

Notable from this list is the absence of new items and that theOECD choose to
take most items from previous rounds of PISA—an assessment deemed too
difficult for these populations. Specifically, the OECD (2019c) explains that
PISA 2015 trend items were the primary source of PISA-D items ranging across
the proficiency continuum. Using trend items enabled PISA-D results to be
placed on the main PISA scale. To ensure that the test made some attempt to
focus on lower performers, approximately 60 percent of all items selected
represented the PISA proficiency level 2 or below (6 being the highest).

Similar to PISA, PISA-D incorporated a rotated booklet design with mul-
tiple matrix sampling where every student was only administered a portion of
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the test. This design necessitates that special methods are used to estimate
achievement, commonly referred to as plausible value methods (vonDavier et al.
2009). Essentially, these methods produce multiple achievement values for
each student that are a random draw from a model-based distribution of
achievement. Although this reduces individual testing burden, a limitation, as
in main PISA, is that because of sampling and the assessment design, school
and student level interpretation of the results are prohibited. Themain survey
was broken down into 16 30-minute clusters (four for each domain) where 50–
60 percent of each cluster included trend items from PISA 2015 and 40–
50 percent were items from other assessments. As can be seen in table 1, the
16 clusters were separated into 12 booklets that included clusters represent-
ing two domains.

For PISA-D Strand A (the focus of this article), the target population was
15-year-olds attending educational institutions in grade 7 or higher, excluding
those schooled at home, in the workplace, or out of the country. As shown in
table 2, in both Cambodia and Honduras, less than half of the 15-year-olds
were considered enrolled in an educational institution.

The study employed a two-stage stratified sampling design, with the first-
stage including individual schools with PISA-D eligible students and the sec-
ond stage including eligible students within the sampled school. Full sampling
details are available in the technical documentation (OECD 2019c). Similar
to PISA, PISA-D reports a coverage index, which is the proportion of the
national population of 15-year-olds covered by the student sample. The pro-
portion is “obtained by dividing the number of students represented by the
PISA-D sample . . . by the total number of 15-year-olds estimated from de-
mographic projections” (MoEYS 2018, 17). As shown in table 2, Cambodia’s
and Senegal’s coverage index were 28 percent and 29 percent, respectively,

TABLE 1
PISA-D MAIN ASSESSMENT DESIGN

Booklet

Cluster

RC 1 2 RC 3 4

1 RC1 R1 R2 S1 S2
2 S2 S3 RC2 R2 R3
3 RC3 R3 R4 S3 S4
4 S4 S1 RC4 R4 R1
5 S1 S2 M1 M2
6 M2 M3 S2 S3
7 S3 S4 M3 M4
8 M4 M1 S4 S1
9 M1 M2 RC1 R1 R2
10 RC2 R2 R3 M2 M3
11 M3 M4 RC3 R3 R4
12 RC4 R4 R1 M4 M1

SOURCE.—OECD 2019b, chap. 2, p. 5.
NOTE.—R1–R4 are reading literacy clusters; RC1–RC4 are reading components clusters;

M1–M4 are mathematical literacy clusters; S1–S4 are scientific literacy clusters.
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compared to a PISA-D average of 43 percent and a PISA 2015 OECD average
of 89 percent (OECD 2019c, 207). In other words, although the OECD claims
to have met its sampling goals, PISA-D represents less than half of 15-year-olds
in all but one participating county. In light of these differences in popula-
tion representation, caution is urged when drawing inferences from PISA-D
results, particularly when comparing these countries to main PISA partici-
pants. We now turn to how well PISA-D measured the sampled students.

A Look at Test-Examinee Match in PISA-D

Following a similar approach to Rutkowski et al. (2019) we examine the
degree to which PISA-D is well matched to participating populations using
a visual means to relate examinees to items, referred to as a construct map
(Wilson 2004). A construct map shows the distribution of examinee proficiency
against the item location on the same continuum. To develop these maps, we
rely on a principle in item response theory (IRT) that allows us to place test
items and examinees on the same scale (Embretson and Reise 2000). This
offers the possibility of comparing individuals to one another, items with one
another, and comparing individuals with items. For our construct maps, we
use the PISA scale (historical achievementmean of 500 and standarddeviation
of 100). An item’s location—in educational measurement terms—is the point
along the achievement continuum where an examinee that is at the same
location has some probability of a correct answer. In line with the OECD’s
approach, we use a correct response probability of .62, or RP62. Items that are
higher on the PISA scale are more difficult than items that are lower on the
scale. For example, an item that is located at the OECD average (500) is more
difficult than an item that is located at 480 and less difficult than an item that is
located at 520. In a similar vein, examinees that are located at 500 are said to be
more proficient than examinees at 480 and less proficient than examinees at
520 on the scale. To plot the proficiency distribution for each country, we use
the first plausible value. Such a representation gives a clear picture of the
degree to which a group of examinees are matched to a test. These graphical

TABLE 2
PISA-D COUNTRIES SAMPLING FRAME

All 15-Year-Olds Enrolled 15-Year-Olds Coverage Index GDP per Capita (USD)

Cambodia 370,856 166,144 0.28 1,510
Ecuador 352,702 300,364 0.61 6,345
Guatemala 387,167 199,582 0.47 4,549
Honduras 193,268 93,767 0.41 2,500
Paraguaya 135,869 100,542 0.56 5,821
Senegal 337,636 257,384 0.29 1,522
Zambia 361,058 193,637 0.36 1,540

SOURCE.—OECD 2019b.
NOTE.—GDP p gross domestic product.
aCoverage index may be significantly underestimated in Paraguay.
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representations give an overall picture of the alignment between a group of
examinees and the test. A test that is well matched to the examinees is one
where the items are located at or around substantial portions of the profi-
ciency distribution. Gaps in item locations indicate that the construct is not
well measured for those areas of the proficiency continuum.

We can also think about these results in terms of the probability of a
correct response for respondents to items of average difficulty. To do so, we
select a typical math item (with a difficulty at about 500, the historic mean).
The item that most matches this description is a multiple choice item,1 taken
from PISA for Schools. This item deals with the content domain uncertainty
and data and requires students to formulate a response. Then, we select hy-
pothetical students from various points along the proficiency continuum, to
include a typical student (at the country’s average), a high achieving student
(one standard deviation above the country mean), and a low achieving stu-
dent (one standard deviation below the countrymean). Although these values
are somewhat arbitrary, they provide insights into the degree to which students
from various points along the proficiency continuum can reasonably be ex-
pected to engage with the test.We use the standard IRT equation that relates a
person and an item to the probability of a correct response, given as:

P(xj p 1jvi , aj , bj) p 1
11 eaj (vi2bj)

, ð1Þ

where vi is the proficiency level for examinee i. The parameters aj and bj are
characteristics of item j. In particular, aj indicates the degree to which item j
can discriminate among students with different proficiency. Higher values
indicate that the item discriminates well. And bj is the item difficulty, which
locates item j along the proficiency continuum and can be interpreted as the
proficiency value that corresponds to a 50 percent chance of a correct answer.
Higher values indicate a more difficult item, lower values indicate an easier
item. Our selected item has aj p 1:002 and bj p 2:378. A comprehensive
description of these parameters and their interpretations are well outside the
scope of this article; however, interested readers are encouraged to consult
Hambleton and Swaminathan (1985) or Embretson and Reise (2000) for
accessible introductions to IRT. Suffice to say, however, that this item is rel-
atively easy and moderately discriminating.

We start by presenting an overall picture of proficiency distributions for all
seven PISA-D countries set against the item locations for each content do-
main, located in figure 1A–C. In these plots, we can see that, for all but the
highest-performing PISA-D countries, there is little overlap between the
country’s achievement distribution and the item locations. Next, we present

1 In the documentation, this item can be located by its ID, PM5104Q01.
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the construct maps, country by country, for mathematics (fig. 2A–G). For the
country-by-country construct maps, the x-axis in each plot represents the PISA
scale. From the top to the bottom panels within each figure, the y-axes rep-
resent (a) a sample-weighted density plot for the first plausible value along
with basic descriptive statistics, and (b) the items, numbered and ordered
along the x-axis from easiest to most difficult. Vertical dashed lines are the
demarcation points for proficiency levels from 1c to 6. Proficiency levels are
developed to better contextualize scores. Historically, PISA included 6 pro-
ficiency levels with 1 being the lowest and 6 being the highest. However, over
time proficiency level 1 was expanded and now includes levels 1a, 1b, and 1c.
As such, in math a score of 233.17 to less than or equal to 295.47 falls within
PISA’s lowest proficiency level, suggesting that students at this level can typ-
ically “respond to questions involving easy to understand contexts where all
relevant information is clearly given in a simple, familiar format (e.g., a small
table or picture) and defined in a very short, syntactically simple text. They are

FIG. 1.—Relative frequency and item location for PISA-D participating countries
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able to follow a clear instruction describing a single step or operation” (OECD
2019c, chap. 15, p. 20). The item locations indicate the point along the PISA
scale where examinees aremeasured. For instance, we can see that examinees
meeting benchmark 1c are measured by just two items. And examinees that
meet benchmark 2 are measured by the most items. We highlight important
aspects of each plot subsequently. The plots for reading and science, which
tell a story consistent with the results for math, were created but not included
in the current article due to space constraints.

All math results are located in figure 2, in which each country is repre-
sented by a panel. The results for Ecuador, which was the top PISA-D country
in math, are located in figure 2A. Notably here and throughout, the mean for
just the first plausible value—also reported in the plot—will be slightly dif-
ferent from the overall mean because of small variations across these random
draws. The mathematics mean in Ecuador is 377—more than a full standard
deviation below the historic PISA mean of 500. We can see that items mea-
suring proficiency in Ecuador match substantial portions of the distribution.
Nevertheless, even in this relatively high-performing country, two or fewer
items measure examinees that fall one standard deviation or more below the
mean (377 – 77 p 300). This translates to a full 16 percent of examinees,
using the usual assumption that 68 percent of normally distributed obser-
vations are within one standard deviation of the mean.

In Honduras and Guatemala, in figure 2B–C, the math mean is 343 and
334 points, respectively. Based on the item locations, students below the
means in either country are measured by just six items. Unfortunately, the
situation deteriorates with performance. Looking at the lowest-performing
country, Zambia (fig. 2G), which has a math achievement mean of 258,
students around the mean are measured by a single item. This suggests that
students below the average level of achievement in Zambia are measured by
no items at all.

Next, we present the results for the probability of a correct response from
hypothetical representative students to a typical math item in each country,
which are located in table 3. In this case, typical refers to the item, described
above, that has a response probability close to the historic mean of 500. Here,
we can see that the probability of a correct response for an average student to
our typical item ranges between .11 in Zambia to .30 in Ecuador. Given that
this item is multiple choice with four response options, in all countries except
Ecuador, the probability of a correct response is lower than if the student just
guessed. For higher-performing students (those that are one standard deviation
above their country mean), probabilities range from .21 in Zambia to .48 in
Ecuador. For low performers, probabilities range from .06 in Zambia to .17
in Ecuador. Again, these probabilities are worse than chance. Taken together,
we can see that average students within a particular country have low proba-
bilities of a correct response. And among the lower-performing students, there
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is very little chance of a correct response to an item of average difficulty. These
results show substantial mismatch between the population of examinees in
PISA-D and the test intended to measure them. Many students are unmeasured
by the test and, in most countries, a student that is average in their country will
have little chance of correctly answering a typical PISA-D item.

Assessing Measurement Equivalence in PISA-D

The models used to estimate achievement in PISA-D (and all other inter-
national assessments) rely on an assumption that the parameters that char-
acterize items (as in eq. 1) are equivalent across the populations of interest.
This idea is best demonstrated visually. In figure 3, we illustrate the item

FIG. 2.—Construct maps for mathematics. A color version of this figure is available online.
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response function (IRF) that results from applying equation 1 to the typical PISA-D
item, used in the previous section. This is the black curve. Infigure 3, the x-axis
represents the PISA-D proficiency continuum and the y-axis represents the
probability of a correct answer. Proceeding from left to right across the x-axis,
we can choose values of proficiency that correspond to probabilities of a
correct answer. An especially important point along the x-axis corresponds to
the difficulty parameter, or bj, as in equation 1. This corresponds to the lo-
cation along the proficiency continuum where the probability of a correct
answer is .50. Our typical item’s difficulty, on the PISA-D scale, is 462.2, or
below the historic mean of 500. As noted, we assume that this IRF holds for
each population that is administered this item. When this assumption holds,

FIG. 2 (continued)
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the item is said to bemeasurement equivalent. In other words, for two examinees
that have the same level of proficiency, the probability of a correct answer is
the same.

In contrast, an item is said to suffer from differential item functioning
(DIF), if for two examinees of identical proficiency, the probability of a cor-
rect answer is not the same. A visual representation of this is the dashed curve
in figure 3. For some population (population A), the black curve for our item

FIG. 3.—Graphical representation of an item with differential item functioning (DIF)

TABLE 3
PROBABILITY OF CORRECT RESPONSE FOR A TYPICAL MATH ITEM

Probability of Correct Response for a Student That Is:

Country Mean SD
Below
Average Average

Above
Average

Cambodia 325 75 .107 .202 .349
Ecuador 377 76 .166 .299 .477
Guatemala 334 69 .122 .217 .356
Honduras 343 77 .123 .232 .396
Paraguay 326 68 .114 .203 .336
Senegal 304 81 .083 .170 .316
Zambia 258 72 .059 .114 .210
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holds; however, for another population (population B), the dashed curve holds
for the same item. For two examinees of equivalent proficiency—say, exactly
at the difficulty of this item, 462.2—but that belong to the two different
populations, we can see that the probabilities of a correct answer are drasti-
cally different. In population A, the probability of a correct answer is .50; how-
ever, in population B, the probability is .32. Importantly, these two examinees
are equally proficient. Intuitively, if an item seems harder (or easier) than it is
for a group of examinees, we would wrongly infer that those examinees do not
(or do) know the content associatedwith that item.A consequence is that their
score on that item would be lower (higher) than it should be. If DIF is limited
to a single item, its impact is limited. When DIF exists for many items, it can
have a substantial biasing effect on achievement estimates. As such, it is im-
portant to detect DIF in policy-relevant populations. To that end, a number of
DIF detection methods exist in the literature.2 In the case of PISA, the root
mean squared deviation (RMSD) (OECD 2017b, 151; Oliveri and von Davier
2011) is used to detect DIF. Setting aside the technical details, the RMSD
quantifies the distance between the black and dashed curves in figure 3 for a
given country. If the distance exceeds a threshold, then the item is flagged as
having DIF. Items with DIF are subjected to a set of standardized procedures
defined by the OECD and agreed upon by a panel of experts. These proce-
dures include eliminating the item or allowing the item to have its own pa-
rameter. This essentially allows the country in question to use the dashed curve
rather than the black curve.

Recent research has uncovered substantial problems with the sensitivity
of theRMSD todetect itemswith positiveDIF (an item is harder for the country
in question) in low-performing countries (Tijmstra et al. 2019). Again, a visual
representation, located in figure 4, is useful to understand why this is the case.
When a country is very low performing, as is the case with many PISA-D coun-
tries, their empirical IRF—the curve generated by their data—can be similar to
the dashed curve in figure 4. Importantly, the curve does not span the entire
continuum. Rather, the empirical IRF only covers a small (and lower) portion
of the achievement continuum. Because only a small portion of the curve is
observed, the RMSDmeasure only detects a slight departure in the shape of the
two curves. This is because the RMSD only measures the distance where both
curves exist. At the extreme, it can be shown that an item that is infinitely more
difficult for a low-performing country than the overall item difficulty would
never be detected by the measure. This fact explains why there are far more
DIF items on PISA 2015 inmiddle-performing countries like theUnited States
than in the lowest-performing country, the Dominican Republic (Tijmstra
et al. 2019). The properties of the RMSD indicate that far more items should
be identified as having DIF in lower-performing countries than actually are.

2 See Holland and Thayer (1988); Swaminathan and Rogers (1990); Glas and Jehangir (2014);
Svetina and Rutkowski (2014).
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Moreover, given that, in low-performing countries, the items will usually have
DIF such that the item is more difficult than assumed, this will have an overall
penalizing effect on achievement estimates.

Discussion

To appropriately measure students’ proficiency, it is imperative that the
assessment instrument is tailored to measure the population of interest. In
fact, a clear goal of PISA-D was tomake the assessment more accessible to low-
and middle-performing countries when compared to PISA. However, what
our analysis clearly shows is that in many countries PISA-D did not meet the
mark. To be clear, for large segments of assessed populations, few or no items
measure these students. Even for typical (average achieving) students, the
probability of a correct response for an average item is low. This leads us to an
important conclusion, first our analysis provides clear and indisputable evi-
dence that currently PISA-D is too difficult for many participating countries.
The questions on PISA-D do not align with the proficiency of countries that

FIG. 4.—Graphical representation of root mean squared deviation insensitivity. DIF p differential
item functioning.
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participated in the assessment. Furthermore, any inferences or interpreta-
tions based on PISA-D results are limited, given the validity issues raised by our
analysis. It is apparent that the framework is also not well matched to this
group of participants because it is simply an expansion of the PISA framework.

Although PISA-D, as an independent study, was a one-off occurrence, the
PISA-D instruments will continue as an option for newcomers to PISA in 2021
(OECD 2019b). This makes our findings especially relevant, given that these
instruments will be used to measure the batch of new countries, many of
whomwill be PISA-D veterans or other low-performing countries. In addition,
the PISA framework will be expanded, based on the PISA-D framework.
Considering ourfindings, we would argue that this effort risks falling short. To
that end, we recommend that the PISA 2021 framework should be further
developed and expanded to account for the unique context of low- and
middle-income countries if it is to accommodate all participants. Also, much
work should be done to understand what a framework should look like if
PISA is to measure countries like Cambodia and Norway with the same as-
sessment. This updated framework would have to include a vast expansion of
proficiency in all subjects. Of course, with advances in testing technologies
this is not unthinkable.

The OECD should do more to develop a well-targeted assessment with
links to PISA if it intends to assess proficiency in low-performing systems. In
practice, this might involve an altogether different class of items that are
suited for participants from economically developing countries that can be
linked through a subset of items to the PISA scale. In addition, theOECDwould
have to pay particular attention to ensure that the introduction of easier items
is still in line with the existing framework. As noted, in the current PISA-D, the
linking items were PISA trend items, which were much too difficult. Moving
forward, themain PISA assessment should introducemore easy trend items so
that PISA-D could use those to link the study in later cycles. Although the
OECD plans to develop items to enhance measurement at the low end of the
continuum for 2021, this innovation is only planned for the computer-based
version of PISA (OECD2019a). Unfortunately, many, if not all, former PISA-D
countries are expected to participate in the paper-and-pencil platform,
meaning that these countries will not be able to take advantage of specially
designed items. In addition, the OECD also needs to focus on better tools for
detecting when countries are not being equivalently measured. We have
shown that the current tools to ensure proper measurement do not work well
for low performers.

Although we point to a number of areas in need of attention on the
achievement side of PISA-D, we recognize the OECD for their attention to
improving the background questionnaires, which take careful account of the
unique and complex context of low- and middle-income countries and stu-
dents’ living and learning situations. The expanded student questionnaire
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included detailed questions around reasons for extended absences (e.g.,
absent teacher, pregnancy, need to work, etc.); reasons for being unable to
attain educational goals (e.g., could not pay, discrimination, unsupportive
family, school is too violent); and an enhanced measure of socioeconomic
status, which touched on living situations typically not encountered in eco-
nomically developed countries. These topics included poverty measures such
as home floor composition (dirt, wood, tile, stone, or cement), where they get
drinking water (from a personal or shared well, a river, a tanker, piped to
home, etc.), whether their parents can read and write, whether the family has
a flush toilet, and whether any toilet is shared among people that are not
family members. Although improvements to PISA-D background question-
naires are likely warranted, the OECD’s limited efforts directed at developing
assessment questions stands in contrast to their focus on the background
questionnaires. Among other, already stated, reasons, poor measurement on
the proficiency side challenges valid interpretations regarding achievement
differences for these groups. In other words, the test-examinee mismatch in
PISA-D makes it hard to determine whether achievement differs for students
from, for example, poor- versus well-resourced homes, regardless of the care
with which the background questionnaire was developed.

Then, who has responsibility in such a situation? First, we contend that the
OECD needs to be more upfront when assessing low-performing countries.
The organization needs to be clear that the test is most likely too difficult for
some countries and in those countries the assessment does not provide much
information about what the students know and can do. In addition, theOECD
needs to be clear that they aremeasuring a specific type of proficiency and not
a universal proficiency. PISA, recall, is a test developed for and by OECD
member countries. As a reminder, PISA-D is designed to measure students on
the PISA scale. That said, the OECD provides extensive frameworks explain-
ing what they intend to measure for both PISA and PISA-D. In addition, the
OECD releases all its assessment data, allowing researchers to dig into such
issues. In other words, in this regard, the organization practices a level of trans-
parency not seen in all testing situations.

Our findings have clear policy and research implications. First, consid-
ering the item-ability mismatch, PISA-D countries are not ready to participate
in main PISA. In fact, participation in PISA would most likely exacerbate the
problems outlined in this article and result in even fewer students from PISA-D
countries being appropriately measured. Further, our study provides clear
evidence that if the OECD is truly concerned with developing a more ap-
propriate assessment for low-performing countries the organization will have
to include more questions at the lower end of the proficiency continuum.
One obstacle to such a design is that item creation is expensive and such a
process would certainly add to the cost of PISA-D. Finally, given the gross item
to proficiency mismatch, any research or policy recommendations resulting
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from PISA-D should be approached with caution. When the data are used
authors need to discuss the measurement limitations and the clear threats to
valid interpretation of results.
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