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Abstract

Compressed sensing has roused great interest in research and many industries
over the last few decades. This is because we can recover signals from vastly
undersampled measurements, under certain assumptions: sparsity, incoherence
and uniform random subsampling.

However, recent research has shown that the traditional theory yields poor
recovery results in many practical cases. This has lead to the development of a
new compressed sensing theory, based on local structure in the signals. The
new theory defines asymptotic sparsity, asymptotic incoherence and multilevel
random subsampling. With these new principles, we see much better recovery
results.

In order to apply CS in practice, we need to be able to solve the main
optimization problem basis pursuit efficiently for large data sets. The spectral
projected gradient ¢; (SPGL1) algorithm serves this purpose. It restates the
optimization problem as a root finding problem of a single-variable non-linear
equation, and utilizes an inexact Newton method to find this root.

The purpose of this text is to give an introduction to the field of compressed
sensing, provide the mathematical motivation for the SPGL1 algorithm and
highlight some recent advances in compressed sensing.
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CHAPTER 1

Introduction

Compressed sensing (CS) is motivated by the observation that many natural
signals are compressible. For example, if we perform an appropriate change
of basis on a natural image, only a small percentage of the coefficients are
non-zero and necessary to encode the image. We say that the image is sparse
in the new basis. We can discard the coefficients that are zero and be left
with a compressed image that to the human eye looks identical to the original.
However, we are wasting time and resources collecting samples that are to be
discarded.

With CS, we wish to collect only the samples that will contain interesting
information. Then from these samples, we can recover the original signal. This
corresponds to solving the linear system of equations

Ax =y

where x € RV is the signal, A € R™*¥ is a matrix describing how the
measurements are sampled and y € R™ is the subsampled measurements.
Because we are subsampling, m < N and the system is underdetermined. This
means that there are infinitely many solutions x. We seek to find the sparsest
x that fits the measurements. One can show that this boils down to solving the
convex optimization problem basis pursuit (BP)

minimize ||z[; subject to [|Az — y]|2 = 0. (1.1)
zERN

We know from traditional signal processing that there is a lower bound on
how many samples are necessary to recover the signal. The Shannon-Nyquist
sampling theorem tells us that to reconstruct a signal with highest frequency w,
we only need a sampling rate higher than 2w. Unfortunately, for high frequency
signals, this number can still be very large. Making a few additional reasonable
assumptions on the signal, the CS theory provides a much smaller estimate
on the number of samples required to recover the signal exactly. If we have
an incoherent measurement matrix A and we sample uniformly at random, all
vectors x with at most s non-zero coefficients can be recovered from y = Ax
provided

m > CsulL,

where C' > 0 is a universal constant, p is the coherence of the matrix and L is
a log-factor.

For CS to work in practice, we need to be able to solve the optimization
problem efficiently for large data sets. Several algorithms exist for solving
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this problem, however most of these require that the measurement matrix be
stored explicitly. This is intractable for large data sets due to the limitations
on computer memory. The spectral projected gradient ¢; (SPGL1) algorithm
[9] allows the matrix to be an operator, thereby handling the memory issue.
This algorithm solves BP and two other related problems for large data sets.
It relates the optimization problems to finding the root of a single-variable
non-linear equation. The root finding is done by applying an inexact Newton
method.

Standard CS yields poor reconstruction results in most practical setups.
FEmpirical observations suggest that there is an asymptotic structure in the
sparsity of a signal and the coherence of the measurement matrix, and that this
structure plays an important role in the recovery of the signal. Therefore, the
global notions of sparsity, coherence and sampling in the standard CS theory
do not suffice. Instead, new local versions of these principles can be defined to
improve recovery results and better describe how CS works in practice. The
new principles are asymptotic sparsity, asymptotic incoherence and multilevel
random sampling.

This thesis is an exposition of the literature in the field of compressed sensing.
We will state and prove some of the important results from the classical CS
theory, provide mathematical details for the SPGL1 algorithm, and present and
discuss the new local CS theory.

Convention

The two main references in this thesis are for the CS theory and for the
SPGL1 algorithm. For most of the thesis, we will follow the notation established

in . However, in [Chapter 5| we will follow the notation in , for example

using b € R™ for the measured data instead of y € R™, so as to better align
with the source code for the SPGL1 algorithm.

We will be working with the application of recovering images with Hadamard
sampling. In this case, our signal x has real coeflicients, and therefore all the
theory is stated for the case x € RY. We note, however, that most of the results
also hold in the case where x € CV. Proofs for the complex case can be seen in
the literature.

Outline

The rest of the thesis is organized in the following manner:

reviews the most important results from the standard compressed
sensing theory.

gives a brief introduction to wavelets and the Hadamard transform
and examines the coherence between them.

provides thorough mathematical motivation for the SPGL1 al-
gorithm and outlines some parts of the algorithm.

demonstrates the flaws in the traditional CS theory through
numerical experiments and states new theory to support how CS works
in practice.



summarizes the thesis.
features some extra derivations.



CHAPTER 2

Traditional Compressed Sensing

In this chapter we introduce the traditional compressed sensing problem,
establish some important results and discuss some concerns in the theory.

2.1 Notation

Throughout most of this thesis we use the following notation. We use the
notation [N] to mean the set {1,2,..., N} and card(S) to mean the cardinality
of the set S. We use S to denote the complement of the set S, i.e., the set
[N]\S. We write A < B to mean there exists a universal constant C' > 0 such
that A < CB, and similarly for A > B.

For a vector v € RY and a set S C [N], we use the notation vg to mean
either the vector in R which is the restriction of v to the indices in S, or the
vector in RY which coincides with v on the indices in S and is extended to zero
outside S.

For subsampling, we use the notation (2 for a subset of [N] with card(Q2) = m.
We use Pq for the projection matrix in R™*¥ that selects which of the m rows
to sample.

2.2 Sparse Solutions to Underdetermined Systems

The key assumption in order for compressed sensing to work is that the vectors
we wish to recover are sparse. In this section we define the notions of sparsity
and compressibility and set up the compressed sensing problem.

Definition 2.2.1. Definition 2.1] The support of a vector x € RY is the set
of indices for which x has non-zero entries,

supp(x) == {j € [N] : a; # O},

A vector x € RY is called s-sparse if it has at most s non-zero entries, or
that
|x]|p :== card(supp(x)) < s.

It is standard to use the norm notation ||x||p to mean the number of non-zero
entries in the vector x. However, it is important to note that ||x|/o is not a
norm nor a quasinorm. This use of the notation comes from the observation



2.2. Sparse Solutions to Underdetermined Systems

that the limit of the £,-norm of x when p — 0 is the number of non-zero entries
in x, i.e.,

N N

lig ]2 = T 3 [P = 3 1gs, 0y = card({j € [V] s 5 # 0),
J=1 7=1

where 17, 20y is 1 when z; # 0 and 0 when x; = 0.

In practice, it is unrealistic to assume that a vector is exactly sparse.
Instead, we consider vectors that are nearly sparse, or compressible. A vector x
is compressible if its distance to an s-sparse vector decays quickly in s. This
distance is measured by the vector’s £,-error of best s-term approximation.

Definition 2.2.2. Definition 2.2] For p > 0, the {,-error of best s-term
approzimation to a vector x € RY is defined by

0s(x), = inf{|x —z|,: z € RY is s-sparse}.

The Main Optimization Problem

We are working with the equation Ax =y, where x € R" is the sparse signal,
A € R™*N with m < N describes the measurement process, and y € R™ is the
measured data. Our goal is to solve this equation for x. Since m < N, this
system is underdetermined, which means there are infinitely many solutions
x. We are interested in finding the sparsest x that satisfies this equation, i.e.,
solving

minimize ||z]|p subject to Az =y. (Po)

zERN

Unfornutately, is non-convex and NP-hard in general, see Theorem
2.17 in [18]. However, because ||z||¢ tends to [|z]o as ¢ > 0 tends to 0, we can
instead consider the following optimization problem:

minimize ||z subject to Az =1y. P,
nimize 2], subj y (Py)

For most values of ¢ we are not able to solve efficiently, or the solution
does not coincide with the solution to We will see that the only appropriate
value is ¢ = 1. First, we show that for ¢ > 1 even 1-sparse vectors are not
solutions.

Proof. We let ¢ > 1 and let A € R™*N with m < N. We assume for
contradiction that all 1-sparse vectors are minimizers of This implies that
all standard basis vectors e; are minimizers of since they are 1-sparse. We
note that since m < N, the kernel of A is non-trivial, because the columns of A
are linearly dependent. Thus, there exists a vector v # 0 such that Av = 0. We
choose an index j such that v; # 0. Then, for any ¢ we can define the function

g(t) = llej + tv[| T = |1+ tv; |7+ Y [twg]? = |1+ tuy|7 + [¢[9 D |vr]?.
k#j k#j
We consider two new functions:

g1 (1) = (L+t0,) + 19 g%,
y

g-(t) = (L+tv;)7 + (=0)7 ) _Jul”.

ey



2.3. Null Space Properties

Suppose that [t| < 1/v;. Then we have (1 4+ tv;) > 0 and consequently
|1 +tv;j| =1+tv;. Then, for t > 0, g(¢) corresponds to g4 (t) because |t| = t.
For ¢t < 0, g(t) corresponds to g_(t) because |t| = —t.

We compute the derivatives with respect to t:

g (t) = qui(1+tv;) T 4 gt Z|’Uk|q7
k#j
gL (1) = quy(1 -+ t0)7" = g(=) 1w
oy

For ¢ > 1, we have (¢ — 1) > 0, and thus taking the limit as ¢ tends to 0 yields
. ’ _ . qg—1 _ .
Jm g7 (8) = qu;(1)777 = quy,

lim g’ (t) = qu;(1)7" = qu;.
t—0—

By this, we have that the derivative of g(0) = quv;. Since ¢ > 1 and v; # 0, the
derivative of ¢g(t) at ¢ = 0 is non-zero. But then g¢(¢) cannot have a minimum
at t = 0. Since ||e;||, corresponds to ||e; + tv||¢ when ¢ = 0, the 1-sparse vector
e; cannot be a minimizer of since ||e;||, is not a minimum. [ |

For the values 0 < ¢ < 1, it can be shown that the problem is non-
convex and also NP-hard in general. Therefore, the critical value is ¢ = 1. For
q = 1, we get the convex optimization problem referred to as ¢;-minimization
or basis pursuit (BP),

minimize ||z|]|; subject to Az =y. (BP)
zeRN

The next few sections will discuss conditions that ensure that [(BP)|solves

(Fo)

2.3 Null Space Properties

We now look into conditions on the matrix A that guarantee exact reconstruction
of sparse vectors or approximate reconstruction of compressible vectors.

The Null Space Property

A necessary and sufficient condition for exact recovery of sparse vectors via
basis pursuit is the null space property (NSP).

Definition 2.3.1. Definition 4.1] A matrix A € R™*¥ is said to satisfy the
null space property relative to a set S C [N] if

[vslli < |lvglli forall v e&kerA\{0}. (2.1)

If a matrix satisfies the null space property relative to any set S C [N] with
card(S) < s, it is said to satisfy the null space property of order s.

There are two useful reformulations of the NSP. The first is obtained by
adding ||vgl||1 to both sides of the inequality:

Vsl + llvslly < llvslls +lvslh
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2llvslls < vl (2.2)

The second is obtained by choosing S as an index set of s largest absolute
entries of v and adding ||vg][1 to both sides:

Vsl + llvglh <llvgll + vl
Vil <2[vglh
HVHI < QUS(V)l, (23)

where we have used that |[vg|l1 = 04(v)1. To see this, recall that o4(v); =
inf),,<s|[v — z[[1. Since vs contains the s largest absolute entries of v, we
have [[vg|lo < s, and ||vg|1 = [|[v — vg]1 satisfies the infimum.

The following theorem states that the NSP is a necessary and sufficient
condition for exact recovery.

Theorem 2.3.2. [@ Theorem 4.4] Given a matriz A € R™*N | every vector
x € RY supported on a set S is the unique solution of with y = Ax if and
only if A satisfies the null space property relative to S.

Proof. Let S be a fixed index set and assume that every vector x € RY
supported on S is the unique minimizer of ||z||; subject to Az = Ax. Thus, for
any vector v € ker A\ {0}, the vector vg is the unique minimizer of ||z||; subject
to Az = Avg. That is, ||vs|1 < ||z]|1 for any z € RY such that Az = Avg.
Since v = vg + vg and v € ker A\ {0}, we have

A(VS + V§) = O

Avs + Avg =0
Avg = —Avg
Avg = A(—v3g).

Since v # 0, we must have vg # —vg. Then vg is a unique minimizer of
Avg = A(—vg), i.e., |[vs|1 < ||[vg|l and the null space property relative to S' is
satisfied.

Conversely, we assume that the null space property relative to S holds. Let
x € RY be supported on S and let z € RY be such that z # x and Az = Ax.
We consider the vector v := x —z € ker A \ {0}. Since x is supported on S,
we have vg = X5 — 25 = X — 25 and vg = Xg — Zzg = —2zg. Then, using the
triangle inequality and the condition for the NSP, we obtain

Ix[lr < lIlx = zslls + llzslls = Vsl + llzs ]
<Ilvgly +llzslh = [I=2gll + llzslls = llz[l-

We have shown that ||x||; < ||z]1, i-e., x is the unique minimizer of ||z||; subject
to Az = Ax. |

Note that if x does not need to be unique, then |[vs|l; < [[vgll: is a necessary
and sufficient condition for exact recovery.
If we let S vary, we obtain the following theorem as a consequence of

Mheorem 2.3.21



2.3. Null Space Properties

Theorem 2.3.3. [@ Theorem 4.5] Given a matriz A € R™*N | every s-sparse
vector x € RY s the unique solution of with y = Ax if and only if A
satisfies the null space property of order s.

This theorem tells us that when the NSP of order s holds, the solution
to is the solution to the fp-minimization problem. Let us assume that
every s-sparse vector x is recovered via £1-minimization from y = Ax. Let z be
the solution to the fp-minimization problem with y = Ax. Then ||z||o < [|x]/o.
Since x is s-sparse, then so is z. But since every s-sparse vector is the unique

¢;-minimizer by [Theorem 2.3.3] it follows that x = z.

The Stable Null Space Property

The null space property we have discussed so far assumes the vectors are
perfectly sparse. However, this is rarely the case. More often, the vectors are
only close to sparse vectors. If we strengthen the null space property, we have
that basis pursuit is stable with respect to sparsity defect, i.e., we can recover
the vector with an error that is controlled by its distance to s-sparse vectors.

Definition 2.3.4. Definition 4.11] A matrix A € R™*V is said to satisfy
the stable null space property (SNSP) with constant 0 < p < 1 relative to a set
S C [N]if

[vslli < pllvglls for all v € ker A. (2.4)

We say that A satisfies the stable null space property of order s if it satisfies the
stable null space property with constant 0 < p < 1 relative to any set S C [N]
with card(S) < s.

It is pretty straight forward to show that the NSP implies the SNSP using
the formulation see page 85 in .

The main stability result is found in the following theorem, but will be
improved upon in the stronger

Theorem 2.3.5. @ Theorem 4.12] Suppose that a matriz A € R™*N satisfies
the stable null space property of order s with constant 0 < p < 1. Then, for any
x € RN, a solution x# of with y = Ax approzimates the vector x with

£1-error

I = x#]s < F B . 25)

From this theorem we see that we can recover the vector with an error that
is controlled by its distance to an s-sparse vector. We recall that the distance
to an s-sparse vector is measured by the £, error of best s-term approximation
0s(X)p.

The following theorem improves the previous theorem, and says that the
distance between an s-sparse vector x € RY and a vector z € RV satisfying

Az = Ax is controlled by the difference between their norms if and only if the
SNSP holds.
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Theorem 2.3.6. [@ Theorem 4.14] The matriz A € R™*N satisfies the stable
null space property with constant 0 < p < 1 relative to S if and only if

1+p
lz =l = 7=zl = Iy + 2llx5l) (2.6)

for all vectors x,z € RN with Az = Ax.

In order to prove this theorem, we need the following lemma:

Lemma 2.3.7. [@ Lemma 4.15] Given a set S C [N] and vectors x,z € RV,
Ix = 2)glh < Izl = lIx[l + 1(x = 2) 5]l + 2][x5]-
Proof. First we note that
[l = [lxglls + lxsll < llxglh + [[(x = 2)sl1 + l[zs]]1,

and
[(x—2z)5l < lIxgl + [lzgl-

Taking the sum of these two inequalities yields
Ix[[1 + I(x — 2)gll1 < llxgl + l[(x = 2)sll + llzsll1 + (x5l + llzg]h
1(x = 2)5ll < llzllx = [Ix[l + [[(x = 2) 5]l + 2][xz]]1,

which is the desired inequality. |
Proof of [Theorem 2.3.6 First, we assume that the matrix A satisfies [(2.6)

for all vectors x,z € RY such that Az = Ax. Let v € ker A. Then, since
Avg = A(—vs), we can apply with x = —vg and z = vg.

1+p
Ivs = (=vs)lh = 7= (Ivsli = Ivsl +2ll(vs)sl)
1+p
Vil < 3= (llvslli = [lvs]l1)-

1—p

Rewriting [|v|[; as [[vs|l1 + [[vg]l1 and multiplying by (1 — p) on both sides of
the inequality yields

(1 =p)([vsly + lvgll) < @+ p)((lvsl = lIvsll)-

Rearranging the terms, we get

[vslls + [lvglls = pllvsly = plivgly < llvglli = llvslli + pllvglls = pllvsiiy
2|lvslh < 2p[vgla

[vslly < pllvgll,

which is the requirement for the SNSP.

Conversely, we assume that A satisfies the SNSP with constant 0 < p < 1
relative to S. For x,z € RY with Az = Ax, since v := z — x € ker A, the SNSP
yields

Vsl < pllvglh. (2.7)

9



2.3. Null Space Properties

[Cemmma 237 gives
I =25l = Ivglh < Izl — Ixlh + Ivslls + 2lxglh. (2:8)
If we substitute into we get
Vsl < llzllx = lIx[lx + pllvglls + 2[xzll1-
Rearranging the terms gives

Ivsll = plivsly < llzlly =[xl + 2[xgl:
(I =p)lvgll < llzll =[x/l + 2[lxgl):-

Since p < 1, we can divide by (1 — p) without flipping the inequality,
1
[vsl < E(”ZHI = lIx[l1 + 2[xgll1). (2.9)
Now, using |(2.7)| once more and [(2.9)] we derive the desired inequality:
Iz = x[ly = IVl = lIvslly + Vsl < lIvsll + pllvslh
= 1+ p)lvslh

(1+p)
=1-p

(Il = Tl + 2[xgll)-

The Robust Null Space Property

We know that having perfectly sparse vectors is rare. Similarly, it is not realistic
to measure a signal x € RY with infinite precision. This means that we will
have some error in our measurement vector y € R™. In this case, y is an
approximation of Ax with

[Ax -yl <7
for some 7 > 0 and for some norm ||-|| on RY. We now look to solve the convex
optimization problem
minimize ||z|l; subject to ||Ax —yl| <n. (P1,y)
zERN

By strengthening the null space property further, we can guarantee that the
basis pursuit algorithm for is robust with respect to measurement error.

Definition 2.3.8. 18, Definition 4.17] A matrix A € R™*¥ is said to satisfy
the robust null space property (RNSP) (with respect to ||-||) with constants
0 < p<1and 7> 0 relative to a set S € [N] if

vslli < pllvglli + T[|Av]| forall v e RM. (2.10)
The RNSP definition can vary slightly in the literature. For example, in

we have the factor p/y/s in front of ||vg||. However, this does not change the
property, as this factor is still between 0 and 1.

10



2.3. Null Space Properties

The RNSP implies the SNSP. To see this, we note that the condition for
RNSP is similar to the condition for SNSP, except for the addition of the penalty
term 7||Av]|. The penalty term is due to the vector v no longer being required
to be in the null space of A. If, however, we have v € ker A, then ||Av| =0
and the RNSP becomes the SNSP.

The following theorem is the main robustness result. It is analogous to
for stability, and states that under the RNSP, we can recover a
vector x with an error that is controlled by the distance from x to an s-sparse
vector.

Theorem 2.3.9. [@ p. 86] Suppose that a matriz A € R™*N satisfies the
robust null space property of order s with constants 0 < p < 1 and T > 0.
Then, for any x € RN, a solution x* of [(Py.,)| with y = Ax + e and |le| <n
approximates the vector x with £1-error
2(1+ 47
= x# s < B, 4

(1=p)

We leave out the proof for this theorem, and instead prove the following,

stronger theorem, which is analogous to The second part of the

proof in [18] is slightly incorrect. The proof in this text is an improved version
by the author and her supervisors.

Theorem 2.3.10. [@, Theorem 4.20] The matriv A € R™*N satisfies the
robust null space property with constants 0 < p <1 and T > 0 relative to S if
and only if

n. (2.11)

1+p 2T
Iz — x|l < E(IIZIM = IIxll + 2llxzll1) + EHA(Z —x)|| (2.12)

for all vectors x,z € RV

Proof. First, we assume that A satisfies for all vectors x,z € RY. Then,

by setting x = —vg and z = vg for v € RY, we get
1 2
2= = vl < 2 (vl ~ v i) + 7= 14v],

where the term 2||xg| vanishes. Similar to the proof of [Theorem 2.3.6] we can

rearrange these terms to get
(L =p)Ivsll + llvgl) < @+ p)([Ivglli = lIvsll) + 27| Av]]
Ivslly < pllvgll + 7llAv]l,
which is the condition for the RNSP with constants 0 < p < 1 and 7 > 0
relative to S.

Conversely, we will assume that A satisfies the RNSP with constant 0 < p < 1
and 7 > 0 relative to S. We let v = z — x for arbitrary vectors x,z € RY. We

combine the condition for the RNSP with and get

[vsl < pllvgll + 7] Av]]
< pllzlls = lIx[ls + sl + 2[lxgll) + 7]l Av].

11



2.3. Null Space Properties

We rearrange this inequality by moving the ||vg||i-terms to the left-hand side
and then dividing by (1 — p) on both sides, and get

1
[vslh < E(P(IIZIM = lIxllr + 2lxgll1) + 7l[Av]]). (2.13)

By first using the condition for the RNSP, then [Lemma 2.3.7} and then [(2.13)]

we get

Iz =x[[s = IVl = lvsli + Ivsla
< @+ p)|vsl + 7l Av]
< L+ )zl =[xl + Vsl + 2[xglh) + 7l Av]

1
+2[xzl1) + 7l Av]l.

1
<@+ p)(llzll — Il + fp(p(l\ZHl = lIxll + 2lxzll) + [ Av]])
To get the desired inequality, we distribute the factors in the inequality above

and combine like terms. Then, since (1 + p) + % = %, we get
1 1
= xlh < 2l =l + 2lcslh) + (T2 + 1)l
1+p 2T
= E(HZ\M = lIxllx + 2[xgll) + EHAVH-

We can improve the robustness result by replacing the fi-error estimate
with an /,-error estimate for p > 1. For this, we need the ¢,-robust null space
property, defined below.

Definition 2.3.11. Definition 4.21] Given ¢ > 1, the matrix A € R™*¥ is
said to satisfy the €4-robust null space property of order s (with respect to ||-||)
with constants 0 < p < 1 and 7 > 0 if, for any set S C [N] with card(S) < s,

Ivslly < 81—#/;;”‘@”1 + Tsl/pfl/qHAvH for all v e RYN.

The second main result establishes the robustness of the quadratically
constrained basis pursuit algorithm, i.e., With the two-norm.

Theorem 2.3.12. [@ Theorem 4.22] Suppose that A € R™*N satsifies the
la-robust null space property of order s with constants 0 < p < 1 and 7 > 0.

Then, for any x € RN, a solution x* of [(Py,,)| with ||| = ||-|l2, y = Ax + e
and |lell2 < n approzimates the vector x with {p,-error
C

|x — x#|, < s+ Ds'/P=1/2) 1 <p<2,
for some constants C, D > 0 depending only on p and .

Proof. We first remark that ¢,-RNSP implies ¢,;-RNSP and ¢,-RNSP for p < 2
in the forms

sl < pllvgli +7s' 12 Av], (2.14)

12



2.3. Null Space Properties

p _
||VS||p S 81_71/1)||V§||1 +T51/p 1/2||AVH, (215)

for all v.€ RY and S C [N] with card(S) < s. To see this, we deduce the
inequality ||[vs]||, < s/P~1/2|vg]2 from (A.3) in Appendix A in . Then we
get [(2.15)| by applying the condition for ¢5-RNSP to this inequality,

Ivsllp < s/P712|vs]l2

- P
< s'/P 1/2(81,1/2 Ivsll + 7l Av])
p

= 51_71/1,||V§||1 + 751 /P712) Av||.

Inserting p = 1 gives [(2.14)|
In view of |f2.14!L applying |The0rem 2.3.10| with z = x# and S chosen as

the index set of the s largest (in absolute value) entries of x, we get

Ix* —x|[1 <

1+4+p 2T
=1,

(Il = bl +20 )1 )+ =821 AGH =) (2.16)

Next we choose S as the index set of the s largest (in absolute value) entries
of (x* — x), and separate (x# — x) into (x# — x)g and (x# — x)g. Then, by
using the triangle inequality and Theorem 2.5 in , we get

%% — x|, < [[(x* = x)5llp + [|[(x* = x)sll,
= US(X# —X)p + H(X# —x)sllp

1
< WHX# = x|+ | (x* = x)s]l.

Applying|(2.15)| to this and using [|(x# — x)g||; < [|x# — x||; results in

1 P _
Ix# — x|l < WIIX# =l + 557 16c# = x)gll1 + 78 /P2 A — %))
1 p
# # 1/p—1/2 #
< smp I = Xl + o I = x4+ s P2 AGF —x)|
14+p _
< L x4 2 A — ).
Finally, substituting [(2.16)| into this yields
1+p (1+4p p
I —xly < S22 (EEL Oy il + 200 (00) + T2 AG* ) )
st P2 Ak — )|
(1+p)°
= m(llx#lll = |Ix[l1 = 205(x)1)
(1+p)-27s~1/2 # 1/p—1/2 #
M TRy JAH = x)|| + 75 /P72 A — %)
(1+p)°
= m(llx#lll = lIxll1 = 205(x)1)
1+p 27'8171/2 1/17*1/2
. A(x* —
+ (Sl—l/p 1=, + 75 [|A(x x)|
(14 p)? 4 B+o)T 1/p1
= T8 - —2 TR 11/,
(1— p)81_1/p(||x ln— %[l os(x)1) + 1-p) S n

13



2.4. Coherence

In the final equation we have used that |A(x* — x)|| < n and that

1+p 27s71/2

+ rsl/P=1/2

sl=1/p 1 — P
(L4 p)27st/P7L/2 4 (1 — p)rst/P=1/2
(1=p)
_ 3+ p)Tsl/pfl/Q'
(1-p)
Thus, with C := (1 + p)?/(1 — p) and D := (3 + p)7/(1 — p), we have reached
the desired result. |

2.4 Coherence

Although the null space properties give nice guarantees on the recovery of sparse
vectors via basis pursuit, they can be difficult to verify. The coherence of a
matrix is a much simpler measure of the suitability of the measurement matrix.
There are different notions of the coherence in the literature. We will define
two of the notions here. The first notion, which we will continue to call the
coherence, will be used throughout the remainder of the thesis. It is defined

in The second notion will only be used in this section. We

will refer to it as the column coherence to avoid confusion, and it is defined
in [Definition 2.4.21 The rest of this section will establish some results for the
column coherence. Results based on the first notion of coherence can be found
in the literature.

Generally speaking, regardless of the specific definition of the coherence, we
say that the smaller the coherence is, the better the recovery is.

In the following, we work with the assumption that the columns ay,...,ay
of the matrix A are always (s-normalized, i.e., ||a;]l2 = 1 for all i € [N]. We
start by giving the formal definitions of the coherence and the column coherence.

Definition 2.4.1. Definition 2.1] Let U € RY¥*YN be an isometry with
elements u; ;. The coherence 1 = p(U) of the matrix U is defined as
— .. 2
po= | wax fui |
Definition 2.4.2. Definition 5.1] Let A € R™Y be a matrix with fs-
normalized columns ay,...,ay. The column coherence p. = p.(A) of the
matrix A is defined as
= as)|. 1
pe = mmax  [(a;,a;)] (2.17)
A generalization of the column coherence is the so-called ¢1-column coherence
function, defined below.

Definition 2.4.3. Definition 5.2] Let A € R™*Y be a matrix with f5-
normalized columns ay,...,ay. The ¢1-column coherence function u; of the
matrix A is defined for s € [N — 1] by

11 (s) == max max{Z(ai,aj>,S C [N],card(S) = s,i ¢ S}. (2.18)

i1€[N] ics
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2.4. Coherence

For s = 1, the ¢1-column coherence function corresponds to the usual column
coherence.

Bounds on the Column Coherence

As mentioned briefly, small coherence generally means that the matrix is well-
conditioned for recovery. Therefore, it is of interest to know the bounds on the
coherence. We quickly note that for the coherence in [Definition 2.4.1] we have
1/N < p(U) < 1. For the column coherence in [Definition 2.4.2] we can easily
see by the Cauchy-Schwartz inequality and the assumption that the columns
are fs-normalized that the column coherence p. is bounded above by 1,

pe = e [(ay.a,)| < el 2 = 1.

Since the column coherence is the greatest absolute value of the inner product
between columns, it cannot be less than 0. For a rectangular matrix A € R™*V
with m > N, u. = 0 if and only if the columns of A form an orthonormal
system. This means that for a square matrix, we have u. = 0 if and only if A is
a unitary matrix. If we have m < N, which is the case in compressed sensing,
we cannot have p. = 0 because some of the columns must be linearly dependent.
We will look into the limitations on how small the column coherence can be in
this case, but first we need to define some terms.

Definition 2.4.4. Definition 5.5] A system of fy-normalized vectors
(ay,...,ay) in R™ is called equiangular if there is a constant ¢ > 0 such
that

l(a;,a;)| =c forall i,j € [N],i#j.

Definition 2.4.5. Definition 5.6] A system of vectors (aj,...,ay) in R™
is called a tight frame if there exists a constant A > 0 such that one of the
following equivalent conditions holds:

a) [Ix[I3 =AY |(x,a;)[>  for all x € R™,
b) x = /\ij:1<x,aj>aj for all x € R™,

c) AA* = %Im, where A is the matrix with columns aq,...,ay and I,, is
the (m x m) identity matrix.

The proof of the equivalence of the conditions is left out. A system of /5-
normalized columns is called an equiangular tight frame if it is both equiangular
and a tight frame. The following theorem states the lower bound on the column
coherence, which is known as the Welch bound.

Theorem 2.4.6. [18, Theorem 5.7] The column coherence of a matriz A €

R™*N with ly-normalized columns satisfies
N-—-m
e >y ————. 2.19
fe = m(N —1) (2.19)
Equality holds if and only if the columns ay,...,ay of the matrixz A form an

equiangular tight frame.
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2.4. Coherence

We can extend the Welch bound to the ¢;-column coherence function for
small values of its argument s.

Theorem 2.4.7. [18, Theorem 5.8] The {i-column coherence of a matriz
A € R™*N with lo-normalized columns satisfies

N —
pi(s) > s m(Nifml) whenever s < VN — 1. (2.20)
Equality holds if and only if the columns ay,...,ayx of the matrix A form an

equiangular tight frame.

Since we in compressed sensing are interested in both having a small column
coherence and (m x N)-matrices with m much smaller than N, it is impossible
to meet the Welch bound. To have small column coherence, the number of
measurements m will scale quadratically with the sparsity s, which we will see
later. Therefore, m could potentially become quite large.

The next theorem shows that the number of vectors NV in an equiangular
tight frame, i.e., the number of columns in A required to meet the Welch bound,
cannot be arbitrarily large.

Theorem 2.4.8. @ Theorem 5.10] The cardinality N of an equiangular system

(ay,...,an) of la-normalized vectors in R™ satisfies
N < mmtl)
- 2
If equality is achieved, then the system (ai,...,ay) is also a tight frame.

If we were working in the complex space, N would be less than or equal to

m? 18 p. 117].

Analysis of Basis Pursuit

We will now show that a small column coherence guarantees the success of basis
pursuit.

Theorem 2.4.9. 1@ Theorem 5.15] Let A € R™N be a matriz with {2-
normalized columns. If
pi(s) +u(s—1) <1, (2.21)

then every s-sparse vector x € RN is exactly recovered from the measurement
vector' y = Ax via basis pursuit.

Proof. By [Theorem 2.3.2 it is necessary and sufficient to prove that A satisfies

the null space property of order s, i.e., that
[vslly < [lvglh (2.22)

for any non-zero vector v € ker A and any index set S C [N] with card(S) = s.
Let aj,...,an be the columns of A. The condition v € ker A, i.e., Av =0 can
be written as Zf;l vja; = 0.
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2.4. Coherence

Taking the inner product of this sum with some a;, i € S gives

N

N
O vjaga) =) vjlaj,a;) = 0.

Jj=1 Jj=1

We isolate the term v;,

N
vi<ai,ai) + Z vj<aj,ai> =0

N
Vi = — Z vj<aj,ai>.

J=1.j#i

In the last equation have used that the columns are /{s-normalized, i.e.,
(a;,a;) = 1. We split the sum in the last equation into indices belonging
to S and S, and get

v; = —Zw(ag,ai> - Z vi(a;,a;).
tes JESj#i
By taking the absolute value on both sides and using the triangle inequality,
we get
ol < Joell(ag,a)| + Y Jujll{ay,aq)]-
tes JES,jFi

We take the sum over all ¢ € S on both sides and interchange the summations,

lvslle =D loil <D loel D llacan)l + Y Jojl Y lay,ai)]

€S €S €S jeSs i€S,i#]
< el (s) + > [vilpa(s = 1)
es JjES

= pa(8)Ivglh + pa(s = Dllvslh-

We combine the ||vg||i-terms on one side of the inequality, and get

(1= pa(s = D)llvsly < pa(s)l[vglh- (2.23)
Because of |(2.21)} we have 1 — p3(s — 1) > pi(s). But then [(2.23)| cannot hold
unless |[vs|l1 < [[vglli, i-e., the null space property holds. [ |

The Quadratic Bottleneck

If we choose a matrix A € R™*Y with small column coherence e < dy/m for
some constant d > 0, we need
m > Cs?

measurements to satisfy |(2.21)| i.e., to ensure exact recovery of s-sparse vectors
via basis pursuit.
It is straightforward to see that p. < p1(s) < sp.for 1 <s < N —1. We

refer to for a derivation. Using this, we see that the condition
(2.21)| is satisfied when (25 — 1)u. < 1,

pa(s) +pa(s = 1) < spe + (s = Dpe = (25 = Dpe < 1.
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2.5. The Restricted Isometry Property

Then, inserting p. = d/\/m, we get

d
(25— 1)—— < 1
vm
(2s —1)%d* <m
s2(4d?) — 2sd* + d* < m,

where s2(4d?) is the dominating term. The left-hand side is thus essentially on
the form C's?.

Unfortunately, an estimate of the number of required measurements m where
the sparsity s enters quadratically is often way too large, and thus the column
coherence is not commonly used in practice.

2.5 The Restricted Isometry Property

The measures we have discussed so far for determining suitability of the matrix
A are not typically used in practice. The null space properties are difficult
to verify and the column coherence gives a rather pessimistic estimate on the
required number of measurements. The restricted isometry property (RIP) is
more commonly used, because large classes of random matrices are known to
satisfy this property with high probability. We later show that the RIP implies
the RNSP, which further implies that the RIP with high probability yields
uniform recovery.

Definition 2.5.1. [2| Definition 5.15] Let 1 < s < N. The s-th restricted isometry
constant (RIC) 6, of A € R™*¥ is the smallest § > 0 such that

(1= 0)lIx[I3 < [[Ax[|3 < (1 +0)[|x13 (2.24)
for all s-sparse vectors x € RY. If 0 < 6, < 1, then A is said to have the

restricted isometry property (RIP) of order s.

In essence, if &4 is small, then A is well-suited. In the next theorem we see
that there exists a bound on the 2s-th RIC 9, such that the matrix A satisfies
the RNSP.

Theorem 2.5.2. [@ Theorem 6.13] If the 2s-th RIC of A € R™*N obeys

4
025 < —=, 2.25

then the matriz A satisfies the lo-robust null space property of order s with
constants 0 < p < 1 and 7 > 0 depending only on da5.

The proof of this theorem is rather extensive and we will therefore only
include a sketch of the proof here. For the full proof, interested readers are
referred to pp. 144-147).

Sketch of proof for[Theorem 2.5.9 The goal is to find expressions for p and 7

depending only on ds5 such that we have

[vslls < %H\@H1 trl|Av]s for all v € RY (2.26)
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2.5. The Restricted Isometry Property

and 0 < p<1landT>0.

Given a v € RY, it is sufficient to consider the set S := S of s largest
absolute entries of v. We partition the complement of this set as Sy = |J,~, Si
where S; is the index set of the s largest absolute entries of v in Sy, and S5 is
the index set of the s largest absolute entries of v in Sy U S; and so on.

Since vg, is s-sparse, we have

[Avs, I3 = (L +1)[|vs, |3 with [t] < 6.

We will manipulate this expression to get an inequality on the form |(2.26)} We
observe that

[Avs, |13 = (Avs,, Avs,)
= (Avsy, A(v = > vs,)). (2.27)

k>1

Next we establish a bound on |(Avg,, Avg, )| for any k > 1:

[(Avsy, Avs, )| < /03, — 12|V |zl Vs [2-

We will use the bound above and properties of inner products to manipulate

to get
1AV, 15 < Ivso | (VI +EIAVIl2 + /63, = 2> "[lvs, [l2) - (2.28)

E>1

By using the square root lifting inequality (Lemma 6.14 in [18]), we can
bound the sum 37, -, [|vs, [l2 by an expression of ||vs,[[1 and [[vg-|:

S vsalle < = [vacl + ~lvs, |
Skll2 =~ —#~= Solll n Solll-
E>1 Vsl 4

Substituting this into and replacing ||Avsg, |3 with (1 +¢)||vs||3, we get
525 — {2 525 — 2
VIFA AV + L2 o4 Y v o)

A+l < ||vso||2(

which we can solve for ||vg,||2. Then we get an expression on the form |(2.26)]

with
525 V1+52s
p = and 7= .
V1 =63, — 025 /4 1— 62, — 0as/4
We have 0 < p < 1 and 7 > 0 when a5 < 4/V/41. [ |

The next theorem tells us that with a certain number of samples m, the
matrix A with an appropriate scaling will satisfy the RIP with high probability.

Theorem 2.5.3. Theorem 2.5] Let U € RN*N be an isometry, e > 0 and
0 < 1. Let ty,...,t, be chosen uniformly and independently from the set
{1,...,N} and set Q = {t1,...,tm}. If

m>36"2 s u(U)- (log(2m)log(2N) log?(2s) + log(1/e)),
then with probability at least 1 — ¢, the matric A = %PQU € RN with p = ~
satisfies the RIP of order s with 65 < 4.
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We are now ready for our main result, which gives an estimate on how many
samples are necessary to have a high probability of uniform recovery.

Theorem 2.5.4. Let U € RV*N be an isometry, A = %PQU e R™N with

m

p =" and e > 0. Suppose that
m > s u(U) - (log(2m) log(2N) log?(2s) + log(1/€)). (2.29)

Then with probability at least 1 — €, for any x € RY and y € R™ with
|Ax — y|l2 <1, a solution x* € RN of

minimize ||z]];  subject to || Az —y|2 <7
zERN

approximates the vector x with errors

I — x*||y < Cou(x)1 + Dv/an, (2.30)
Ix — x*|z < jgcmx)l 4 Dn, (231)

where C, D > 0 are universal constants.

Proof. Assume that holds. Then by [Theorem 2.5.3 the matrix A =

%PQU € R™*N with p = % satisfies the RIP of order 2s with dz, less than

some constant § < 1. We can assume a5 < 4/4/41. This implies d,,> > 41/16.
Inserting this into the estimate in we get

m > 1% 225 - (U) - (log(2m) log(2N) log?(2s) + log(1/e€)), (2.32)

which is on the form |(2.29)l By |Theorem 2.5.2) A satisfies the fo-RNSP with
constants 0 < p < 1 and 7 > 0 depending only on das. Since das < 4/4/41 is
fixed, the variables p and T are also fixed. From it follows that

[x —x#]|, < 0s(x)1 + Ds/P=1/2 (2.33)

sl—1/p

for constants C, D > 0 depending only on p and 7. Since p and 7 are fixed, C

and D are universal. Setting p =1 in gives us and inserting p = 2
gives [231] C

2.6 Other Optimization Problems

So far, all of our theory and analysis has been based on basis pursuit. For CS to
be applicable, we must be able to solve basis pursuit efficiently. In we
will go into detail about the SPGL1 algorithm which does this. The algorithm
takes advantage of a few other formulations of the /;-minimization as well. In
this section we therefore introduce three alternative formulations and establish
a connection between the three.

The different formulations have varying names throughout the literature.
First, we have the problem which is called quadratically constrained basis pursuit

20



2.6. Other Optimization Problems

(QCBP) in and the basis pursuit denoise problem (BPDN) in [10]. In this
text we will refer to it as QCBP. The problem is formulated as

minimize ||z[|y subject to [[Az —y|2 <, (QCBP)
z€R

for some 1 > 0. It takes into account that the measurement vector y might not
be exactly equal to Ax.
Next, we have what we will call the unconstrained LASSO,

miniﬂr@r}l\{ize Mzl + || Az — y||3, (U-LASSO)
zE

for some A > 0. This problem is referred to as basis pursuit denoising in
and the quadratically penalized least-squares problem in .
The final related version is the constrained LASSO,

miniﬂr%r}vize |Az —y||2 subject to ||z|[1 <7, (C-LASSO)
zE

for some 7 > 0. This problem is called LASSO in both and , but we
will refer to it as the constrained LASSO problem here to differentiate from the
unconstrained LASSO.

The links between these minimization problems are given in the following
proposition.

Proposition 2.6.1. [15, Proposition 3.2]

a) Ifxis a minimizer of|(U-LASSO)|with X\ > 0, then there exists n = nx > 0
such that x is a minimizer of |(QCBP)|

b) If x is a unique minimizer of [[QCBP)| with n > 0, then there exists
T = 7x > 0 such that x is a unique minimizer 0f|! C-LASSO }l

¢) Ifx is a minimizer of|(C-LASSO)|with T > 0, then there exists A = Ax > 0
such that x is a minimizer of |(U-LASSO)

Proof.

a) Assume x is a minimizer of |(U-LASSO)[with A > 0. We set 1) :== || Ax—y]|2.
Consider z € RY such that [[Az —ylla <7, i, [Az —yll2 < [|Ax — y]|2-

Then, since x is a minimizer of [(U-LASSO)|
Allxlly + [1Ax = y[I3 < M|zl + [[Az = y[13 < Azl + [|Ax — y]I3.

If we simplify this, we get that ||x[|; < ||z||1. Since z satisfies the constraint

of (QCBP)| x is a minimizer of [(QCBP :With n = || 4x — yl2.

b) Assume x is a unique minimizer of with > 0, and set 7 == [|x]|1.
We consider z € R, z # x, such that ||z|[; <7, i.e., ||z]|1 <|[x]|1. Since
x is a unique minimizer of [(QCBP)| z cannot satisfy the constraint of
otherwise z would be the minimizer. Thus,

|4z —yll2 = n = [[Ax = y||2.
Since ||Ax—yll2 < ||Az—y||2 and z satisfies the constraint for [(C-LASSO)
and is not equal to x, we have that x is a unique minimizer of |(C-LASSO)]
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¢) To prove this part, we will use convex analysis. We start by noting that

the [(C-LASSO)| problem is equivalent to

minimize ||Az —y|3 subject to ||z||; < 7. (2.34)
zERN

The Lagrangian function for is given by

L(z,€) = || Az — y|I3 + &(ll2ll — 7),

where ¢ is the Lagrangian multiplier. We assume x is a minimizer of
and thus also of [(2.34)] Then by strong
duality holds for [[C-LASSO)} Strong duality implies that the primal-dual
optimal point (x,&7) is a saddle-point, i.e., that L(x,&#) < L(z, &%)
for all z € RY (see p. 562]). Hence, x is also a minimizer for the
Lagrange function L(z, &%) = ||Az — y||3 + 7 ||z|1 — 76#. The constant
term —7&# does not affect the minimizer. Thus x is a minimizer for

1Az = y3 + €% |21,

which is [(U-LASSO)| with A = £#.

2.7 Setting up Compressed Sensing

We have been working with the equation Ax =y, where x € RY is the sparse
signal, A € R™*N with m < N describes the measurement process, and y € R™
is the measured data.

In reality, signals are not actually sparse in the domain in which they
naturally occur. Let us consider that our signal is an image. If the image were
sparse in the domain it naturally occurs, then most of the coefficients would
be zero, and we would perceive the image as mostly black. Fortunately, most
natural signals are sparse after an appropriate change of basis. Our sparse x
can then be seen as x = Uw, where w is the original, non-sparse signal, and ¥
is the sparsifying transform. It turns out that wavelets have a sparsifying effect
on most natural signals. They are therefore commonly used when working with
image compression. We will use the discrete wavelet transform (DWT) for ¥ in
this text.

The matrix A can be decomposed into several parts. Let A = Po®W¥ 1.
The matrix Py selects which m rows to sample from ®¥~!. The matrix ® is
the model for the sampling pattern. In we will discuss how we should
design P and ¢ using multilevel sampling. We wish to choose ® and ¥ in such
a way that the resulting matrix A has low coherence and thereby guarantees
the success of basis pursuit. We want ® to be incoherent with the DWT. It can
be seen that the Paley and sequency ordered Hadamard transform is incoherent
with the Daubechies wavelets [5, Theorem 6.3]. Therefore, we have chosen to
use the Hadamard transform as ® in this text.

Chosing the Hadamard transform has other benefits as well, besides being
incoherent with wavelets. The matrix for the Hadamard transform consists of
only values +1 and -1, so computing a matrix-vector multiplication can be done
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2.7. Setting up Compressed Sensing

using only subtraction and addition, and thus reduces the cost from O(N?) to
O(Nlog N). The Hadamard matrix can also be computed using operators, so
that there is no need to store the explicit matrix. This is useful when N is very
large.

The next chapter will give a short introduction to some basic concepts of
wavelets and the Hadamard transform.
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CHAPTER 3

Wavelets and the
Walsh-Hadamard Transform

In we mentioned that we can use the discrete wavelet transform
(DWT) and the Walsh-Hadamard transform (WHT) to fulfill the need for an
incoherent matrix A. Both of these transforms perform a change of coordinates.
The DWT is a change from a full resolution representation of the signal to
a representation in lower resolution. The WHT decomposes a signal into
basis functions called the Walsh functions and is useful in modeling the binary
sampling we need in compressed sensing. Next we shall introduce some basic
concepts for each of these transforms.

3.1 Wavelets

Wavelet theory is based on representing a signal with a basis of functions,
wavelets, that is intentionally chosen to have specific properties. There are
many different choices of bases. We adapt our choice so that we can better
approximate differentiable signals or provide sparse representations of the signals.
In this thesis we will only consider orthonormal wavelets, due to our focus on
imaging applications and subsampled unitary linear systems. Such wavelets
include the Haar wavelet (Daubechies 1), higher order Daubechies wavelets
@ , or symlets Section 7.2.3]. To make this introduction brief, the
theory in this section is restricted to the simplest wavelet, the Haar wavelet.

Wavelets are a so-called multiresolution model, because they make it easy
to switch been different levels of detail. We can project the signal onto nested
resolution spaces, where each consecutive resolution space can include finer
details than the previous one. In other words, the resolution spaces allow us to
find arbitrarily good approximations to continuous functions. However, again
for simplicity, we will restrict the discussion to only one level.

Definition 3.1.1. Definition 1, p. 143] Let N € N. Then the space V; of
functions defined on [0, N) that are constant on each subinterval [n,n + 1) for
n=20,...,N is called the resolution space.

The following lemma tells us the basis for the space V.
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3.1. Wavelets

Lemma 3.1.2. Lemma 2, pp. 143-144] Let ¢(t) be defined by

¢(t):{1, fo<t<l; &)

0, otherwise.

The space Vi has dimension N, and the N functions ¢(t —0),d(t—1),...,d(t —
(N = 1)) form an orthonormal basis for Vo, with respect to the inner product

N
(f.9) = / F(Hyg(t) dr. (3.2)

Thus, any f € Vi can be represented as

N-1
=2 cad(t—n) (3.3)
n=0
for suitable coefficients co,c1,...,cN—1.

The proof can be seen in p. 144]. The previously mentioned resolution
spaces are defined below.

Definition 3.1.3. Definition 3, p. 145] The refined resolution space Vi, is
defined as the space of functions defined on the interval [0, N') that are constant
on each subinterval [n/2™, (n 4+ 1)/2™) for n =0,...,2mN — 1.

As m increases, we can represent finer and finer details.
We find a basis for the spaces V,,, similar to the basis for Vj.

Lemma 3.1.4. Lemma 4, p. 145] The dimension of V,, is 2™ N, and the
Sfunctions

Gmn(t) =22p(2™t —n), forn=0,...,2"N —1 (3.4)

form an orthonormal basis for V,,. We will denote this basis by ¢,. Thus, any
function f € Vi, can be represented uniquely as

2MN-1

f=Y cnnbmnlt) (3.5)

n=0

for appropriate coefficients ¢y, .

Again the proof has been left out, but it can be seen in pp. 145-146].

As mentioned, the resolution spaces are nested, i.e., Vjy C V3 C --- C
Vi C ---. We provide an explanation for Vo C V; here. All the basis vectors
¢0.n for Vi have the value 1 on the subintervals [n,n + 1) and 0 elsewhere.
These subintervals can be split into two equal halves, [2n/2,(2n + 1)/2) and
[(2n + 1)/2, (2n + 2)/2). The basis vectors ¢ 2, for V; have the value v/2 on
[2n/2,(2n + 1)/2) and 0 elsewhere. The basis vectors ¢q 25,41 have the value
V2 on [(2n 4 1)/2,(2n + 2)/2) and 0 elsewhere. Therefore, we can write ¢p .,
as a linear combination of the basis vectors for Vi,

1 1
®o, \/§¢1,2 \/Qéf)m +1
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3.1. Wavelets

This means that all the basis vectors of ¢ are in Vi, and thus V; C V3. This
idea can easily be generalized. For a formal proof of this, see p. 148].

If we project V,,, onto V,,,_1, we get a low-resolution approximation. The
details that are left out when we replace V,,, with this approximation, also called
the error, is contained in the corresponding detail space.

Definition 3.1.5. Definition 8, p. 148] The orthogonal complement of V,,
projected onto V,,_1 is denoted W,,_1. All the spaces W}, are called detail
spaces.

For a g,, € V,,,, we can write ¢, = gm—1 + €m—1, where g,,_1 € V,,_1 and
em—1 € Wy_1. Since V,,,_1 and W,,_1 are mutually orthogonal spaces, they
are linearly independent. For linearly independent spaces U and V, we can
form a new space by taking the direct sum of these spaces, denoted by U & V.
The new vector space consists of vectors on the form u + v, where u € U and
v € V. Thus, we can write V,;, = V,,,_1 & W,,41. For wavelets with one level,
ie., m =1, we write V; = Vy & Wy.

The following definition gives the basis functions for the detail spaces.

Definition 3.1.6. Definition 9, p. 149] We define

1 1

t t) — t) = p(2t) — p(2t — 1 3.6
Y(t) ﬂmo( ) \/54251,1( ) = (2t) — o( ) (3.6)
and
Vo (t) = 2722t —n) forn=0,1,...,2™N — 1. (3.7)
It can be shown that ), , for n =0,1,...,2" N — 1 are orthonormal for

any m and are thus a basis for the details spaces, see pp. 149-151]. We will
denote this basis as 1,,,. The function 1 (t) for the Haar wavelet is defined as

1, if0<t<1/2;
Yt)=< -1, if1/2<t<1; (3.8)
0, otherwise.

shows the functions ¢ and v for the Haar wavelet.
The function in [(3.8)|is an example of a mother wavelet. We can choose to

use other functions with similar properties and denote them by . This would
give a different mother wavelet. The higher order Daubechies wavelets are other
popular mother wavelets.

Discrete Wavelet Transform

We now have the necessary terminology to define the discrete wavelet transform
(DWT).

Definition 3.1.7. Definition 13, p. 152] The discrete wavelet transform
is defined as the change of coordinates from ¢ to ¢g,1o. More generally,
the m-level DWT is defined as the change of coordinates from ¢,, to
(0, %0, - ¥m—1). The m-level inverse discrete wavelet transform (IDWT) is
the change of coordinates in the opposite direction.
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3.1. Wavelets
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Figure 3.1: The functions ¢ and 1 for the Haar wavelet.

For the rest of this section, we are going to use the following notation.
Let B and C be bases for a vector space V. Then the matrix Pe, 5 is the
change-of-coordinates matrix from B to C such that

x]ec = Peslx]s,

where [x]p is the vector x in B-coordinates and [x]¢ is x in C-coordinates.
If we let

Con = {Dm—1,0,Vm—1,0 Pm—1,1, Vm—1,15 - - s Pr—1,2m=1N—1, Vm—1,2m—1N_1}

be the basis for V,, with the basis vectors from ¢,,_1 and ¥,,_1 put in
alternating order, then we can make the following definition.

Definition 3.1.8. Definition 11, p. 151] The matrices
H=F 4, and G=Py ¢,
are called kernel transformations.
Using the kernel transformations, we get the expressions

DWT = P(¢'0,¢0)H¢1 = P(¢07¢0)HC1PC1F¢1 = P(¢0,7,L'0)F(31H

and
IDWT = GPC1H(¢>0#/)0)

for the 1-level change of coordinates between ¢1 and ¢q, ¥o.
It follows from the definitions of ¢ and v that the matrix H for the DWT
in this case is the matrix where
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3.2. The Walsh-Hadamard Transform

is repeated along the main diagonal N times. The matrix G for the IDWT is
equal to H. For example, for m =1 and N = 4 the matrices become

1 1.0 0 0 0 0 0
1 =10 0 0 0 0 0
00 1 1 0 0 0 0
Lo o1 -10 0 0 0
H_G_ﬁo 0001 1 0 0
000 0 1 -10 0
00 0 0 0 0 1 1
o 0 0 0 0 0 1 —1]

3.2 The Walsh-Hadamard Transform

The Walsh-Hadamard transform (WHT), sometimes called just the Walsh
transform or Hadamard transform, is a nonsinusoidal, orthogonal transform.
Like how the Fourier transform decomposes a signal into a set of sine and cosine
functions, the WHT decomposes a signal into another set of basis functions— the
Walsh functions.

Walsh Functions

Walsh functions [§] are an ordered, orthonormal set of rectangular waveforms,
which take only two amplitude values, +1 and -1.

To get the values +1 and -1, the definitions of the different Walsh functions
include an exponent which utilizes the binary representation of the input
variables. We include a short recap of the binary representation here. For n € N
and x € [0, 1), let n; be the i-th bit in the binary representation of n, with n,
being the least significant bit, so that

n=n2"4+n2d 4. 027 4. n;e€{0,1},

and let z; be the i-th bit in the binary representation of x with z; being the
most significant fractional bit, so that

=212 d a2 b 27+ € {0,1).

The Walsh functions are defined on a set time interval 7" and take the
time period x as input. The second input variable n describes the ordering of
the functions. The ordering is based on the number of sign changes, or zero
crossings, in the function. If a function has the value +1 for half the time
interval T', and then switches to the value —1 for the rest of T', the function
would have one sign change. An intuitive ordering of the functions would be
to arrange them in ascending order, with the function with the lowest number
of sign changes being first. This is typically called the sequency ordering. We
denote Walsh functions with this ordering as

WAL(n, x).

The function WAL(0, z) would then be the sequency ordered Walsh function
with zero sign changes over the time period x. Later in the section we describe
two other orderings, the ordinary and Paley orderings, in connection with the
Hadamard matrices.
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3.2. The Walsh-Hadamard Transform

Forward and Inverse Walsh-Hadamard Transform

For a 1D signal, the forward Walsh-Hadamard transform (FWHT) and the
inverse Walsh-Hadamard transform (IWHT) are defined by

N
1
FWHT: g, = + ;x -WAL(n,i) forn=1,2,...,N (3.9)
N
IWHT: z; =Yy,  WAL(n,i) fori=1,2,...,N (3.10)
n=1
where x = (x1,...,2y) is the original signal and y = (y1,...,yn) is the result

of the FWHT and N is the signal length. The signal length has to be on the
form 2% for some integer R > 0. If N # 2%, we can pad the signal with zeros.
Note that the formulae and are for the sequency ordered FWHT
and TWHT. By replacing WAL(n, i) with another Walsh function, we would get
a differently ordered Walsh-Hadamard transform.

The formulae can be interpreted as a change of coordinates between the
Walsh basis and the standard basis for RY. Therefore, we can also write the
FWHT and IWHT on matrix form,

1
FWHT: y= NHN x (3.11)
IWHT: x = Hy'y = Hyy (3.12)

where Hp is the matrix for the change of basis, known as the Hadamard matriz.

The Hadamard Matrix

The Hadamard matrix is an (N x N) orthogonal matrix with elements that
take only the values +1 and —1. Matrices with these criteria are only defined
for N = 2% for some integer R > 0.

There is a fixed set of rows that will satisfy these criteria. We get different
types of Hadamard matrices depending on how we order these rows. There are
at least three different orderings, which are known as the ordinary, sequency
and Paley orderings, the same orderings as for the Walsh functions.
shows these orderings.

Ordinary Hadamard Matrix

The ordinary ordering gets its name from being the most commonly used when
only discussing one ordering. It is also known as the Hadamard ordering or the
natural ordering.

For N = 2, the Hadamard matrix with this ordering is

1 1
m=|; 1.
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3.2. The Walsh-Hadamard Transform

Ordinary Sequency

Figure 3.2: The ordinary, sequency and Paley ordered Hadamard matrices for
N = 32. The +1’s are represented by white and the -1’s by black.

The (4 x 4) ordinary Hadamard matrix can be generated from Hs, in the
following way:

1 1 1
-1 1 -1
1 -1 -1
-1 -1 1

(3.13)

_[H, H,
m= [ )

[

We can continue to generate bigger and bigger Hadamard matrices in this
fashion, using the recursive definition

0 H
Hy=Hy® Hyj = {HZZ _}}V]éjj (3.14)
11 )
H2 = |:1 _1:| (310)

where ® is the Kronecker product. This simple definition is the reason the
ordinary Hadamard matrix is most commonly used when only using one ordering.

If we label the rows in with their number of sign changes, the first
row would be labeled 0, the second row labeled 3, the third row labeled 1, and
the fourth row labeled 2. The order of the rows in is {0,3,1,2}.

Sequency Ordered Hadamard Matrix

If we change the order of the rows in so that they are in ascending
order with respect to the number of sign changes, we get the sequency ordered
Hadamard matrix. These matrices are sometimes called Walsh matrices. For
N = 4, the order would then be {0,1,2,3} and the matrix is

1 1 1 1
1 1 -1 -1
1 -1 -1 1
1 -1 1 -1

Sy =

The name Sy here was chosen to make the distinction between the different
orderings of the Hadamard matrices more clear. The matrix Sy can be used
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3.3. Coherence Between Wavelets and the Hadamard Matrix

for Hy in the formulae|(3.11)|abd |(3.12)| to get the sequency ordered FWHT
and IWHT.

The sequency ordered Hadamard matrices can be generated using Walsh
functions.

Definition 3.2.1. [2, Definition 2.6] Let n be a positive integer and x € [0, 1).
The Walsh function for sequency ordered Hadamard transform is

oo

WAL(n, z) = (—1)2wim M)z,

The value at index (4, j) in the matrix Sy is then given by WAL((: —1), (j —
1)/28) for i,j =1,2,...,N.

Paley Hadamard Matrix

The final of the three orderings is the Paley ordering, which is also called the
dyadic ordering or the gray code ordering. Not surprisingly, this ordering is
based on the gray code representation of the number of sign changes for
each row. We find the gray code representation for each row: The numbers 0, 1,
2, 3 are 0, 1, 11, 10 in gray code, respectively. If we arrange these in ascending
order, we get 0, 1, 10, 11. This corresponds to rearranging the rows in in
the order {0, 1,3,2}. Doing this, we get

1 1 1
1 -1 -1
-1 1 -1
-1 -1 1

D, =

—_ = = =

Again, the name Dy was chosen for clarity. The matrix Dy can be used in
|(3.11)[and |(3.12)| to get the Paley ordered FWHT and IWHT.

The Paley ordered Hadamard matrices can be generated by using another
Walsh function.

Definition 3.2.2. Definition 2.5] Let n be a positive integer and z € [0, 1).
The Walsh function for the Paley ordered Hadamard transform is

PAL(n,x) = (—1)221 it

Similar to the sequency ordered matrix, the value at index (4,7) in the
matrix Dy is given by PAL((i — 1), (j — 1)/2%) for i, =1,2,..., N.

Figure [3.3] shows the first 16 Walsh functions with the Paley and sequency
orderings.

3.3 Coherence Between Wavelets and the Hadamard
Matrix

The reason for using the combination of the Hadamard and wavelet transforms
is that we get a matrix A with small coherence. Recall that we are using
[Definition 2.4.7] for the coherence. We can find the coherence between these
transforms by looking at the values in the matrix A = |[®W 1| where ® is the
Hadamard matrix and ¥ is the wavelet matrix. [Figure 3.4]shows the magnitudes
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Py W
Py 1 W,
Py | | | W3
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Figure 3.3: The first 16 Walsh functions with the Paley P, := PAL(n,T) and
sequency W,, := WAL(n,T') orderings.

of the entries in this matrix for the Hadamard transform with the Paley ordering
and the Haar and Daubechies 4 (DB4) wavelets.

We observe that both of these matrices have a clear diagonal tendency.
For the Haar wavelet, we get a perfectly diagonal matrix, with the largest
magnitudes in the top left corner. The magnitudes decrease asymptotically
away from this corner. With the DB4 wavelet, there is a bit more noise, but it
still follows the same pattern with the largest magnitudes in the top left corner.

In we will discuss how to take advantage of this structure by
sampling in levels. We should sample areas with large coherence more fully
than areas with small coherence. From the matrices in we can infer
that in the first sampling level, corresponding to the top left corners of the
matrices, we should sample fully. For each consecutive level, as the coherence
gets smaller, we can sample less and less. Because these matrices have large
areas that are incoherent, most of our levels will have very few samples.

shows the success of a reconstruction via basis pursuit using
Hadamard sampling and the Haar wavelet.
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Haar

0.0

DB4

Figure 3.4: The matrix |[®W~!|, where ® is the Hadamard matrix with the
Paley ordering and V is a wavelet matrix.
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Original

DB4

Figure 3.5: Reconstruction of a 512 x 512 image using 20% Hadamard sampling
and the Haar and DB4 wavelets.
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CHAPTER 4

The SPGL1 Algorithm

The traditional CS theory relies on being able to efficiently solve the basis
pursuit problem

minimize ||x||; subject to Ax =b. (BP)
x€RN

The spectral projected gradient ¢; (SPGL1) algorithm by Ewout van den Berg
and Michael P. Friedlander solves this problem and two other related problems,
the quadratically constrained basis pursuit (QCBP) and the constrained LASSO
(C-LASSO).

The formulation in assumes perfect, non-noisy data. In practice, data
is noisy, and we would like to relax the constraint in by incorporating an
estimate of the noise level. Doing this obtains the QCBP problem

minimize ||x||; subject to ||Ax — by < o, (BP,)
x€ERN

where the parameter o > 0 represents the noise level. The SPGL1 algorithm
can solve for any 0. We note that if ¢ = 0, the QCBP problem solves
BP.

Many applications of compressed sensing involve large data sets and the
matrix A may only be available as an operator, e.g., wavelets. One of the
benefits of the SPGL1 algorithm is that it scales well to large problems and
works for cases where the matrix is only available as an operator.

The idea behind the algorithm is to recast as a problem of finding
the root of a non-linear equation depending on a single variable 7, using a
Newton-based root finding method. For each iteration of the algorithm, we use
an approximation of 7 to form a subproblem, the C-LASSO, which we solve
using the spectral projected gradient (SPG). In this section we will present the
necessary theory for this algorithm, fill in the details in the proofs from
and give pseudocode for key parts of the algorithm.

4.1 Approach

Our goal is to solve for any 0 > 0. As mentioned, we will do this
by recasting as a problem of finding the root of a non-linear equation
(1) = o, depending on a single variable 7. For each iteration of the algorithm,
we will use an estimate of 7 to form the convex optimization problem

minimize ||Ax —bl|z subject to ||x|1 < 7. (LS;)
X
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4.2. Convex Analysis

Solving will give us information about the derivative of ¢, which we will
need for the Newton based root finding method.

In we will explain the relationship between the equation ¢(7) = o
and Will also show the differentiability of ¢ and find an expression
for the derivative.

Since we are using an estimate of the variable 7, a solution of only
gives us an approximation to ¢(7) and ¢'(7). The usual convergence analysis
for Newton’s method does not apply in this case, and we therefore provide
rate-of-convergence results for our case in

Finally, the complexity of the algorithm depends on how efficiently we solve
the subproblem. In we give an algorithm based on the spectral
projected gradient that solves with worst-case complexity of O(nlogn).
Numerical experiments in show that the cost is typically much smaller than
the worst case.

Throughout the rest of this chapter we will make the following assumption
without loss of generality, in order to simplify the discussion:

Assumption 4.1.1. The vector b € range(A), and b # 0.

4.2 Convex Analysis

Since the SPGL1 algorithm relies heavily on convex optimization, we will begin
by reviewing some elementary convex analysis. We follow the exposition in [14].

Convex Optimization

A mathematical optimization problem has the general form

minimize fp(x)
subject to  fi(x)<¢ i=1,...,m (4.1)

where fj is the objective function, x is the optimization variable, f; are the
inequality constraint functions and h; the equality constraint functions. In
general, optimization problems on this form are difficult to solve. However,
there are families of special cases for which efficient solving algorithms and
methods exist. A well known example of such a family is convex optimization
problems.

In a convex optimization problem, the fy,..., f; are convex functions and
hi,...h, affine functions. It can be shown that for a convex optimization
problem, any locally optimal point is also globally optimal.

Convex Sets and Functions

A convez set is a set C C RY where the line segment between any two points
in C also lies in C), i.e., for all points x,y in C' and any g such that 0 < g <1
we have

fx+(1-p)y e C. (4.2)

We call fx + (1 — )y a convex combination of x and y. Thus, a set is convex
if and only if it contains every convex combination of its points.
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4.2. Convex Analysis

Let dom f denote the domain of a function f. A convex function is a function
f where dom f is a convex set and the line segment between any two points
(x, f(x)) and (y, f(y)) on the graph of f lies above the graph. Intuitively, this
means the function “opens up”. More formally, a function f is convex if for all
x and y in the domain and 3 such that 0 < g <1,

fBx+ (1 =PB)y) <Bf(x)+ (1 =8)f¥) (4.3)

Similarly, a function f is concave if the line segments lie below the graph, or
the inequality in is the opposite way. If f is convex, then — f is concave
and vice versa.

If the inequality in is a strict inequality, the function is strictly convex.
The minimizer of a strictly convex function is unique Proposition B.14].

An example of a convex function is any norm on R™. Assume that the
function f: RNV — R is an arbitrary norm on R and that 0 < 8 < 1. Let x
and y be two arbitrary points in dom f. Then, first by the triangle inequality
and then by the homogeneity of a norm, we have

fFBx+ (1= p)y) < f(5x) + (1 = By) = Bf(x) + (1 = H)f(y)-

Thus, f satisfies|(4.3)[and is convex.
Another useful example of a convex function is the conjugate function. The
conjugate function f*: RY — R is defined as

Fy)= sup (y'x— f(x)), (4.4)

x€dom f

where the domain of f* consists of y € RY for which the supremum is finite.

The conjugate function is convex because it is the pointwise supremum
of a family of convex functions of y, and the pointwise supremum preserves
convexity.

Lagrange Duality

Sometimes it can be useful to look at an optimization problem’s dual problem.
The solution to the dual problem can provide information about the solution to
the original problem, or the primal problem. In certain cases, we can even find
the exact solution to the primal problem by solving the dual problem. A useful
property of the dual problem is that it is always convex, even when the primal
problem is not.

The dual problem is based on the Lagrange function, which incorporates
the constraints of the problem into the objective function through a weighted
sum. For an optimization problem on the form the Lagrange function is

defined as
p

L(x,A,y) = fo(x) +Zkif¢(x) + > yiha(x), (4.5)

i=1
where \; are the Lagrangian multipliers for the inequality constraints, and y;

are the Lagrangian multipliers for the equality constraints. The variables for
the dual problem become X and y.
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4.3. The Pareto Curve

The Lagrange dual function, often called just the dual function, is obtained
by minimizing the Lagrange function over x € D = ﬂ?lo dom f; N(N;_, dom h;,

LAy) = inf L{x, A, y). (4.6)

For each dual pair (A,y), the dual function gives a lower bound on the
optimal value of the primal problem. If we denote the optimal primal value by
p*, we have L(A\)y) < p*.

We can also use the dual function to determine the best lower bound on the
optimal value by solving

maximize L(A,y) subject to A>0. (4.7
y
This is called the Lagrange dual problem, and solving the dual problem gives us
information about the optimal primal problem. Under certain conditions, we
can use the dual problem to find the exact solution to the primal problem.

Weak and Strong Duality

By definition, the dual optimal value d* is the best lower bound on the primal
optimal value p*. This is called weak duality and can be written as the inequality

d <p*.
The duality gap ¢ is the difference between the two optimal values:
o=p*—d" >0.

If the duality gap is zero, i.e., p* = d*, we have strong duality. Then we can
use the dual problem to solve the primal problem, or vice versa. The following
theorem gives conditions on the optimization problem that imply strong duality
holds.

Theorem 4.2.1. 1@ Theorem B.26] Assume that fo, f1,..., fm are convex
functions with dom(fo) = RY and hy,...,h, are affine functions. If there
exists x € RN such that fi(x) < cp for all £ =1,...,m and hy(x) = dy for all
{=1,...,p then strong duality holds for the optimization problem .

For a proof of this theorem, see Section 5.3.2 in .

4.3 The Pareto Curve

Keeping the convex analysis in mind, we are ready to study the SPGL1 algorithm.
As previously stated, we are going to solve by finding the roots of a
non-linear, single-variable equation. The function we will be studying is given
by

o(1) =||r ||z with r;=b— Ax,, (4.8)

where x. is the optimal solution to for a given 7. We see then that ¢(7)
gives the optimal value of for each 7 > 0.

The function in is a parameterization in 7 of a so-called Pareto curve.
Pareto curves trace the trade-off between two conditions. Our Pareto curve will
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4.3. The Pareto Curve

two-norm of the residual

0.0 0.5 1.0 1.5 2.0
one-norm of the solution

Figure 4.1: Example of the Pareto curve using a random matrix A and vector

b.

trace the trade-off between the one-norm of the solution x, and the two-norm
of its corresponding residual r,. Points on Pareto curves are Pareto optimal,
meaning that we cannot make an improvement in one condition without lessening
the other condition. Indeed, as ||x,||; increases, ||r,||2 decreases, and vice versa.
shows an example of the Pareto curve. The figure was generated by
solving with a random matrix A and vector b, for 20 values of 7 linearly
spaced between 0 and 3. The function spg_lasso from ﬂgﬂ was used to solve
The output from spg_lasso includes the solution x, and its residual
r;. The one-norm of the solution (||x,||1) was plotted against the two-norm of
the corresponding residual (||r.||2) for each value of 7.

Note that is another parameterization of the Pareto curve, and we
can therefore find points on the curve where the solutions to (LS, )] and [[BP, )|
coincide.

If we use Newton’s method on the equation

o(r) =0, (4.9)

we get a sequence of parameters 7, that converge to 7,, with ||r ||l = 0. We
will see that 7, is the parameter for which the solutions to [(LS,)| and [[BP.,)|
coincide. First we note that the optimal solution of [(LS,)| for 7o, i.e., X,
satisfies the constraint in [(BP,)] because |r,, [|2 = [|[Ax,, —b|l2 = 0. We see
that x,, must also be the optimal solution to because we can only
decrease ||x,, [|1 further by increasing ||r,, ||2. But increasing ||r,, |2 means that
the constraint ||Ax,, — bl|l2 < o no longer holds. Thus finding a solution to
means finding an optimal solution to

Using Newton’s method to solve means finding the point on the Pareto
curve that intersects with a horizontal line with value o. In[Figure 4.1] we have
chosen o = 0.3 and it is represented by a dashed orange line.
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4.3. The Pareto Curve

Derivation of the Dual Variables

In order to use Newton’s method on we must be able to evaluate the
derivative ¢’. In the next section we will show that ¢ is differentiable and that
¢ = —\,, where A\, > 0 is the unique dual solution of In this section, we
will see that the dual solution A\, is easily obtained as a by-product of solving

To find an expression for \., we start by recasting the constrained Lasso
problem as the equivalent problem

minimize |r|l2 subject to Ax+r=b, |[x|1<T. (4.10)
r,x

By incorporating the constraints into the objective function, we get the
associated Lagrangian

L\y) = [z = y" (Ax + 1 —b) + A|x[ = 7), (4.11)

where y and A are the Lagrangian multipliers. The Lagrangian dual function is
then
L(Ay) =inf{L(Ay)}, (4.12)

so that the dual of the convex problem [(4.10)|is given by

max L(\,y) subject to A >0. (4.13)
Y

By using the separability of the infimum in r and x and the definition of
the conjugate function, we can simplify the dual problem and find expressions
for y and A\. We start by distributing the y” and A in and then group
the terms that are dependent on r, dependent on x, and independent of both.
We also use the fact that y’b = b”y, since this is the inner product of two
vectors, and that —sup{f} = inf{—f} for an affine function f on R™. Thus,

£0y) = inf (el — y" Ax — y7x + "B+ Al — Ar}
=inf {b?y — A} +inf {—yTr + |r|2} +inf {—yT Ax + \||x|1}

=bly — 7\ —sup {yTr —||r]|2} — sup {yTAx = AMIx|lh}-

Using the general definition of the conjugate function |(4.4), we get that the
conjugate function of f(x) = «||x|| for any o > 0 and arbitrary norm || - || with
dual norm || - ||, is given by

0, ifllzfl <o

) (4.14)
oo, otherwise.

J(2) = sup {z"x — al|x]} = {

From this we see that the suprema in £(),y) are conjugate functions of ||r||2 and
A||x]|1, respectively. The first supremum has aw = 1 and the norm is the self-dual
two-norm. In the latter supremum, o = A and the norm is the one-norm, with
dual norm the infinity-norm.

It follows that stays bounded if and only if the dual variables satisfy
the constraints of the conjugate functions, namely |ly|l2 <1 and [|ATy|lo < A
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4.3. The Pareto Curve

Otherwise, the conjugate functions will evaluate to oo, making £ infinitely
small, and thus infeasible. Therefore, we can remove the suprema from the dual
problem and add the constraints, so that the dual of is given by

max bTy —7A subject to |lyll2 <1, [ATy]le < A (4.15)
Y,
Since | - || is a norm, the non-negative constraint on \ is still enforced by the

second constraint in [(4.15)]

We are now ready to find the expressions for y and A. We will see that they
are expressions of the primal solution r, with y = r/||r||2 and A = [|[ATy| .
The expression for y is found by noting that from|(4.14)] we have

sup {y’r —|rf.} =0 if |yl <1. (4.16)

We use the Cauchy-Schwartz inequality and the constraint in [(4.16)[ to find
y'r — el < [lyll2liellz — [lrllz < [|r[l2 — [|r]l2 = 0.

Let r be fixed as the r that achieves the supremum. Then, since the supremum
is equal to 0, we must also have y'r — ||r|2 = 0, and the inequalities above
thus become equalities. If r = 0, the choice of y is arbitrary. If r # 0, then
y =r/||r|l2 would satisty ||y||2]|x]|2 — ||r]]2 = 0. Then y is a unit vector, so we
have [ly]l2 = 1.

The expression for A can be seen from the dual problem Let y be
fixed. To maximize b”y — 7\, we must minimize 7A. If 7 > 0, X\ must be at its
lower bound, i.e. A = ||ATy||. If 7 = 0, then the choice of X is arbitrary.

Since the dual variable y only depends on the primal variable r, we can
eliminate y. Resulting are necessary and sufficient optimality conditions for the

primal-dual solution (r-,x,, A;) of the problem |(4.10)|

Ax; +r, =b, |x.]]1 <7 (primal feasibility); (4.17)
AT oo < Arllrs|l2 (dual feasibility); (4.18)
Ar([x7][1 =7) =0 (complimentarity). (4.19)

Differentiability of the Pareto Curve

In this section we will show some properties of the Pareto curve ¢ for points
7 € [0,75p], where T7pp is the optimal objective value of the problem
Note that because of our assumption 0 # b € range(A), we know that Ax =b
has a solution, so that is feasible, and that 75p > 0.

When 7 = 0, we have that ||x.||; = 0, which means that x, = 0. Then
r; = b, and consequently ¢(0) = ||b||2. That 75p is the optimal objective value
of[[BP)|means that it is the smallest value of 7 such that || Ax, —b||s = |[r.[]2 = 0.
In other words, it is the smallest value of 7 such that has a zero objective
value, or that ¢(7pp) = 0. Therefore, we have that the function values at the
endpoints of our interval are

¢(0) = [[bll2 >0 and ¢(rpp) = 0. (4.20)

The properties of ¢ we want to show are listed in the following theorem.
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4.3. The Pareto Curve

Theorem 4.3.1. [1(, Theorem 2.1]

a) The function ¢ is convex and non-increasing.

b) For all T € (0,7pp), ¢ is continuously differentiable, ¢’ = —\,, and the

optimal dual variable A, = ||ATy||oo, where y, =1, /||r,]|2-
¢) Fort €0,7gp], ||z =T, and ¢ is strictly decreasing.
Proof.

a)

To prove that ¢(7) = ||r,||2 is convex, we must show that ¢(8m + (1 —
B)12) < Bo(11) + (1 — B)o(m2) for any 71,72 in dom ¢ and all 8 € [0, 1].
In order to do this, we restate ¢ as

o(r) = igf f(x,7), (4.21)
where

0, ifx|1<r

) (4.22)
oo, otherwise.

f(x,7) = ||Ax—Dbll2+1¢,(x) and ¢, (x):= {

With a =7 and |||l = ||-[l1 in we note that 1, (x) = sup,{x’z —
7||z||oo }. Then v, (x) is a pointwise supremum of an affine function in
(x,7), and thus convex. Since f then is the sum of two convex functions,
f is also convex. Now, let 71, 75 be any non-negative scalars, and let xy, xo
be the corresponding minimizers of For any $8 € [0, 1],

B+ (1 —B)m2) = igff(x,ﬁﬁ +(1-p)m2)

< f(Bx1 + (1 — B)xa, B + (1 — B)72)
< Bf(x1,m) + (1= B)f(x2,72)
= Bo(r1) + (1 = B)o(72).

In the first inequality, we have used that the infimum is less than or equal
to f(z) for any z € dom(f). Since f is convex, its domain is a convex set.
We can therefore pick a point z = 8x; + (1 — 8)x2. The second inequality
follows from the convexity of f. The last equality shows that ¢ is convex
in 7.

Furthermore, ¢ is nonincreasing, because the feasible set forextends
as 7 increases. When the feasible set extends, the optimal value of
will stay the same or become smaller. But because ¢(7) is the optimal
value of at 7, we have that ¢ decreases as 7 increases.

We know from part (a) that ¢ is a convex, non-increasing function. We also
know that 7 € (0, 75p) are points where ¢ is finite, since ¢ is finite at the
endpoints of this interval. Then by Theorem 25.1 in , ¢ is differentiable
at 7 if and only if its subgradient at 7 is unique. By Proposition 6.5.8a) in
[11], if A; is a geometric multiplier, we have that —\; € 9¢(7), i.e., =\,
is a subgradient of ¢(7). We know that \; is a Lagrangian multiplier for
|(4.10)l Since|(4.10)|is a convex problem, we have by Proposition 6.1.2b)
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in that geometric and Lagrangian multipliers coincide. Ergo, —\. is
a subgradient of ¢(7).

To prove the differentiability of ¢, it suffices to show that A\, is unique.
Since 7 > 0, the dual variable A, is only optimal at its lower bound,
as discussed in the previous section. Hence A, = [[ATy,| . By
[Proposition 2.6.1k), the solution x. of [LS;)] is also a solution to the
strictly convex |(U-LASSO)l Then x, is unique and thus the optimal value
r. =b— Ax, nique. Since 7 < 7pp and ¢ is nonincreasing,
we have |r;|2 > 0. We can then take y, = r;/||r-||2. The uniqueness of
r, implies the uniqueness of y., which again implies the uniqueness of ..
Thus ¢ is differentiable with ¢’ = —\,. Finally, since ¢ is both convex
and differentiable, we have that its derivative is continuous.

¢) Recall that x, is the optimal solution of [LS,)} i.e., |[x,|[1 < 7. For 7 =0,
the assertion ||x,|[1 = 7 holds by the definiteness of a norm. The assertion
holds for 7 = 7gp by the definition of 75p. What remains to show is that
part (¢) holds for the interior of the interval.

We note that ¢(r) = |[r7|lz > 0 for all 7 € [0,7gp). Then r, # 0,
which implies that y, # 0 and A, # 0. More precisely, A. > 0. Since
¢'(t) = —A;, we have ¢/(7) < 0 on (0,7pp), which implies that ¢
is strictly decreasing on this interval. Since both x, and A\, satisfy the
complimentarity in[(4.19)] we must have that ||x, |l —7 = 0, or ||x,[1 = 7.

4.4 Root Finding

We will generate a sequence of parameters 7, that converge to 7, by applying
the Newton iteration

Thr1 = Tk + A1, with A7y = (0 — ¢(1x)) /9" (1) (4.23)

to [(4.9)} Then the corresponding solutions x,, of |(LS,)| will converge to x,,

which is the solution to |(BP, )|
By we have that ¢ is convex, strictly decreasing and
continuously differentiable for o € (0, ||bl|2). Then by Proposition 1.4.1 in

7 this convergence is superlinear for all initial values 79 € (0,75p). This
analysis is based on standard Newton methods, where we solve the Newton
equations

& (i) AT = 0 — P(71) (4.24)

exactly at each iteration. This involves solving exactly at each iteration.
For large numbers of unknowns, this can be very computationally expensive.

For systems of non-linear equations in general, inexact Newton methods
would solve only approximately, reducing the cost of the algorithm. The
residual is a fraction of the right-hand side. Analysis of inexact Newton methods
shows that they are convergent and that the rate of convergence depends on
the fraction. For example, by Theorem 7.2 in [22], if the fraction tends to zero,
the method will have a superlinear convergence rate.

Unfortunately, this analysis does not apply when the right-hand side in
is only known approximately, which is the case we are working with here.
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We will show later that the inexact Newton method still converges when we do
not know the exact function value of ¢, although this convergence is sublinear.
However, we can make this convergence as close to superlinear as we want,
by increasing the accuracy with which we compute ¢. As we will see in the
following section, we can use the duality gap to bound this accuracy.

Bounds on Approximate Solutions

In this section we find a bound on the accuracy of the computed function
value of ¢, using the duality gap. We later use this bound to establish the
rate-of-convergence guarantee for the Newton iteration.

The algorithm for solving that we outline in preserves the
feasibility of the iterates at all iterations. That is, an approximate solution
X, will satisfy the primal feasibility condition. Because X, is an approximate
solution and therefore suboptimal, the norm of its residual T, := b — AX, must
be greater than or equal to the true minimum ||r;||2. Because 7 < 75p, both
norms are greater than 0. We thus have the following inequalities:

1% <7, and [F 2 > [lells > 0. (4.25)

Then we can construct the approximations to the dual variables that are
dual feasible, -
Y, =T;/[F[ and A;:= ||AT77—||00~

By weak duality, the value of the dual problem at the dual feasible point
(M\;,¥,) is a lower bound on the primal optimal value ||r, 2. Because the primal
problem is a minimization problem, the value of the primal problem at the
primal feasible point X, is an upper bound on the primal optimal value. Hence,

by, — 7 < ol < [ o (4.26)
Now we use the duality gap
5, = [l — 5, — 7X,) 2 0, (4.27)

to measure the quality of an approximate solution X.
Let ¢(7) := ||T+||2 be the objective value of at the approximate solution

X,. Then, using |(4.26), we get
B(r) = ¢(1) = [Trll2 = e ll2 < [Fefl2 = (O7F, = 7A-) =6, (4.28)

so that d, is a bound on the accuracy of ¢(7).

According to p. 9], with the added assumption that A has full rank
and thus finite condition number, we can also use the duality gap to bound
the difference between the derivatives ¢/(7) and ¢/(7). Using the following
definition of the condition number of A,

cond(A) = Tmax (4.29)

Omin

where oax and o, are the largest and smallest singular values of A respectively,
we have that cond(A) is bounded if A has full rank. The bound on the derivatives

can be seen in
(1) — (1) <0 and |¢/(1) = ¢'(1)] < 79, (4.30)
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where v > 0 is independent of 7 and proportional to the condition number of A.
It is unclear from why the second inequality holds and how it is connected
to the condition number.

Rate-of-convergence Results

In this section we will show that the inexact Newton method converges even
if we only know ¢ and ¢’ approximately. The main theorem in this section
establishes the local convergence rate. Before we get to this theorem, we show
the following useful lemma.

Lemma 4.4.1. Suppose that A has full rank and o € (0,||b|l2). Then there
exists positive constants v, and 7y independent of Ty such that

P(rk) —o (1) —
o' (7i) a(Tk)

o
<de and ¢ (1) < e (4.31)

Proof. First we note that o € (0,|b|2) implies that 7, € (0,7gp). Since
¢(1) = o, we have that ¢(7,) € (0, |/b]|2). Since ¢(0) = ||bll > 0 and
¢(tpp) = 0, and ¢ is non-increasing by [Theorem 4.3.1h), we have 7, € (0, 75p).

We will show the second inequality first. Since A has full rank and is of
dimension (m x N) with m < N, we have rank(A4) = m. Then rank(AT) = m,
as well. By the Rank Theorem, the dimension of the null space of A7 is

dim(Null(AT)) = m — rank(AT) =m —m = 0.

Thus, ATy = 0 only when y = 0.

From [Theorem 4.3.1p), we have that ¢/(7) = —||ATy,, ||oo, where y,, is a
unit vector. So y,, cannot be zero, and by the positive definiteness of a norm,
|ATy . |loo # 0. Then, and because of the non-negativity of a norm,

3= min {|ATy[s} > 0.
yillyll2=1
This gives us
16/ (T)] = 14Ty [loo > 7,
which yields |¢/(75) 7| < 72 with 72 == 1/73.
To prove the first inequality in we introduce the function f: R2 = R

given by
u—0c

flu,v) = ” (4.32)
Taylor’s formula in two variables for this function is expressed as
F(@7) = f(u,0) + V()T (@) — (u,0)), (4.33)
where ¢ = (c1, ¢2) lies on the line segment between (u,v) and (@, ), i.e.,
u<c<u and v<cy <. (4.34)

We subtract f(u,v) and take the absolute value on both sides in [(4.33)
Recognizing V f(c)” ((u,v) — (u,v)) as the inner product between V f(c) and
((w,v) — (u,v)), we can use Cauchy-Schwartz’ inequality to obtain

1f (@, v) = f(u,0)| <[[Vf()2ll((@V) = (u,0))]]2.
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Let u = ¢(1x), v = ¢ (1), u = ¢(r) and v = ¢'(7). Making these
substitutions and using the definition of f, we get

p(rp) —o P(x) — 0

' (1) &' (k)

where we recognize the left-hand side as the expression we are trying to restrict.
The second norm on the right-hand side can be bounded by using the inequalities

in [T30]

1([@(7e) = &(70)) [6'(h) — & (Ti)]) ]2 = \/@(m) = 0(7k))? + (&' (k) — ¢/ (1))?
<07 +~%63
=0/ 1+ 2.

To bound the first norm, ||V f(c)||2, we compute the gradient of f and insert

=) 1 o0—¢1
Vf(c) = ( > (4.35)

' A3

< IV (©)ll2ll([é(e) — &(i)], [¢ (k) — & (7)) |2,

From the second inequality in [(4.31)} we have |v=!| = |¢'(7)~!| < 2. Then,
because of and that u = ¢(7) is non-increasing and bounded below by 0,
we have

B 1 (0 —c1)?
V5@l = ¢ ot
u)?

- 1 (o-—
<\ 0%
= y94/1 + 02+3.

Combining everything, we get

¢m) —o  (m) —a| _
‘ I Fm) |
where 1 = Ya/1 + 0273 /1 +~2. |

We are now ready to prove the main result, which states that the Newton
iteration still converges when we only know ¢ and ¢’ approximately.

Theorem 4.4.2. [1(, Theorem 3.1] Suppose that A has full rank, o € (0, ||b]|2),
and 0y, = 67, — 0. Then if 1o is close enough to 7,, the iteration|(4.23)-with ¢
and ¢’ replaced by ¢ and ¢’ —generates a sequence T, — T, that satisfies

[Tht1 — To| = YOk + Mk| T — 7o, (4.36)

where n — 0 and 7y is a positive constant.
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Proof. Similar to the proof of [Lemma 4.4.1] o € (0,]/b|lz) implies that
7o € (0,7p). Then, by [Theorem 4.3.1p), ¢ is continuously differentiable
for all 7 close enough to 7,. By the fundamental theorem of calculus, we have

wm—o:mmrwwa:/mdvm«

We will make the following substitution in the integral above. Let
T =T, + a(1p, — 7). Then dr = (1, — 75)da. If 7 = 75, then a = 0. If
T = Ty, then a = 1. We get

o(mx) — o = /0 &' (1o + atp — 7o) da - (Th — To).

Next, we add and subtract ¢’ (7 )(7x — 7, ) on the right-hand side. By noting
that fol &' (i) (T — T ) da = ¢/ (71 ) (T — 7»-) and combining the integrals, we get

o(h) — o = ¢ (76) (1 — 7o) — &' (k) (71 — 7o)
—i—/o @' (1o + |tk — T5]) da - (1, — 7o)
1
= ¢' (k) (T — 7o) +/0 [0 (1o + almk — 75]) — ¢' (k)] - do(Th — 75).
(4.36)

We solve the integral in [(4.36)]

/0 [¢' (7o + alte — 75]) = ¢' (k)] - da(Th — 75)
[¢<To + O‘[Tk - TU])

(Tk - 717)

1

- )] (m-m)

0

_ ¢(Ta+[7k_7—a])_ N1 — P(70) ") - T
(™ e - g ) 0)
. (1) (7 P(75) T

~ (G~ s ) (=

= ¢(7) + ¢ (1) (7o — ) — O(75)

= w(Tk, To)-

In the last equation, we have used that we can express ¢(7,) as a version of the
first order Taylor expansion around 7y,

¢(75) = ¢(75) + (7o — ) () + W (Th, 7o),
with the remainder w(7y, 7o) satisfying

W(Tk, 7o) /|Tk — To| = 0 as |7 — 75| = 0. (4.37)
Inserting w(7k, 7,) for the integral in we get ¢(1x) — o = & (1x) (T —

To) + W (T, T )-
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Next, because A7y, = (0 — ¢(73)) /¢’ (11) from we have

|Tk+1 - TU| = |Tk + ATy, — Ta|
o)
&' (%)

Solving ¢(1x) — 0 = &' (1) (Tk — To) + w(Tk, 7o) for (7 — 7») and using

emma 4.4.1) we get

+ T — To| -

— 7, = 7 — ¢7) L ) — o — w(TE, T,
ITht1 — 7o ) + qﬁ’(m)((b( %) (Ths a))’

(o) —0) | d(k) 0 w(T, 7o)

&' (71) ¢’ (Tk) ¢ (Th)

I
+

<o) —o  (o(n) —a)|  |w(Tk 7o)
| (k) &' (k) o' (71)
< 710k + Y2 |w (T, 7o )|

=70k + M| Tk — Tl

where ny, = Yo|w(Tk, 75)|/|T — To|. Since v2 > 0, we have n, > 0. With 7y
sufficiently close to 7, implies that n — 0 and 7, < 1.

To show that the sequence of 7, converges to 7,, we apply the inequality
above recursively ¢ > 1 times and get

¢
Thie = Tol 71> () ki1 + (k)| — 7o . (4.38)

i=1

Because 7, < 1, we have that (1) — 0 and ()" — 0 as £ — co. We also
have by assumption that J; — 0, so the whole right-hand side goes to zero as

¢ — oo. Thus 7, — 7,. For a derivation of [(4.38)] refer to|Appendix A.2 MW

We remark that the convergence rate of the algorithm depends on the rate
at which 0 approaches zero. If J; is exactly zero, which is the case if is
solved exactly at each iteration, then becomes

|Tk+1 - Ta| = 77k|Tk - Ta|
|Tht1 = Tol _

Mk -
|Tk 77—U|

Taking the limit as k — oo on both sides yields |7x+1 — 7o |/|7k — 76| — 0. The
convergence rate is superlinear. This agrees with the convergence analysis of a
standard Newton iteration.

assumes that A has full rank. If A is rank deficient, then
we would have slow convergence unless 6 = 0. To see this, assume A is rank
deficient. Then 73 := miny.|y(,=1{||AT Y, [} is zero. But then 5 :=1/73 is
infinite. Since v is an expression of v,, we have that 7, is infinite as well. In
the proof for we see that v = v;. Thus the right-hand side in
is infinite.
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4.5 Solving the Lasso Problem

In order to solve we can use an altered version of the gradient descent
method. Traditional gradient descent only works for a non-constrained problem.
Our Lasso problem has a constraint on the variable x, namely [|x[; < 7.
We can alter the gradient descent method to work for a constrained problem.
By moving in the direction of the negative projected gradient instead of the
negative gradient, we ensure that our iterate candidate satisfies the constraint
by projecting the iterate candidate into the feasible set. We will do this using
the operator

P;[c] :={argmin |c—x|]2 subject to |[x|1 <7}, (4.39)

which gives the projection of an N-dimensional vector ¢ onto the one-norm ball
with radius 7.

Finding the ideal step length is an important and non-trivial part of gradient
methods. The step length can determine whether or not our sequence will
converge. In the SPGL1 algorithm, we use the Barzilai-Borwein step length,
which was introduced by Jonathan Barzilai and Jonathan M. Borwein in .
According to their analysis, gradient descent algorithms with this step length
achieve better performance and are cheaper to compute than the standard
steepest-descent method.

Let x+1 = Py[x) — axgk) be the iteration and g = —ATry be the current
gradient. We denote the difference between two consecutive iterate candidates
and two consecutive gradients as Ax = x, — xp_1 and Ag = gr — Zr_1,
respectively.

The step length oy, is chosen as the a that minimizes ||Ax — aAg]|3. We
note that

[Ax — aAg|3 = (Az1 — alg)® + (Azz — alga)® + - + (Azy — algn)?,

where Axz; is the i-th element in Ax and Ag; is the i-th element in Ag. Since
the norm is continuous and differentiable, in order to find the o that minimizes
this norm, we set the derivative equal to 0 and solve for cv. We use the chain
rule to find the derivative and get:

Z —2(Az; —alAg;) - Ag; =0

N
=1
N N
—22 Ax;Ag; + 2ZozAgi2 =0
i=1

i=1

N N
Z Ax;Ag; = Z aAg?
i=1 i=1

N N
a= Z Ax;Ag;/ Z alg?
i=1 i=1
a = (Ax,Ag)/(Ag, Ag).
The final equality uses that (x,y) = xTy = Zf\il x;y;. Our step length is given
by
ar = (Ax,Ag)/(Ag, Ag). (4.40)
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4.5. Solving the Lasso Problem

Listing 4.1|is a translation of Algorithm 1 from into MATLAB syntax. It
also closely follows Algorithm 2.1 in . Note that the following is not how

the actual code for the SPGL1 algorithm is written. It merely outlines the SPG
procedure that we have just described. A very important difference between
and the actual SPGL1 code is that here the matrix A is assumed to
be an explicit matrix, whereas in the SPGL1 code A can be an operator.

Listing 4.1: Spectral projected gradient for [(LS,)

function [x_tau, r_tau] = spgl(b, A, x_in, tau, delta, varargin)

alpha_min = options.step_min; % set min step length
alpha_max = options.step_max; % set max step length
gam = le-4; % set sufficient descent parameter gamma
alpha_curr = 1; % set initial step length

M = options.max_its; % set linesearch history

history of iterates
= zeros(M,1);
= zeros(M,1);
zeros(M,1);

Q@ 5 X o°
I

% initial iterates
x(1) = real_proj(x_in, tau); r(1l) = b - Axx(1); g(1) = -A."*xr(1);

i=1;
while 1
% duality gap
delta_curr = norm(r(i),2) - (b.’xr(i) - tauxnorm(g(i), inf))/norm(r(i),2);
if delta_curr < delta
break
end

alpha = alpha_curr; % initial step length
while 1

X_bar real_proj(x(i)-alphaxg(i));
r_bar = b - Axx_bar;

% find armijo condition
armijo = norm(r(i),2)"2 + gamx(x_bar-x(i).’'*g(i));
for j=1:min(i,M-1)
tmp = norm(r(i-j),2)"2 + gam*(x_bar-x(i).'*g(1i));
if armijo < tmp;
armijo = tmp;
end
end

if norm(r_bar, 2)72 <= armijo
break
else
alpha = alpha/2; % decrease step length
end
end

% update iterates
x(i+1l) = x_bar; r(i+l)
dx = x(i+l) - x(i); dg

r_bar; g(i+l) = -A.’*xr(i+l)
g(i+l) - g(i);

% update Barzilai-Borwein step length
if dx.’ * dg <= 0
alpha_curr = alpha_max;
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else

bb_step = (dx.’ * dx)/(dx.’ * dg);

alpha_curr = min(alpha_max, max(alpha_min, bb_step));
end

i=1+1;
end

x_tau = x(i); r_tau = r(i)
end

In this procedure, we update the iterates until the duality gap is acceptably
small. If the current duality gap ¢; is less than our desired duality gap 9,
the method has converged and we can return with our solution x, = x; and
corresponding residual r, = r;.

In lines 27 to 45 we perform a linesearch for the next iterate candidate. In
line 28 we compute the projection of the iterate candidate into the feasible set.
Since this is a potentially expensive step, a separate function real_proj has
been written to efficiently perform this task. We will outline the algorithm
behind this function in the next section. Lines 31 to 38 find the non-monotone
Armijo condition (see, e.g., [22]). It ensures a sufficient decrease in the objective
function at least every M iterations.

Lines 52 to 56 update the Barzilai-Borwein step length and ensure that ;41
stays within the limits of ain and apax.

One-norm Projection

As mentioned, the step of computing the projected gradientcan potentially
be costly. We will now give an algorithm for computing this projection, with
worst-case complexity of O(nlogn). Numerical experiments in show that
on average the cost is much less than the worst-case cost.

To simplify the discussion, we assume that the entries of the vector c are
non-negative, which we can do without loss of generality. If ¢ had any negative
entries, we could change the optimization problem in to the equivalent
problem

argmin |[Dc — Dx||2 subject to || Dx|; < T, (4.41)
X

where D = diag(sgn(c)). We have used the convention from [14], where two
optimization problems are equivalent if the solution of one problem can be
readily found from the solution of the other problem. In this case, the two
problems are related by a change of variable, z = Dx, so the solution to
can be found from the solution to by applying D~ 1.

We will start by giving the motivation for the one-norm projection algorithm.
The smallest possible value the norm in could have is zero. It becomes
zero if x = ¢, and so we start with this as our trial solution. If this is feasible,
i.e., |[c|]]1 < 7, we have found the solution and can exit with P;[c] :=x* =c¢. If
not, we will try to reduce the norm of the trial x by the amount of infeasibility,
which is

vi=|x|; -7 (4.42)

We want to find a correction vector d such that ||x — d||; = 7. We see that
le = (x=d)]2 = fle =x+dlls < [le = x][2 + [[d]]2,
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so in order to minimize the potential increase in the objective value, we have to
choose d such that we minimize ||d||2. The vector d we are looking for is then
a solution to

minimize ||d|2 subject to d >0, ||d]; = v (4.43)
derN

With e a vector of ones, it is straightforward to verify that
d*=~e with ~=v/N, (4.44)

is a solution to For an intuitive argument, we look at the case where
d € R2. Then the constraint d > 0 confines us to the first quadrant. The
constraint ||d||; = v is a line segment from (0,v) to (v,0). Minimizing ||d||2
under these constraints then means finding the point along this line which is
closest to the origin. This point is the center of the line segment, namely the
point (v/2,v/2).

Unfortunately, the solution x = ¢ — d* could still be infeasible. If some of
the entries in ¢ — d* are negative, the value of ||x||; would increase. To combat
this problem, we ensure that our solution preserves the sign pattern of c. If
every element in d* is smaller than the smallest element in c, i.e., if each

df < Cpin = min¢;, (4.45)

none of the elements in x = ¢ —d* can be negative, and we exit with this as the
solution to Otherwise, we set all the elements that would be negative to
zero, i.e.,

z; =0 forall 1€Z:={i:dj > cmin}- (4.46)

Listing 4.2| shows a translation of Algorithm 2 in into MATLAB syntax.
In order to improve the efficiency of the algorithm and reduce cost from
bookkeeping, the procedure is applied to a growing subvector of c. This way,
we do not need to sort the entire vector c. For the first iteration, we start
with a single element which is the largest element in magnitude from c. For
each subsequent iteration we add the next element from c that is largest in
magnitude. The variable name c_min can be a little confusing, as we are
extracting the largest element of c. However, this name was chosen because it
corresponds to the name used in [(4.45)| and [(4.46), and because the element we
are extracting will become the minimum element in the current subvector.

Listing 4.2: Real projection onto the feasible set

function [x] = real_proj(c, tau)
n = size(c,2);

if norm(c,1) <= tau % c is feasible

X = C;
return
end
delta = 0; nu = -tau; gam = 0; % gamma

c_bar = build_heap(abs(c));

for j=1:n
c_min = c_bar(1l); % extract largest element
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nu = nu + c_min; % accumulate infeasibility
gam = nu/j; % define current solution

if gam >= c_min % remaining iterations satisfy soft thresholding condition

break
end
c_bar = delete_max(c_bar);
delta = gam; % element in d
end
x = soft_threshold(c, delta);
end

This MATLAB script assumes a few functions exist. The function
build_heap should build a binomial heap with the largest element in magnitude
as the first element. The function delete_max removes the current largest
element and restores the heap property. The function soft_threshold
corresponds to|(4.46)

The soft-thresholding operation would behave differently if ¢ € CV and the
algorithm outlined here would then have to be modified. For an algorithm for
the complex one-norm projection, see Algorithm 3 in .
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CHAPTER 5

New Compressed Sensing Theory

In we discussed the main concepts in traditional CS. In

we discussed an algorithm that efficiently solves the main optimization problem
in CS. Now we are interested in how the sampling process and recovery work in
practice.

As it turns out, there is a gap between the theory that we outlined and
its use in practice. The theory is built on three important pillars: sparsity,
incoherence and uniform random subsampling. There are cases where we have
all of these and recovery is successful, but quite often at least one of these
properties is missing. If that is the case, we have to adapt our measurement
process and sampling model to achieve satisfactory recovery results.

In [Figure 5.1} we see two reconstructions of a 512 x 512 gray-scale image of
the Oslo Opera House. The image on the left was achieved using uniform random
subsampling, which is what the CS theory suggests. This poor reconstruction
is an example of the actual process not aligning with the theory. The image on
the right is clearly a much better reconstruction. This image is the result of a
multilevel sampling pattern.

In this chapter we will discuss why the multilevel sampling pattern works
and define a new CS theory (first established in [2, Part III] and [3] [24]) that
better supports what is happening.

5.1 Sampling Structure

As we see in the structure of the sampling operator is important.
The multilevel sampling pattern performed much better than uniform random
sampling. We can explain this by examining the coherence of the matrix ®¥—1,
with ® being the Hadamard matrix and ¥ the DWT matrix. This is seen in
|[Figure 3.4] from [Section 3.3}

The matrix ®¥ ! has a block structure, where the non-zero elements lie
along the main diagonal. Even though most of the elements in the matrix
are zero, the matrix has a high global coherence because there are elements
with magnitudes close to 1. A high global coherence means we need a higher
number of samples to get uniform recovery, according to The
measurements corresponding to blocks with high coherence are likely to contain
important information about the signal. Therefore, we are most interested in
drawing these samples. Even if the number of samples satisfies the lower bound

in if we sample uniformly at random we could end up drawing
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Uniform random Circle

Figure 5.1: Two recoveries of a 512 x 512 image of the Oslo Opera House
from 20% Hadamard samples using DB4 wavelets. Original image courtesy of
Alexandra von Gutthenbach-Lindau/ from Pixabay!.

most of our samples from areas outside the main diagonal, and thus get a poor
reconstruction.

We need a new, local notion of coherence so that we can sample with respect
to the structure in the coherence. That way, we can design sampling patterns
that sample densely in the blocks with high coherence and less densely in the
blocks with smaller coherence. We will define local coherence and this new way
of sampling later in the chapter.

5.2 Sparsity Structure

demonstrates that the structure in the sampling operator affects
the recovery, but what about the structure in the sparsifying operator, i.e.,
the wavelets? The standard CS theory tells us that the core assumption for
successfull recovery is sparsity. That is, as long as we have a signal where most
of the coefficients are zero, we should be able to recover it. In practice, we see
that the regular notion of sparsity alone is not sufficient to guarantee recovery.
Information about the structure of the sparsity, i.e., where the non-zero elements
are located, is in fact necessary.

To illustrate this, we perform an experiment called the flip test. The flip
test is based on the fact that sparsity is independent of permutation. Recall
that a vector is s-sparse if it has at most s non-zero elements. The number s
does not depend on the location of these non-zero elements. Thus, an s-sparse
vector x and a vector x’ = Qx, where @) is a permutation matrix, will have the
same sparsity. If sparsity alone is sufficient for recovery, then we would expect
the same recovery quality whether we recover the original signal x from y = Ax
or y’ = Ax’. With the flip test, we will attempt to recover the original signal
from the permutation and compare the results to a standard recovery.

By varying how we define the permutation matrix ), we can investigate
different ways the sparsity might be structured. We perform two different
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versions of the flip test, which we call the global flip test and the flip test
in levels. In the former version, we let Q be a so-called global permutation,
corresponding to flipping all the wavelet coefficients at once. That is, the first and
last coeflicients switch places, the second and second to last coefficients switch
places, and so on. With the global flip test, we find that the reconstruction
quality is drastically worse than for a standard recovery, meaning that the
structure of the sparsity does matter.

For the flip test in levels, we will define @ as local permutations within each
wavelet scale, or level. The first and last coefficients within a level switch places,
the second and second to last coefficients within a level switch places, and so
on.

Let x be the original signal we seek to recover in vector form. Let d = Ux
be the coeflicients of x in the sparsifying transform, which we have chosen to be
the DWT. The matrix A = Po®WU~! is as usual the measurement matrix and
@ is the permutation matrix. The steps of the flip test are summarized below.

1. Compute the coefficients d = Ux.
. Flip the coefficients, resulting in d’ = Qd.
. Reconstruct d from y = Ad.

. Reconstruct d’ from y’ = Ad’.

2

3

4

5. Flip d’ back, resulting in d.

6. Perform the inverse transformation, resulting in ® = ¥~'d and X = ¥~!d.
7

. Compare %X and X.

For the flip test experiments, we have used the test images in
which have been converted to gray-scale and resized to 512 x 512. We have
sampled using the Hadamard transform and sparsified by a DB4 wavelet. We
have used three different sampling patterns, seen in

The results of the flip test experiments are found in [Figure 5.4|and [Figure 5.5
The middle columns correspond to the global flip test. The right-most columns
correspond to the flip test in levels. For comparison, a standard recovery of the
images can be found in the left-most columns.

The quality of the reconstruction for the global flip test is clearly worse than
for a standard CS recovery. It is obvious by examining the results visually, but
we can also compare the peak signal-to-noise ratio (PSNR), which is a measure
of the quality of the recovery. Take for example the recovery of the pig image
using the circle sampling pattern. For the standard CS recovery, the PSNR
is 25.0. For the global flip test, the PSNR is only 7.5. If the structure of the
sparsity had no impact on recovery, we would expect the PSNR scores to be
equal.

We note that for the flip test in levels, the PSNR scores are much closer to
being equal to those of the standard recoveries. If we look at the recovery of
the pig image using the circle sampling pattern again, both the standard CS
recovery and the flip test in levels recovery have a PSNR of 25.0. This means
that the structure of the sparsity likely corresponds to the scales of the wavelet
we are using. In the next section, we will define a new notion of sparsity that
can describe this behavior.
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Figure 5.2: Two 512 x 512 test images of a pig and a turtle. The pig image is
by Marion Streift and the turtle image by Pexels from Pixabayl

2 level Circle Uniform

Figure 5.3: The sampling patterns for the flip test.

The structure in the sparsity that we have observed here aligns with the
structure in the coherence that we discussed in the previous section. Like
how the Hadamard-wavelet matrix is asymptotically incoherent, the wavelet
coefficients are asymptotically sparse. That is, they are more sparse at coarse
wavelet scales and less and less sparse for finer and finer scales. This is why the
reconstruction quality in the flip test in levels was better for the 2 level and
circle sampling patterns than for the uniform random sampling pattern. The
first two patterns are what we call multilevel subsampling patterns, which take
the structure in the coherence into account. gives a definition of
multilevel subsampling patterns.

5.3 Asymptotic Sparsity

As mentioned in the introduction to this chapter, the standard CS theory is
insufficient to describe what we have just seen. This is because the standard
theory is based on global notions of sparsity and incoherence. We will now
introduce local versions of these properties.
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X in levels

>
i<

Uniform Uniform Uniform

Figure 5.4: The flip test experiments using Hadamard sampling with Daubechies
wavelets on the pig image. The first column corresponds to standard CS recovery,
the second column to the global flip test and the last column to the flip test in

levels. shows the sampling patterns that were used.
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X in levels

>
i<

PSNR: 30.6

PSNR: 35.8

2 level

PSNR: 38.3

Circle Circle Circle

PSNR: 32.3

Uniform Uniform Uniform

PSNR: 35.3

PSNR: 38.4

Figure 5.5: The flip test experiments using Hadamard sampling with Daubechies
wavelets on the turtle image. The first column corresponds to standard CS
recovery, the second column to the global flip test and the last column to the

flip test in levels. shows the sampling patterns that were used.
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Definition 5.3.1. Definition 11.1] Let 1 <r < N and My = 0. Further, let
M= (My,...,M,) where l < M; <---< M, =N and s = (s1,...,s,) where
s < My — M,y for k=1,...,r. A vector x € RY is (s, M)-sparse in levels if

|supp(x) N{Mp_1+1,..., Mg} <sp k=1,...,r
The total sparsity is s = s1 + -+ + §;..

The vector x is (s, M)-sparse in levels if for each level i, there are at
most s; non-zero elements. The vector M defines the r sparsity levels. The
sparsity in levels definition is general, but in the case where we use the wavelet
transform for sparsifying, the sparsity levels would correspond to the wavelet
scales. For the Haar wavelet, M, = 25. The k-th level would consist of indices
{2k=1 41,281 12 2k

A signal has asymptotic sparsity if

Sk/(Mk — Mk—l) — 0

rapidly as k — oo.
We can also redefine the error of best approximation,

osm(x)p = {|lx — z||, : z is (s, M)-sparse}.

5.4 Asymptotic Incoherence

As we have previously discussed, the matrix ®¥ !, with ® being the Hadamard
matrix and ¥ the wavelet matrix, will have a high global coherence. Even
though most of the matrix elements are zero, the matrix has elements with
magnitude close to 1 in the top left corner. Therefore choosing the maximum
of the magnitudes of the elements will yield a global coherence close to 1. We
can define a local coherence that is the maximum element in magnitude within
a given region of the matrix. With this local version, we can design sampling
patterns that utilizes the block structure in the coherence.

Definition 5.4.1. Definition 2.8] Let N = (Ny,..., N,) be the sampling
levels and M = (M, ..., M,) the sparsity levels. The (k,!)-th local coherence
of an isometry U € RV*¥ is given by

Kk = /J,k’l(U) = max{|uifj|2 1= Nk,1 + 17 .. .,Nk7j = Ml,1 + 17 .. .,Ml}.

We say that a matrix has asymptotic incoherence if we can remove either the
first K columns or rows, and get new matrices with small global coherence. We
recall again [Figure 3.4] The combination of Hadamard and Daubechies wavelets
is asymptotically incoherent, because the highest values are concentrated in the
first K rows and columns.

5.5 Multilevel Subsampling
If we have a matrix with asymptotic incoherence, we would get poor performance

if we sampled uniformly at random from the whole matrix. We saw an example
of this in We could end up under-sampling in the areas with high
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coherence and sampling unnecessarily in areas with low coherence. By sampling
in levels, we can sample fully in the first levels with the highest coherence, and
sample less and less in the consecutive levels.

Definition 5.5.1. |2 Definition 11.5] Let Ny =0 and N = (Ny,..., N,) where
1< N <+ <N, =Nand m = (my,...,m,) where my < N — Ng_4
for k = 1,...,7. An (m,N)-multilevel random subsampling scheme is a set
Q=0 U---UQ, of m=mq+ -+ m, indices, where for each k the following
holds: If my = Ny — Ni_1, then Qp = {Ny_1 + 1,..., N}, otherwise
consists of my, indices chosen independently and uniformly at random from the
set {Np_1+1,...,Ni}.

The first two sampling patterns in [Figure 5.3 are examples of multilevel
subsampling patterns.

5.6 Restricted Isometry Property in Levels

We can also define an in-levels version of the restricted isometry property, the
RIPL. We will show later that with enough samples, the measurement matrix
will with high probability satisfy the RIPL and consequently yield uniform
recovery. This is analogous to [Theorem 2.5.4] in [Chapter 2|

Definition 5.6.1. Definition 2.12] Let M = (My, ..., M,) be sparsity levels
and s = (s1,...,S,) be local sparsities. The s-th restricted isometry constant
in levels (RICL) d(s ay of a matrix A € R™*N is the smallest constant § > 0
such that

(1—9)|x[]3 < [|Ax[3 < (1 +6)||z||3, for all (s,M)-sparse x.
If 0 < ds,m) < 1, we say that A satisfies the restricted isometry property in
levels (RIPL).
As with the standard RIP, the RIPL implies uniform recovery.

Theorem 5.6.2. 1@ Theorem 2.13] Let r € N. Suppose that A € R™*N
satisfies the RIPL of order (2s, M) with

1
) <
EM = e F A2 11
where
o= k,zglﬁ?s,r{sk/sl}'

Then for any x € RY and y € R™ with ||[Ax — y|2 <7, a solution x# € RN of

minimize ||z||; subject to ||Az —y|2 <7
zERN
approximates the vector x with errors
I = x* |1 S oem) (X)1 + Vs

O (s,M) (X) 1

NG

Ix = x#l2 S (1+ (ra)*/?) + (14 (ra)/*)n,
where s = 81+ -+ + §,.
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Since the RIPL implies uniform recovery, we are interested in knowing how
many samples we need to achieve the RIPL. For technical purposes, we need the
following scaling of the measurement matrix. Let U € RV*Y be an isometry
and ©Q = QN m be an (N, m)-multilevel subsampling scheme. We then define
the matrix

A = PoDU € R™*N, (5.1)

where D € RV*¥ is a diagonal scaling matrix with

Ni—Np_1 .

ShoTkhol o f

di; = e AT 70 Ny 1 <i<Npk=1,...,r
1, if mp =0

Theorem 5.6.3. 1@ Theorem 3.1] Let U € RN*N be an isometry, r € N,
€>0andd <1. Let Q = QN m be an (N, m)-multilevel subsampling scheme,
M be the sparsity levels and s be the local sparsities. Suppose that

r

my, 2 62 (Ny— Ny—1)- (Z Hike,l '$l> - (rlog(2m) log(2N) log®(2s) +log(1/e))
=1
(5.2)
fork=1,...,r where m =mqy + --- 4+ m,. Then with probability at least 1 — €,
the matriz A as defined in satisfies the RIPL of order (s, M) with constant
O, M) < 0.

Finally, we have reached our main result in the new CS theory. It gives an
estimate on the sampling size my, for each sampling level in order to achieve
uniform recovery with high probability.

Theorem 5.6.4. Let U € RY*YN be an isometry, » € N and ¢ > 0. Let
Q = QOnom be an (N, m)-multilevel subsampling scheme, M be the sparsity
levels and s be the local sparsities. Let A € R™*N be defined as in .
Suppose that

my, Z (r(Va+1/4)? +1) - (Ng = Nj—1) - (iﬂk,l : 5l> L (5.3)
=1

fork=1,....r where m =mq + ---+m,, L is the same log-factor as in
and

¥ = Q(s,M) = | max T{Sk/Sl}"

Then with probability at least 1 — €, for any x € RY and y € R™ with
|Ax — y|l2 <1, a solution x* € RN of

minimize ||z]];  subject to || Az —y|2 <7
zERN
approzimates the vector x with errors
Ix = x# |1 S o) (x)1 + Vs

It 5 (14 (rag /) ZEMBN (1 4 rayirayy,

where s = 81+ -+ + §,.
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Proof. Assume that [(5.3)] holds. Let 62 > r(y/a 4+ 1/4)%> + 1 where a =

maxy =1, r{sk/si}. Then by [Cheorem 5.6.3} the matrix A = Po DU satisfies

the RIPL of order (2s, M) with d2s n) < —L _____ By|(Theorem 5.6.2
, Vr(Vat+1/4)2+1

we have
Ix = x#|l1 S o) (X)1 + V57,
(s, M) (X)1
I = x#[l S (1+ (ra) /) =EEL=2 4 (14 (ra) ),
NG
where s = s1 + - - - + s,., which is the desired result. [ |

The appearance of the sparsity ratio « in this estimate is unfortunate. When
there is a significant difference between the biggest and smallest sparsity levels,
the ratio o and consequently the number of required samples my, will become
quite large. However, we can remove « from this estimate if we replace the
{1-minimization problem with a weighted ¢;-minimization problem. This has
been shown in [26].

The estimate for my is dependent on the local sparsity s;. This provides an
explanation for the results of the flip test experiments. We observed that the
recovery quality depends on the structure of the sparsity. When we flip all the
coefficients at once we get poor recovery, whereas flipping the coefficients within
the wavelet scales achieves the same quality as a standard CS recovery. If we
flip all the coefficients at once, the local sparsities s, may change, and we could
end up with a greater lower bound on my. Then the number of samples we
have drawn may be too low and we get a poor reconstruction. For permutations
within the levels, the local sparsities do not change and the number of samples
drawn still meets the criteria for uniform recovery.

The estimate |(5.3)| also formalizes the need to sample fully in levels with
high coherence and less densely in levels with small coherence. For levels with
high local coherence, i.e., py,; close to 1, the factor erzl [, - 5 makes a
considerable contribution to the sample size estimate. For levels with small
coherence, Y ,_, pux, - s will be close to zero, making the sample size estimate
close to zero as well. For completely incoherent levels, we do not need to sample
at all.

The final theorem in this chapter is a restatement of for the

case where U is the Haar-Hadamard matrix.

Theorem 5.6.5. Let U = U~ ¢ RVXN with & as the Hadamard matric
and ¥ as the Haar wavelet matriz. Let v € N and € > 0. Let Q = Qnm be
an (N, m)-multilevel subsampling scheme, and let N = M = (21,...,2") be
the sampling and sparsity levels, respectively. Let s be the local sparsities and
A € R™N be defined as in . Suppose that

my 2 (r(vVa+1/4)% + 1) - s, - (rlog(2m) log(2"1) log?(2s) + log(1/€)) (5.4)
fork=1,....,r where m =mq +---+m, and

o = a(s,M) = L ZIE?X T{Sk/sl}.

Then with probability at least 1 — €, for any x € RY and y € R™ with
|Ax — yl|l2 < n, a solution x* € RN of

minimize ||z]]y  subject to || Az —y|2 <7
zcRN
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5.6. Restricted Isometry Property in Levels

approzimates the vector x with errors

[x —x7 |1 < (s, (X)1 + Vs
(s, M) (X)1

NG

I = x* |l S (14 (re)'/?) + (L4 (ra) ),

where s = 81+ -+ + §,.
Proof. By Proposition 4.10 in [1] with Jy = 0, the matrix PyU Py is an isometry.

Let L == (rlog(2m)log(2N)log®(2s) + log(1/€)). Then by [Theorem 5.6.4 we
need

mi 2 (r(vVa+1/4)% +1) - (Ng — Ni—1) - (Zuk,l : sl) L (5.5)
=1

in order to achieve the desired error estimates. We have that N, = 2%, so
Ny — Ni_q = 2F —2F=1 = 2k=1_ We can rewrite the sum above as

Zuk,l “81= Pk Skt Z Mkl 51 (5.6)
1=1 1=1,1%k

By Proposition 4.11 in 1] with Jy = 0, we have that the local coherences are
2kl i k=1

Kkl = . (5.7)
0, if k#1.

Then the sum |(5.6)| becomes 271 . s, We have (N, — Nx_1) - >y fri - St =
ok=1.9=k+l . g "= s;. Inserting this into gives the desired result. |

We conclude this section by making a note on the total number of
measurements m required in the Haar-Hadamard case. For readability, we
let B == (r(y/a+1/4)2 +1) and L := (rlog(2m) log(2" 1) log?(2s) + log(1/e)).
Then,

m=mi+mg+---+m,
2> Bs1L+ BsaL+ -+ Bs,L
=BL(s1+ 82+ +5;)
= BLs.

We see that the number of measurements m needed for uniform recovery scales
linearly in the total sparsity s with a mild log-factor.
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CHAPTER 6

Conclusion

In this thesis we have presented some key concepts, results and concerns from
the field of compressed sensing (CS). We have also discussed what is necessary
to be able to apply this theory to real-world applications.

We started with a review of the traditional CS theory in[Chapter 2] Here we
discussed the main principles of CS: sparsity, incoherence and uniform random
subsampling. We also proved some important recovery results, including our
main result, which gives an estimate on how many samples m are required for
uniform recovery.

In we gave a brief introduction to wavelets and the Hadamard
transform, and discussed the coherence between the wavelets and the Hadamard
matrices. We saw that the coherence had an asymptotic structure.

provided the mathematical motivation for the SPGL1 algorithm
and gave pseudocode for critical parts of the algorithm.

Finally, in we performed numerical experiments that showed
issues with the global principles from The numerical experiments
showed that there is an asymptotic structure in the sparsity that aligns with the
previously mentioned asymptotic structure in the coherence. To better explain
the way CS works in practice, we introduced a new local CS theory, which
included four concepts: sparsity in levels, coherence in levels, the restricted
isometry property in levels and multilevel random sampling. The last section
in provided a proof for an important recovery result, namely that for
a certain number of samples in each sampling level, we have uniform recovery.
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APPENDIX A

Extra derivations

A.1 Telescoping Series
We will show that by applying the inequality

1Th41 — To| < Y10k + M1l — 76| (A1)
(with 5 — 0 and 7, < 1) recursively ¢ > 1 times, we obtain

£

Thre = Tol 9D () Simr + () Ik = 7o -
=1

Ideally, we would prove this by induction. However, for the sake of readability,
we will show that the inequality holds for ¢ = 1,2, 3 and from the pattern that
emerges, it will become clear that it must hold for any ¢ > 1.

For the case ¢ = 1, we have

[Tkt1 — To| < 710k + k|7 — 75|

=71 (&) Okt1-1 + () |7 — 7o |

1
= > ) i + () e — 7.
i=1

For ¢ = 2, we have

IThr2 — To| < Y10k41 + M1 [Tor1 — 7o
< Y10k41 + M1 (V10k + Nk| Tk — 7o)
= 710k+1 + Mt 1710k + M1 M| Tk — To |
< Y10kt1 + M1 6k + () |7k — 7o
where we have used the fact that n, < 1 implies that 141 < ng. If we factor
out v from the first two terms, we get the expression we are trying to obtain.

The case where ¢ = 3 is much like the previous case, but we include it to
make the pattern more clear. Applying recursively 3 times, we get

|Tkts — To| < Y10k+2 + Mt |Thr2 — To
< Y10k12 + M2 (V10k41 + Mht1 | Thr1 — To|)
< V10,42 + Mer2(V10k+1 + Mer1(710k + el Tk — 7o)
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A.2. Column Coherence

= Y10k+2 + Net2V10k+1 + Mot 2Mk+1 (V108 + Me| T — 7o |)
= V10k+2 + Met2710k41 + Mht2Mh+1710k + M2k 17kK| Tk — To
< Y10k42 + MeV10k41 + (M) > 710k + () |76 — 7o -

Again, factoring out v, gives the desired expression.

A.2 Column Coherence

Consider the column coherence from [Definition 2.4.21 We observe that for
1 <s< N -1, we have

fhe = ISEEA%);NK"‘“E‘J'”

< m[%(] max{ E l{a;,a;)|,S C [N],card(S) = s,i ¢ S} = pi(s)
1€
jeS

<g- .
<s- max |ai,a)|
= S[lc.-

That is, prc < p1(s) < Spie.
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