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A B S T R A C T 

The DES-CMASS sample (DMASS) is designed to optimally combine the weak lensing measurements from the Dark Energy 

Surv e y (DES) and redshift-space distortions (RSD) probed by the CMASS galaxy sample from the Baryonic Oscillation 

Spectroscopic Surv e y. In this paper, we demonstrate the feasibility of adopting DMASS as the equi v alent of CMASS for a joint 
analysis of DES and BOSS in the framework of modified gravity. We utilize the angular clustering of the DMASS galaxies, 
cosmic shear of the DES METACALIBRATION sources, and cross-correlation of the two as data vectors. By jointly fitting the 
combination of the data with the RSD measurements from the CMASS sample and Planck data, we obtain the constraints 
on modified gravity parameters μ0 = −0 . 37 

+ 0 . 47 
−0 . 45 and � 0 = 0 . 078 

+ 0 . 078 
−0 . 082 . Our constraints of modified gravity with DMASS are 

tighter than those with the DES Year 1 REDMAGIC sample with the same external data sets by 29 per cent for μ0 and 21 per 
cent for � 0 , and comparable to the published results of the DES Year 1 modified gravity analysis despite this work using fewer 
external data sets. This improvement is mainly because the galaxy bias parameter is shared and more tightly constrained by both 

CMASS and DMASS, ef fecti vely breaking the de generac y between the galaxy bias and other cosmological parameters. Such an 

approach to optimally combine photometric and spectroscopic surv e ys using a photometric sample equi v alent to a spectroscopic 
sample can be applied to combining future surv e ys having a limited o v erlap such as DESI and LSST. 

Key words: cosmological parameters – gravitational lensing – large-scale structure of the Universe. 
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 I N T RO D U C T I O N  

ver the past three decades after the disco v ery of the accelerating
niverse (Riess et al. 1998 ; Perlmutter et al. 1999 ), the Lambda

old dark matter ( � CDM) model has been widely accepted as the
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Pub
implest and the most successful concordance model in modern
osmology. This model is based upon a spatially-flat, expanding
niv erse go v erned by Einstein’s General Relativity (GR) and whose

omponents are dominated by roughly 25 per cent of cold dark
atter (CDM) and 70 per cent of dark energy, which is commonly

ssociated with a cosmological constant. The cosmological constant,
enoted as � , can be cast in the model as a perfect fluid with
he equation-of-state parameter of minus one in order to trigger
© 2021 The Author(s) 
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he late-time cosmic acceleration. The � CDM model has been 
horoughly validated through a broad range of stringent tests using 
osmological data sets such as the cosmic microwave background 
CMB), Type Ia supernovae, baryon acoustic oscillation (BAO), the 
arge-scale clustering of galaxies, and weak gravitational lensing. 
espite the o v erall success of the � CDM model supported by many
bserv ations, ho we ver, se veral fundamental puzzles remain. One 
otable concern is that the cosmological constant has no explicit 
hysical theory for its origin. In the context of quantum field 
heory, one may connect the cosmological constant with the vacuum 

nergy associated with zero-level quantum fluctuations. Ho we ver, 
his approach can be easily countered by ∼120 orders of magnitude 
ifference in the value of the vacuum energy predicted by quantum 

eld theory and inferred from the LCDM model (Weinberg 1989 ). 
uch discrepancy leads to the desire for alternative models beyond 

he � CDM cosmology. 
Modified gravity (MG) has been suggested as one of the strong

andidates to explain the cosmic acceleration without introducing 
 cosmological constant. In such a theory, modified GR at cos-
ological scales naturally produces an acceleration identical to the 

ne assumed in the � CDM model, without raising the same issues
s a cosmological constant. In a phenomenological approach, the 
odification to GR is often parametrized as two MG parameters 

dded to the gravitational potentials in the Friedmann equations. 
hese MG parameters modify the growth equations derived from the 
riedmann equations, and thereby any departure from GR appears as 
 change in the growth of structure and the deflection of light while
eeping the same expansion history of the Universe as � CDM (see
shak 2019 , for an o v erview of the theory and phenomenology of

G models). Hence, it is worth noting that probes sensitive to the
rowth of structure play a crucial role in testing deviations from GR.
Redshift space distortions (RSD) and weak gravitational lensing 

ave been used together as a popular combination of growth data 
o test GR (Zhang et al. 2007 ; Reyes et al. 2010 ; Simpson et al.
013 ; Blake et al. 2016 ; de la Torre et al. 2017 ; Abbott et al.
019 ; Fert ́e et al. 2019 ; Singh et al. 2019 ; Planck Collaboration
I 2020a ). A general approach to combine these two probes is

dding an independent measurement of f ( z ) σ 8 ( z ) from redshift-space
istortions by a spectroscopic surv e y to a weak lensing measurement
y a photometric surv e y. Ho we ver, se veral papers (Bernstein &
ai 2011 ; Cai & Bernstein 2012 ; Gazta ̃ naga et al. 2012 ) have

hown that a combined analysis of o v erlapping spectroscopic and 
eak lensing surv e ys can yield much stronger dark energy and
rowth constraints than a combination of independent RSD and 
eak lensing measurements. The moti v ation for combining those 

wo o v erlapping probes comes from the fact that RSD provides
he constraints of the growth parameters only in combination with 
ther parameters, i.e. the measurements of f ( z ) σ 8 ( z ) and β =
 ( z)/ b where f ( z) is the redshift-dependent growth rate, σ 8 ( z) is
he amplitude of the matter clustering at redshift z, and b is
alaxy bias. Galaxy bias has been a major source of uncertainty 
n cosmological analyses of large-scale structure. In the MG frame- 
ork, its impact is even more significant because one of the MG
arameters modifying the Newtonian potential enters into σ 8 ( z) 
nd f ( z) through the growth factor term and is strongly degenerate
ith galaxy bias. Without any prior knowledge of galaxy bias, 
ne cannot constrain f ( z) or σ 8 ( z) independently, resulting in the
egradation of the measurement of MG parameters. 1 Meanwhile, 
 This statement about de generac y assumes only linear scales, where MG can 
e modelled. 
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eak gravitational lensing directly measures the value of σ 8 today. 
he cross-correlation of RSD and weak lensing enables us to tighten

he constraint of galaxy bias by breaking the f –b de generac y and
llows a more precise inference of the underlying distribution of 
atter. 
Several studies have taken the aforementioned approach to test GR 

y combining the RSD measurements from the Baryonic Oscillation 
pectroscopic Surv e y (BOSS; Eisenstein et al. 2011 ) and weak

ensing measurements from recent deep imaging surv e ys such as
he Canada–France–Hawaii Telescope Lensing Surv e y (CFHTLenS; 
eymans et al. 2012 ), Dark Energy Surv e y (DES; Abbott et al.
016 ), Kilo-De gree Surv e y (KiDS; de Jong et al. 2013 ) and the
yper Suprime-Cam Surv e y (HSC; Aihara et al. 2018 ). The BOSS

arget galaxy samples, LOWZ and CMASS (Reid et al. 2016 ), are
he largest galaxy spectroscopic samples yielding the best BAO and 
SD measurements in the redshift range of 0.15 < z < 0.75. The

arge sample size and the availability of spectroscopic redshifts 
ave turned the galaxies in the samples into a popular candidate
or gravitational lenses in the o v erlapping re gions with the imaging
urv e ys. By adopting BOSS galaxies as lenses, one can access better
eep images while maintaining the strong constraining power of the 
alaxy clustering measurements from BOSS. 

Alam et al. ( 2017a ) tested gravity by combining g alaxy–g alaxy
ensing from CFHTLenS (Miyatake et al. 2015 ) with redshift space
alaxy clustering from the BOSS CMASS sample (Alam et al. 2015 ).
he g alaxy–g alaxy lensing signal was obtained around the CMASS
alaxies living in the small o v erlapping area of 105 deg 2 between
he BOSS and CFHTLenS footprints. Jullo et al. ( 2019 ) performed a
imilar analysis with the addition of a shape catalogue from CFHT-
tripe 82 (Moraes et al. 2014 ) to extend the available area for weak

ensing to 250 deg 2 . Unlike the previous cases, the KiDS surv e y
as intentionally designed to mostly o v erlap with the BOSS and
dFLenS surv e ys to maximize the number of reliable spectroscopic
enses in their full footprint (de Jong et al. 2013 ). Joudaki et al.
 2017 ) and Amon et al. ( 2018 ) fully utilized the KiDS-450 footprint
450 deg 2 ) to test gravity in a phenomenological approach using 
he BOSS galaxies as lenses on the KiDS imaging data. Later,
r ̈oster et al. ( 2020 ) constrained the f ( R ) gravity model with the
OSS galaxies o v er the KiDS-1000 footprint co v ering the increased
rea of ∼ 1000 deg 2 . As shown in these previous studies, however,
he MG analyses performed with the spectroscopic samples have 
o face a limitation due to a fairly small o v erlapping re gion with
pectroscopic surv e ys (mostly within a few hundreds of deg 2 ), unless
maging surv e ys are planned in consideration of utilizing the existing
pectroscopic information such as KiDS. 

The DES-CMASS galaxy sample from the Dark Energy Surv e y
hereafter DMASS) has been developed to optimally combine the 
easurements of weak lensing from DES and RSD from BOSS by

xtending the available area for such analyses beyond the o v erlap
etween BOSS and DES (Lee et al. 2019 ). The selection algorithm
or DMASS is trained in the o v erlapping re gion (123 de g 2 ) with
alaxy colours and magnitudes, and then identifies CMASS-like 
alaxies in the rest of the DES footprint where the spectroscopic
nformation is not available. The resulting DMASS sample replicates 
he statistical properties of the CMASS galaxy sample and populates 
he lower region of the DES Year 1 (Y1) wide-area surv e y footprint
1244 deg 2 ), e xcluding the o v erlap. Using the DMASS galaxies as
enses, one can obtain the measurements of galaxy clustering and 
 alaxy–g alaxy lensing equi v alent to those that would have been
easured if CMASS populated the full footprint of DES. These two

lustering measurements, along with cosmic shear (the correlation 
f galaxy shapes) from the DES source galaxies, not only extract
MNRAS 509, 4982–4996 (2022) 
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Figure 1. Summary of the different data sets in this analysis. The data in 
this paper consist of the DMASS 3x2pt measurements, the RSD and BAO 

measurements from the BOSS CMASS sample, and the CMB measurement 
from Planck . The DMASS 3x2pt measurement in the red box includes 
angular clustering ( w), cosmic shear ( ξ±), the cross-correlation of the two 
(g alaxy–g alaxy lensing, γ t ) measured with the DMASS lenses and the DES 
Y1 METACALIBRATION sources. The measurement from CMASS provides 
five constraints on RSD and BAO in the blue box. See Section 3.2 for a 
detailed description for these parameters. The combination of the red and 
blue boxes is defined as ‘baseline’. The galaxy bias parameter ( b ) is shared 
in this combination. The black box represents the CMB and CMB lensing 
measurements from Planck (see Section 3.3). 
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he full statistical power of DES, but they can also be efficiently
ombined with the measurement of redshift-space distortion from
MASS without introducing additional systematics parameters such
s galaxy bias. 

In this paper, we test the feasibility of this optimal combination
ethod using the DMASS galaxy sample as lenses in the framework

f phenomenological modified gravity. To isolate the results from
n y additional comple xity arising from different probes, we adopt
 minimal set of data as follows: the combination of angular
alaxy clustering, cosmic shear, and the cross-correlations of the
wo (g alaxy–g alaxy lensing) measured with the DMASS lenses and
ES Y1 sources (hereafter DMASS 3x2pt), the RSD and BAO
easurements from the BOSS CMASS sample (Chuang et al.

017 ), and Planck 2018 data (Planck Collaboration VI 2020a ).
he measurement of angular galaxy clustering used in this work

s described in the original sample paper (Lee et al. 2019 ). The
easurement of g alaxy–g alaxy lensing and its calibration proce-

ures are detailed in Lee et al. ( 2021 ). DES Y1 cosmic shear is
dopted from Troxel et al. ( 2018 ). Note that we define ‘DMASS
x2pt + CMASS RSD/BAO’ as a baseline as DMASS is designed
o harness its maximum power in combination with CMASS. In
ig. 1 , we summarize the data sets used in the analysis. We
ollow the methodology used in the DES Y1 analysis for modified
ravity (hereafter DESY1MG; Abbott et al. 2019 ) and compare
heir MG constraints with ours to estimate the efficiency of this

ethod. 
This paper is organized as follows. In the following section, we

ntroduce the phenomenological parametrization of MG adopted
n this paper. The data sets and theoretical predictions used to
escribe the data are detailed in Section 3. In Section 4, we describe
ur analysis methodology. In Section 5, we present a series of
alidation tests for potential systematics that might bias the results.
n Section 6, we briefly describe how we blind the data to a v oid
onfirmation bias. In Section 7, we present our results and compare
hem with the results of DESY1MG. Our conclusions are presented
n Section 8. 
NRAS 509, 4982–4996 (2022) 
 PA RAMETRI ZATI ON  O F  MODI FI ED  

RAV I TY  

e parametrize departures from GR in a phenomenological way. This
pproach has an advantage in the sense that it does not require exact
nowledge of the specific alternative theory but is still able to capture
 generic deviation of the perturbation evolution from � CDM, by
njecting two parameters into the perturbed Einstein’s equations (see
shak 2019 , for a general o v erview of the phenomenological approach
nd its applications). 

The perturbed Friedmann–Lema ̂ ıtre–Robertson–Walker (FLRW)
etric describing the � CDM cosmology is defined in terms of the

wo gravitational potentials 	 and 
 given as 

 s 2 = (1 + 2 	)d t 2 − a 2 ( t)(1 − 2 
 )d x 2 . (1) 

he evolution of the two gravitational potentials are described by the
wo equations as follow: 

 

2 
 = −4 πa 2 Gρ�, (2) 

 

2 ( 	 − 
 ) = −12 πGa 2 ( ρ + P ) σ, (3) 

here � is the gauge-invariant density contrast, ρ and σ are the
ensity and the shear stress, and P is the pressure. For a negligible
hear stress, the combination of the two equations leads to another
et of the Poisson equation as follows: 

 

2 	 = −4 πGa 2 ρ�, (4) 

 

2 	 W 

= −4 πGa 2 ρ�. (5) 

here 	 W 

is the Weyl potential defined as 	 W 

= ( 	 + 
 )/2 which
ffects the propagation of light. The deviations from GR can be
ncapsulated in two parameters multiplied to these gravitational
otentials as below: 

( k, a) = [1 + μ( k , a)] 	 GR ( k , a) , (6) 

 W 

( k, a) = [1 + �( k , a)] 	 W, GR ( k , a) . (7) 

he gravitational acceleration of non-relativistic particles is deter-
ined by 	, and the paths of photons depend on 	 W 

. Therefore,
is sensitive to modifications to the structure growth, whereas � 

o v erns modifications to the lensing of light. One can break the
e generac y between μ and � by combining the measurements from
alaxy clustering surv e ys with the measurements from weak lensing.

In this paper, we adopt the time-evolving MG parameters following
erreira & Skordis ( 2010 ), Simpson et al. ( 2013 ) given as 

( a) = μ0 
� 

( a) 

0 
� 

, �( a) = � 0 
� 

( a) 

0 
� 

, (8) 

here 0 
� 

≡ � 

( a = 1) is the dark energy density today so that μ0 

nd � 0 represent today’s values of μ(1) and �(1), respectively. Note
hat GR is restored for μ0 = � 0 = 0. 

 DATA  A N D  MEASUREMENTS  

n this section, we explain the data sets and measurements we use
or the analysis. The primary data used in this work are the DMASS
alaxy catalogue (Lee et al. 2019 ) and METACALIBRATION shape
atalog (Zuntz et al. 2018 ) from DES. Both catalogues are based
n the images taken between 2013 August 31 and 2014 February
 during the first year observations of DES (Abbott et al. 2005 ;
laugher et al. 2015 ; Abbott et al. 2018 ). In Section 3.1, we briefly
escribe the two catalogs and the 3 × 2 pt measurements (galaxy

art/stab3129_f1.eps
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Figure 2. The spectroscopic redshift distribution of BOSS CMASS (red 
shaded) and the photometric redshift distributions of METACALIBRATION 

(grey shaded). The maroon colour points with error bars show the redshift 
distribution of DMASS computed by cross-correlating the sample with the 
DES Y1 REDMAGIC sample. As the redshift distributions of CMASS and 
DMASS show good consistency, we use the redshift distribuion of CMASS 
as the true redshift distribution for a theoretical prediction for DMASS. The 
source sample, METACALIBRATION is divided into four tomographic bins (0.2 
< z s < 0.43, 0.43 < z s < 0.63, 0.63 < z s < 0.90 and 0.90 < z s < 1.30) using 
the BPZ photometric redshift code. 
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lustering, tangential shear, and cosmic shear) obtained with these 
atalogs. We also utilize the RSD and BAO measurements extracted 
rom the galaxy clustering of the BOSS CMASS galaxies (Chuang 
t al. 2017 ). Their measurements and corresponding covariance 
atrices are presented in Section 3.2. In Section 3.3, we briefly 

escribe the Planck CMB data we include to constrain the early 
niverse. 

.1 Dark Energy Survey 

.1.1 DMASS and METACALIBRATION catalogues 

e utilize the DMASS galaxy sample (Lee et al. 2019 ) as gravita-
ional lenses. The DMASS sample is a photometric sample designed 
o replicate the statistical properties of the BOSS CMASS galaxy 
ample (Reid et al. 2016 ). The sample consists of 117 293 ef fecti ve
alaxies selected from the DES Y1 GOLD catalog (Drlica-Wagner 
t al. 2018 ), and co v ers the lower re gion of the DES Y1 wide-area
urv e y footprint, e xcluding the o v erlapping area with BOSS near the
elestial equator. The full co v erage of DMASS is 1 , 244 deg 2 after
asking. 
The feasibility of using the DMASS sample as an equi v alent

f the CMASS sample has been studied in Lee et al. ( 2019 ) and
ee et al. ( 2021 ). In Lee et al. ( 2019 ), the redshift distribution
f DMASS was computed by cross-correlating the sample with 
he DES Y1 REDMAGIC galaxy sample (Rozo et al. 2016 ; Elvin-
oole et al. 2018 ). Fig. 2 shows the redshift distributions of
MASS (red shaded region) and DMASS (maroon error bars). 
he two distributions show good agreement. 2 Therefore, we use 

he redshift distribution of CMASS as the true redshift distribution 
or a theoretical prediction for DMASS. In addition, Lee et al. ( 2019 )
howed the consistency between DMASS and CMASS by comparing 
arious statistical properties such as the number density, auto-angular 
lustering, and cross-angular clustering with the external surveys. 
 The impact of the low and high ends and a bump at z ∼ 0.4 in the redshift 
istribution of DMASS has been tested in the appendices of Lee et al. ( 2019 , 
021 ). Both have a negligible impact on the signals of galaxy clustering and 
angential shear. 

w  

a  

s
 

v  

ry 2022
he resulting values of the difference in the mean galaxy bias and
ean redshift are �b = 0 . 044 + 0 . 044 

−0 . 043 and �z = (3 . 51 + 4 . 93 
−5 . 91 ) × 10 −3 ,

hich indicate that the galaxy bias and mean redshift of two samples
re consistent within 1 σ . For more description of the galaxy sample
nd sample selection algorithm, we refer readers to Lee et al.
 2019 ). 

Source galaxies are selected from the DES METACALIBRATION 

atalogue (Huff & Mandelbaum 2017 ; Sheldon & Huff 2017 ; Zuntz
t al. 2018 ). Photo- z of indi vidual galaxies are e v aluated by the
ayesian Photometric Redshift (BPZ) algorithm (Coe et al. 2006 ; 
oyle et al. 2018 ). As in Zuntz et al. ( 2018 ), Prat et al. ( 2018 ), and
roxel et al. ( 2018 ), sources are split into four redshift bins selected
sing BPZ: 0.2 < z < 0.43, 0.43 < z < 0.63, 0.63 < z < 0.90, and
.90 < z < 1.30. The redshift distributions of the four source bins
re plotted in Fig. 2 with the redshift distribution of lenses. The shear
ultiplicative biases, photo- z biases, and their uncertainties related 

o this catalogue are quantified in Zuntz et al. ( 2018 ), Hoyle et al.
 2018 ) and employed as priors in our analysis. See Section 4 for a
etailed description. 
We do not split the lens sample in multiple redshift bins. Instead

f using the five tomographic lens bins as done in DESY1MG,
e consider only one lens bin along with the four source bins.
his choice of one tomographic lens bin is moti v ated by the two

easons as follows. First, Chuang et al. ( 2017 ) split the LOWZ and
MASS sample into two bins (for a total of four bins) to increase

he sensitivity of redshift ev olution, b ut did not find impro v ement
n terms of constraining different dark energy model parameters 
ompared to the case of one bin. Secondly, splitting the DMASS
ample into multiple redshift bins requires retraining the DMASS 

lgorithm, and a series of validation tests performed in Lee et al.
 2019 ) should be followed. The combination of the one lens and
our source bins results in one galaxy clustering signal, four galaxy–
alaxy lensing signals, and twenty shear signals. In the following 
ections, we will describe the modelling and measurement of these 
wo-point functions. 

.1.2 Angular galaxy clustering 

he theoretical prediction for angular galaxy clustering is given as 
Kaiser 1992 ; LoVerde & Afshordi 2008 ) 

( θ ) = 

1 

2 π

∫ ∞ 

0 
C gg ( � ) J 0 ( �θ ) � d �, (9) 

here J n ( x ) is the n th-order Bessel function of the first kind. The
alaxy angular power spectrum C gg is the projection along the line
f sight of the 3D power spectrum as given by 

 gg ( � ) = 

∫ ∞ 

0 
d χ

W 

2 
g ( k, χ ) 

χ2 
P δδ( k, z( χ )) , (10) 

here � denotes the angular multipole, k = ( � + 1/2)/ χ , and P δδ( k ,
( χ )) is the matter power spectrum. As the growth factor term G 

2 ( z)
s contained in the matter power spectrum at z, modifications to
ravity by μ enters into the matter power spectrum. The function 
 g ( k , χ ) is the weight function for clustering defined as 

 g ( k, χ ) = b g ( k, z ( χ )) 
n g ( z ( χ )) 

n̄ g 

d z 

d χ
, (11) 

here b g is the galaxy bias of the lens galaxies. In this paper, we
dopt the linear galaxy bias model as we restrict our analysis to
ufficiently large scales. 

Lee et al. ( 2019 ) computed the angular clustering of DMASS to
 erify the consistenc y between DMASS and CMASS. By following
MNRAS 509, 4982–4996 (2022) 
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he procedure described in that paper, we recompute the signal in the
ame manner, but with the number of angular bins increased from
0 to 20. The measurement of w( θ ) is displayed in the first panel of
ig. 3 with the best-fitting MG prediction. As we obtained the same
esult except for the number of bins, we only briefly summarize the
ethodology below and refer readers to Lee et al. ( 2019 ) for details.
The signal is e v aluated in 20 logarithmically spaced angular bins

 v er the range 2.5 
′ 
< θ < 250 

′ 
, using the Landy–Szalay estimator

Landy & Szalay 1993 ) as given by 

( θ ) = 

DD ( θ ) − 2 DR ( θ ) + RR ( θ ) 

RR ( θ ) 
, (12) 

here DD, RR, and RR are the number of galaxy pairs, galaxy-
andom pairs, and random pairs separated by an angular distance
. Potential systematics that can bias the angular clustering were
tudied and corrected by applying weights to individual galaxies,
s illustrated in section 4 of Lee et al. ( 2019 ). More details of the
easurement procedures are described through sections 4 and 5 in

he same paper. 

.1.3 Galaxy–galaxy lensing 

e use the tangential shear as an observable for g alaxy–g alaxy
ensing. The tangential shear correlating with the i th source bin is
btained from the Fourier transform of the angular power spectrum
s follows: 

i 
t ( θ ) = 

1 

2 π

∫ ∞ 

0 
C 

i 
gκ ( � ) J 2 ( �θ ) � d �, (13) 

here J n ( x ) is the n th-order Bessel function of the first kind. The
ngular power spectrum for g alaxy–g alaxy lensing correlating with
 th source bin takes the form 

 

i 
gκ ( � ) = 

∫ ∞ 

0 
d χ

W g ( k, χ ) W 

i 
κ ( χ ) 

χ2 
P δδ( k, z( χ )) . (14) 

he integral along the line of sight indicates that weak lensing radially
rojects the density fluctuations between us and the source galaxies.
he function W ( χ ) is the geometric weight function describing the

ensing efficiency defined as 

 

i 
κ ( χ ) = 

3 H 

2 
0 m 

2 c 2 
χ

a( χ ) 
(15) 

×
∫ ∞ 

χ

d χ ′ n 
i 
κ ( z ( χ ′ ))d z / d χ ′ 

n̄ i κ

χ ′ − χ

χ
[1 + �( χ ′ )] (16) 

n terms of the source distribution n κ ( χ ). Modifications to GR in
ensing appear as [1 + �( χ )]. Modifications by μ enters in the matter
ower spectrum as shown in the case of w( θ ). Thus, g alaxy–g alaxy
ensing is sensitive to both modifications by matter and relativistic
articles. 
We utilize the measurement of tangential shear around the DMASS

alaxies presented in Lee et al. ( 2021 ) as a data vector for γ t in the
osmological analysis. With the lens and four source bins, the mean
angential shear is computed by av eraging o v er lens-source pairs as
elow: 

t ( θ ) = 〈 γ+ 

( θ ) 〉 = 

1 

〈 R〉 

∑ 

j w ls,j γ+ ,j ∑ 

j w ls,j 

. (17) 

he notation w ls is a combination of weights associated with each
ens-source pair. The value 〈 R 〉 in the denominator is the mean
hear response averaged over the sources, which is defined as the
um of the measured shear response ( R γ ) and shear selection bias
orrection matrix ( R S ) for METACALIBRATION as follows: 〈 R 〉 = 〈
NRAS 509, 4982–4996 (2022) 
 γ 〉 + 〈 R S 〉 . To ensure the measured signal is free from various
ystematic effects, Lee et al. ( 2021 ) performed tests for the mean
ross-component of the shear and estimated the impact of observing
onditions. The signals were also corrected for the boost factor. The
ross-correlation coefficient between the amplitude of the galaxy
lustering of CMASS and the tangential shear of DMASS was found
o be consistent with unity down to the scale of 4 h 

−1 Mpc . The
easurement is shown in Fig. 3 with the best-fitting MG predictions

rom the combination of the baseline and Planck data. In Fig. 3 , the
angential shear signal from the first source bin (0.20 < z < 0.43)
s higher than predicted in theory. The same tendency is shown in
omparison with the � CDM prediction. Lee et al. ( 2021 ) suggests
hat the interplay between an unmodelled local peak in galaxy bias of
MASS at low redshifts and the first source bin partially o v erlapping
ith the low-redshift end of the DMASS tomographic bin causes the
iscrepancy. We will discuss more details about this discrepancy and
ts impact on modified gravity constraints in Section 7. For more
escription of the tangential shear measurement, we refer readers to
ee et al. ( 2021 ). 

.1.4 Cosmic shear 

he angular correlation function for cosmic shear correlating the
ource redshift bins i and j is expressed in terms of the cosmic shear
ower spectrum C κκ given as 

i,j 
± ( θ ) = 

1 

2 π

∫ ∞ 

0 
C 

i,j 
κκ ( � ) J 0 / 4 ( �θ ) � d �, (18) 

here J n ( x ) is the n th-order Bessel function of the first kind. The
osmic shear power spectrum is defined with the two lensing kernels
s 

 

i,j 
κκ ( � ) = 

∫ ∞ 

0 
d χ

W 

i 
κ ( χ ) W 

j 
κ ( χ ) 

χ2 
P δδ( k, z( χ )) . (19) 

s shown in the case of tangential shear, both μ and � affect the
ignal but modifications by � is dominant due to the double lensing
ernels. 

We utilize the shear measurement from Troxel et al. ( 2018 )
btained with the DES METACALIBRATION galaxies. Troxel et al.
 2018 ) present the auto- and cross-correlation functions ξ ij 

± ( θ ) of the
ource galaxies divided into four redshift bins o v er scales 2.5 arcmin
 θ < 250 arcmin. Systematics related to the source catalog are

arametrized in the same manner as described in Troxel et al.
 2018 ). Fig. 4 shows the measurements of ξ±( θ ). The bottom triangle
ontains ξ+ 

( θ ) and the top triangle contains ξ−( θ ). The dashed lines
re the best-fitting MG predictions from the combination of the
MASS 3 × 2 pt, CMASS RSD/BAO, and Planck data. The labels

 i , j ) in the upper-right corner of each panel indicate the combination
f the i th and j th source tomographic bins used to obtain each signal.
he lowest index indicates the lowest tomographic bin. See Troxel
t al. ( 2018 ) for a detailed description. 

.1.5 Angular scale cuts 

he phenomenological approach such as the μ, � parametrization
s based on the linearly perturbed Einstein equations, so the scales
hould be limited to the linear regime only. To deal with the nonlinear
cales accurately, using either semi-analytical methods or N -body
imulation based on a specific MG model is necessary. 

Following the Planck 2018 analysis (Planck Collaboration VI
020a ), we restrict ourselves to observables sensitive to the linear
cales only. We compute the difference between the nonlinear and
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Figure 3. The angular galaxy clustering (left) and tangential shear data (right) from Lee et al. ( 2019 ) and Lee et al. ( 2021 ). The signals are measured with 
the DMASS (lenses) and DES Y1 METACALIBRATION (sources) catalogs. The dashed lines are the best-fitting MG predictions from the combination of the 
baseline case (DMASS 3x2pt + CMASS RSD/BAO) and Planck data. The shaded regions are discarded in the analysis to exclude the small scales where the 
phenomenological parametrization is not valid. The remaining data points are 16 points for w( θ ) and 38 points for γ t ( θ ). 

Figure 4. The cosmic shear data from Troxel et al. ( 2018 ) measured with the DES Y1 METACALIBRATION catalog. The bottom triangle contains ξ+ ( θ ) and the 
top triangle contains ξ−( θ ). The dashed lines are the best-fitting MG predictions from the combination of the baseline case and Planck data. The labels ( i , j ) 
in the upper-right corner of each panel indicate the combination of the i th and j th source tomographic bins used to obtain each signal. The shaded regions are 
discarded for the cosmological analysis, leaving 119 points for ξ+ ( θ ) and 38 points for ξ−( θ ). 
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3 The DMASS sample does not co v er the o v erlapping area between BOSS 
and DES since the sources from the area were used to train the DMASS 
algorithm. Thereby, the angular clustering and tangential shear signals used 
in this work are computed excluding the overlap. The shear measurement 
from Troxel et al. ( 2018 ) did not use the overlapping area as well. 
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inear-theory predictions in the standard LCDM model in our fiducial 
osmology as �χ2 = ( d nl − d lin ) T C 

−1 ( d nl − d lin ). The nonlinear
redictions are obtained using halofit (Takahashi et al. 2012 ) 
mplemented in COSMOSIS . Then, we identify the single data point 
hat contributes most to this quantity, and remo v e that data point,
terating until the quantity reaches �χ2 < 1. The shaded regions in 
igs 3 and 4 indicate the data points remo v ed. Through this process,
e obtain 119 data points for ξ+ 

( θ ), 18 points for ξ−( θ ), 38 points
or γ t ( θ ), and 16 points for w( θ ). 

.1.6 Covariance 

ur measurements of w( θ ), γ t ( θ ), and ξ±( θ ) are correlated across
ngular and source redshift bins. The joint covariance for these 
easurements is computed by COSMOLIKE (Krause & Eifler 2017 ) 
sing the halo-based approach (Cooray & Sheth 2002 ), assuming 
 � CDM cosmology. The covariance is calculated as the sum
f Gaussian covariance, non-Gaussian covariance, and the super- 
ample covariance as described in Krause et al. ( 2017 ). 

We assume there is no cross-correlation between surv e ys as the
ES and BOSS areas used do not o v erlap, 3 and the CMB data

re most sensitive to higher redshift than the galaxy surveys are.
he galaxy surv e ys also form a small fraction of the full-sky CMB
easurements. 
MNRAS 509, 4982–4996 (2022) 
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.2 RSD and BAO measurements from BOSS CMASS 

edshift space distortions (RSDs) are one of the most promising
robes for testing gravity. On large scales, peculiar velocities of
alaxies follow infall of matter towards high-density regions (Kaiser
984 ), and through that, they are sensitive to the growth rate of
tructure. 

Under the assumption of linear theory, the galaxy power spectrum
n the redshift space ( P 

s 
g ) can be related to the real space matter

ower spectrum ( P 

r 
m 

) by 

 

s 
g ( k, μ, z) = b( z)[1 + β( z) μ2 ] 2 P 

r 
m 

( k, z) , (20) 

here b ( z) is the galaxy bias, β( z) denotes the amplitude of the RSD
efined as β ≡ f ( z )/ b ( z ), f ( z ) is the structure growth rate defined as f

dln D /dln a in terms of the growth factor D ( a ), μ is the cosine of
he angle with the line of sight. As σ 2 

8 is the amplitude of the matter
ower spectrum, equation (20) implies that RSD probes b ( z ) σ 8 ( z )
nd f ( z ) σ 8 ( z ). Modifications to GR emerge in the term f ( z ) σ 8 ( z ) and
lso in the growth factor D ( z) 2 in the matter power spectrum. 

The measurements of RSD that we use in this study are de-
ived from the Baryon Oscillation Spectroscopic Survey (BOSS;
isenstein et al. 2011 ; Bolton et al. 2012 ; Dawson et al. 2013 ).
OSS targeted two distinct samples known as LOWZ at 0.15 <
 < 0.43 and CMASS at 0.43 < z < 0.75 (Reid et al. 2016 ).
he higher redshift sample, CMASS, was designed to select a
tellar mass-limited sample of objects of all intrinsic colours, with
 colour cut that selects almost e xclusiv ely on redshift (Reid
t al. 2016 ). The DMASS sample we use as lenses is designed
o mimic this sample. Chuang et al. ( 2017 ) present cosmological
onstraints from galaxy clustering of the LOWZ and CMASS
amples. The y pro vide the growth rate and mean galaxy bias
ombined with the amplitude of mass fluctuation ( f ( z ) σ 8 ( z ) and
 ( z ) σ 8 ( z )) at different redshift points. 4 In this work, we utilize
heir results measured at the mean redshift of CMASS ( z = 0.59).
he galaxy bias parameter b here is shared with the galaxy bias

ncorporated in the angular galaxy clustering and tangential shear of
MASS. 
We also utilize the BAO measurements from the same work

o constrain the geometry of the background universe. The BAO
easurements chosen are the constraints of the Hubble parameter

 H ( z)), the comoving angular diameter distance ( d A ( z)) at the mean
edshift of CMASS ( z = 0.59), and the matter density fraction
 m h 2 ). 

We use the full covariance matrix between those RSD and BAO
arameters given in the same work. 

.3 CMB and CMB lensing 

MB is one of the most powerful cosmological probes. Through
ts primary anisotropies such as temperature and polarization power
pectra, the CMB tightly constrains the background geometry and the
nitial conditions. The secondary anisotropies such as the Integrated
achs–Wolfe–Effect (ISW) and the CMB lensing at late times are
 As we do not have a pipeline to analyse the BOSS measurement of the two- 
oint function directly, we had to rely on the cosmological inferences instead. 
huang et al. ( 2017 ) is the only published measurement of the BOSS CMASS 
alaxy clustering that provides the constraint on b σ 8 ( z) and its covariance 
ith other cosmological parameters. Future analyses using the same strategy 
ill likely need to consider the full analysis of the two-point function to make 
se of the BAO reconstruction that is not included in Chuang et al. ( 2017 ). 
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 19 January 2
ore rele v ant to scalar mode perturbations and the growth of large-
cale structure. 

The ISW effect is caused by time variations in the gravitational
otentials (Sachs & Wolfe 1967 ). When CMB photons travel from the
urface of the last scattering to us, they gain energy while falling down
ra vitational potential wells, b ut they lose it again while climbing
ut of the potential wells. Ho we ver, dark energy components or
odifications to gravity can cause stretching in the potential well,

esulting in a net gain in energy for the photons during their journey
hrough the potential wells. 

The resulting temperature perturbation is given by 

δT 

T 
( ̂  n ) = −

∫ η∗

η0 

d η
∂( 	 + 
 ) 

∂η
, (21) 

here T is the CMB temperature, η is the conformal time defined as
 η ≡ d t / a , η∗ is the conformal time at the surface of last scattering and
0 at the observer. Note that ( 	 + 
 ) in the integral can be expressed

n terms of the Weyl potential as 2 	 W 

. By changing the gravitational
otentials and their time evolution (growth), modifications to GR
ffect the ISW and modify the amplitude of the CMB temperature
ower spectra at the largest angular scales ( � < 10). 
CMB lensing refers to the deflections of CMB photons by the

ntervening matter while traveling from the surface of last scattering
o us. Hence, CMB lensing is sensitive to the distribution and
rowth rate of large-scale structures and their associated gravitational
otential. The deflections of CMB photons smear out the CMB
emperature power spectra and also induce non-Gaussianities in the
emperature and polarization maps (Bernardeau 1998 ; Zaldarriaga &
eljak 1998 ; Okamoto & Hu 2003 ). 
In this work, we utilize the Planck 2018 likelihood described in

lanck Collaboration VI ( 2020a ). We use the Planck temperature
nd polarization auto- and cross-multipole power spectra denoted
s C 

T T 
� , C 

T E 
� , C 

EE 
� , and C 

BB 
� . Specifically, we use the full range of

 

T T 
� , C 

T E 
� , C 

EE 
� from 29 < � < 2509 and the low- � polarization data

ncluding C 

BB 
� from 2 < � < 29. We also make use of the Planck CMB

ensing likelihood from temperature only (Planck Collaboration VIII
020b ). 

 ANALYSI S  

n this section, we describe our methodology of measuring the
osmological constraints in the framework of modified gravity. 

To compute a theoretical prediction, we use COSMOSIS 

5 (Zuntz
t al. 2015 ) with a version of MGCAMB 

6 (Zhao et al. 2009 ; Hojjati,
ogosian & Zhao 2011 ; Zucca & Pogosian et al. 2019 ; Lewis,
hallinor & Lasenby 2000 ) modified to include the � and μ

arametrization. We utilize the halofit prescription (Takahashi
t al. 2012 ) to compute the nonlinear power spectrum. 

We perform Markov Chain Monte Carlo likelihood analyses
sing the MULTINEST algorithm (Feroz & Hobson 2008 ; Feroz,
obson & Bridges 2009 ; Feroz & Hobson et al. 2019 ) implemented

n the COSMOSIS package. Our analysis spans the parameter set
 m , h 0 , b , n s , A s , ( τ , ν) } where the parentheses around the
ptical depth parameter and the neutrino density indicate that they
re used only in the analysis combinations that use the CMB
ata. In addition to this set of � CDM parameters, we vary { μ0 ,
 0 } to test gravity. Along with the parameter set, we also vary
 https:// bitbucket.org/ joezuntz/cosmosis 
 https://github.com/sfu-cosmo/MGCAMB 
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https://bitbucket.org/joezuntz/cosmosis
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Table 1. Parameters and priors used to describe the measured g alaxy–g alaxy lensing signal. ‘Flat’ is a flat prior in the range given while ‘Gauss’ is 
a Gaussian prior with mean μ and width σ . Priors for the tomographic shear and photo- z bias parameters m 

i and �z i src are identical to DESY1MG. 

Parameter Notation Fiducial Prior 

Normalized matter density m 0.306 Flat (0.1, 0.9) 
Normalized baryon density b 4.845 × 10 −2 Flat (0.03, 0.07) 
Amplitude of primordial power spectrum A s 2.196 × 10 −9 Flat (5 × 10 −10 , 5 × 10 −9 ) 
Power spectrum tilt n s 0.968 Flat (0.87, 1.07) 
Hubble parameter ( H 0 = 100 h ) h 0.678 Flat (0.55, 0.90) 
Normalized neutrino density ν 6.50 × 10 −4 Flat (5 × 10 −4 , 10 −2 ) 
Optical depth τ 0.081 Flat (0.01, 0.20) 

Modified gravity parameter μ0 0.0 Flat (-3.0, 3.0) 
Modified gravity parameter � 0 0.0 Flat (-3.0, 3.0) 

Linear galaxy bias (lens) b 2.0 Flat (0.8, 3.0) 
Intrinsic alignment amplitude A IA 0.0 Flat ( −5.0, 5.0) 
Intrinsic alignment scaling ηIA 0.0 Flat ( −5.0, 5.0) 
Lens redshift bias �z lens 0.0035 Gauss (0.0035, 0.005) 
Source photo- z bias ( i = 1) �z 1 src −0.001 Gauss ( −0.001, 0.016) 
Source photo- z bias ( i = 2) �z 2 src −0.009 Gauss ( −0.009, 0.013) 
Source photo- z bias ( i = 3) �z 3 src 0.009 Gauss (0.009, 0.011) 
Source photo- z bias ( i = 4) �z 4 src −0.018 Gauss ( −0.018, 0.022) 
Shear calibration bias ( i ∈ { 1, 2, 3, 4 } ) m 

i 0.012 Gauss (0.012, 0.023) 
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uisance parameters describing the photo-z and shear systemat- 
cs for different tomographic bins, and model parameters for the 
ntrinsic alignment. Since we use the identical source sample as 
ESY1MG, we adopt the same models for the shear and photo- 
 systematics (Krause et al. 2017 ). The complete set of varied
arameters and priors is summarized in Table 1 . The priors imposed
n this analysis are identical to those of DESY1MG except for the
ens galaxy bias ( b ) and lens redshift bias ( �z lens ), summarized
elow. 

(i) Lens galaxy bias ( b ): The linear galaxy bias parameter for
enses. Since we select fairly large scales where the linear assumption 
s valid, we use a constant galaxy bias o v er the redshift range. The
edshift evolution of CMASS and DMASS is negligible, which is 
llustrated in Salazar-Albornoz et al. ( 2017 ) and Lee et al. ( 2019 ).
he scale-independence of the DMASS galaxy bias o v er the scales
f interest is shown in Lee et al. ( 2021 ). The galaxy bias parameter
s shared with the galaxy bias in b σ 8 from the BOSS measurements
escribed in Section 3.2. 
(ii) Lens redshift bias ( �z lens ): We model the redshift distribution

f lenses as n true ( z) = ˆ n ( z − �z lens ), where ̂  n is the measured redshift
istribution, and �z lens is a redshift bias parameter. Lee et al. ( 2019 )
onstrained �z lens by jointly fitting the residuals of the angular 
orrelation and clustering-z measurements, and obtained �z = 

.5 × 10 −4 with its uncertainty of σ�z = 0.5 × 10 −3 . We take
hose values as the mean and width of a Gaussian prior, respectively.

The likelihood of the combined probes is e v aluated by the sum of
ndividual log-likelihoods given as 

ln L ( p) = −1 

2 

∑ 

i 

χ2 
i ( p) , (22) 

here p is the set of varied parameters, the subscript ‘ i ’ denotes the
 th data set. The value of χ2 is estimated as below: 

2 ( p) = 

∑ 

j,k 

( d − d th ( p)) j C 

−1 
jk ( d − d th ( p)) T k , (23) 
here d th and d are theoretical and measured datavectors, and C
s the covariance matrix. We assume there is no cross-correlation 
etween surv e ys as stated in Section 3.1.6. 

 RO BU STNESS  TESTS  

n this section, we perform a series of tests to show the robustness
f our results to modeling assumptions and approximations. We 
horoughly follow the procedures illustrated in DESY1MG. First, 
e generate a set of simulated data vectors of w( θ ), γ t ( θ ), and
±( θ ) shifted with the addition of a systematic effect that is not

ncluded in our analysis pipeline. Then, each of the simulated data
ectors is individually analysed with our fiducial pipeline by using 
he methodology described in Section 4. Finally, we compare the 
nferred values of cosmological parameters from the simulated data 
ectors to the fiducial v alues. Follo wing DESY1MG, we adopt 1 σ
s the threshold for a bias. If we observe a bias shifted more than 1 σ
rom the fiducial quantity, the corresponding effect of systematics or 
odelling assumption needs to be corrected or adequately accounted 

or in our analysis pipeline. 
The modelling assumptions that we consider are summarized 

elow: 

(i) Limber approximation and RSD: The Limber approximation 
Limber 1953 , 1954 ) enables us to compute the angular two-point
tatistics efficiently by simplifying the Bessel function integrals. 
o we ver, this approximation may not be sufficient if the constraining
ower from surv e ys can no longer tolerate the errors induced
y the approximation. We simulate a data vector using the exact
( θ ) calculation and include the contribution from redshift space 

istortions (Padmanabhan et al. 2007 ). 
(ii) Magnification: The observed number density of foreground 

alaxies can be altered due to the matter between the foreground
alaxies and the observer, leading to a systematic bias to the two-
oint statistics. For the foreground redshift z > 0.45, the effect can
ias the inferred dark energy equation of state by more than 5 per
ent (Ziour & Hui 2008 ). Accounting for this effect is critical for
he higher redshift samples, such as DMASS. To estimate the impact
f the magnification bias, we simulate a data vector by injecting the
MNRAS 509, 4982–4996 (2022) 
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ontribution of magnification to γ t ( θ ) and w( θ ). We assume that
he change in the observed galaxy overdensity for lenses produced
y magnification is proportional to the convergence field of lenses.
his can be expressed as δobs 

g = δint 
g + 2( α − 1) κ , where δint 

g is the
alaxy o v er -density that would ha v e been observ ed in the absence of
agnification, α is the logarithmic slope of the luminosity function

f lenses at its faint end, and κ is the convergence of the lenses
Bartelmann & Schneider 2001 ). We adopt the value of α = 2.62
omputed using the CMASS galaxy mocks in Joachimi et al. ( 2020 ).

(iii) Intrinsic alignments: Our fiducial pipeline accounts for the
idal alignment of massive elliptical galaxies on large scales. How-
ver, the contribution from ‘tidal torquing’ induced by spiral or less
uminous elliptical galaxies is non-negligible on smaller scales. We
imulate a data vector using the Tidal Alignment and Tidal Torquing
odel (TATT) described in Blazek et al. ( 2019 ). We set the TATT

mplitudes to A 1 = 0, A 2 = 2 with no z dependence as done in
bbott et al. ( 2018 ) and DESY1MG. This choice of TATT parameters

orresponds to testing the impact of a pure tidal torquing model when
nalyzed with a tidal alignment model. 

Since we cut out the majority of the nonlinear scales as described
n Section 3.1.5, we do not consider systematics that particularly
ffects small scales such as baryonic feedback effects. We do not
est for the nonlinear galaxy bias either as the linearity of the galaxy
ias of DMASS on galaxy clustering and g alaxy–g alaxy lensing
as been verified in Lee et al. ( 2019 , 2021 ) down to the scales of
 h 

−1 Mpc . These tests have been performed by jointly fitting the
wo-point statistics with other external probes. DESY1MG tested
he aforementioned systematics using their 3 × 2 pt simulated data
 ector and e xternal data sets. F or the case of the 3 × 2 pt simulated
ata vector only, their posteriors of modified gravity were skewed
rom true values due to the interplay of weak constraining power
ith a relatively flat likelihood profile and prior volume effect. As
e use only one lens bin compared to DES Y1 five bins, we should

xpect a worse bias in the posteriors with weaker constraining power.
herefore, we perform the systematics tests by jointly fitting the two-
oint statistics with the simulated BOSS CMASS likelihood. Since
he simulated BOSS CMASS likelihood is not sensitive to any of the
ystematics correlated with the two-point functions, bias from the
ducial values is solely originating from the two-point functions of
MASS. We also perform the systematics tests including the actual
lanck data set as shifts by systematics may appear with higher
onstraining power. 

The results of the robustness tests are shown in Fig. 5 , for the two
odified gravity parameters ( μ0 , � 0 ) and the parameters that are
ost sensitive to in this work: m , S 8 , b . The top panel shows the

onstraints obtained from the baseline case, and the bottom panel
hows the baseline + Planck case. The different rows correspond
o the different systematics described abo v e. The topmost error bars
n each panel are our fiducial case. For all cases, our posteriors for
hese cosmological parameters remain well within 1 σ of the fiducial
onstraints. 

Throughout the robustness tests, we use an importance sampling
ipeline (Weaverdyck et al. in preparation) to rapidly compute
osterior means for each systematics. For a given sample from
 proposal distribution, the importance sampling pipeline draws
he expected values of parameters under a target distribution by
eighting points with density ratios of the proposal distribution and

arget distribution, called importance weights. We adopt the ef fecti ve
umber of samples as a diagnostic tool to e v aluate the accuracy of
mportance sampling, which is given as N 

IS 
eff = 1 / 

∑ N 

i= 1 w 

2 
i , where

 is the total sample size and w i represents normalized importance
NRAS 509, 4982–4996 (2022) 
eights. If the proposal distribution is equal to the target distribution,
he quantity becomes N 

IS 
eff = N . We determine N 

IS 
eff /N > 0 . 7 as the

hreshold of reliability and e v aluate the quantity for each systematics
hain obtained by the importance sampler. We find that all of the
ystematics chains pass the threshold except for the case of intrinsic
lignments. Therefore, we use MULTINEST for the intrinsic alignments
nd utilize the importance sampler for the rest of the systematics. 

 B L I N D I N G  

e blinded our results in the parameter-level to avoid confirmation
ias. The measurements of γ t from Lee et al. ( 2021 ) were blinded
n the real data analysis. No comparison to theoretical predictions
t the two-point level was made in the blinding stage. The cosmo-
ogical parameter constraints were scaled and shifted by a random
umber when plotting. After ensuring that there were no major
ystematics that can bias the cosmological constraints through a
eries of robustness tests listed in Section 5, we unblinded both
he data vector of γ t and cosmological constraints. As described
n the next section, after unblinding we performed an additional
est to estimate the impact of the high signal of γ t measured
ith the first source bin that was detected after unblinding. No

hange was made in either the analysis method or pipeline after
nblinding. 

 RESULTS  

.1 Constraints on modified gravity 

n this section, we show the resulting MG constraints obtained from
he various combinations of the data sets listed in Section 3. For all
ases reported, we include the CMASS likelihood to DES 3 × 2 pt
s default and do not report the result from DMASS alone because
1) DMASS is designed to harness its maximum power when its
easurements are combined with the measurements of CMASS,

nd (2) DMASS only, without the help of external data sets, suffers
rom a projection bias in the posteriors of modified gravity as stated
n Section 5. 

Fig. 6 shows the resulting constraints in the μ0 –� 0 plane (left)
nd m –S 8 plane (right). Table 2 presents a more detailed summary
n our findings, including the constraint of galaxy bias. In Fig. 6 ,
he blue contours show the constraints obtained from the baseline
ase (DMASS 3 × 2 pt + CMASS RSD/BAO). The resulting
 alues sho w a mild deviation from GR with μ0 = −1 . 23 + 0 . 81 

−0 . 83 and
 0 = −0 . 17 + 0 . 16 

−0 . 15 . As � 0 indicates modifications to GR by rela-
i vistic particles, the v alue of � 0 here is dri ven by weak lensing
n DES. The orange contours are obtained by adding the CMB
ata from Planck to the baseline case. As shown in the figure,
dding Planck reco v ers GR, yielding the values of μ0 = −0 . 37 + 0 . 47 

−0 . 45 
nd � 0 = 0 . 078 + 0 . 078 

−0 . 082 . Along with these results, we also show the
esults from the external data only (CMASS RSD/BAO + Planck ;
lack-dashed) and CMASS RSD/BAO only (grey-dashed) to infer
ontributions from the DMASS 3 × 2 pt data indirectly. We find
hat the DMASS 3 × 2 pt data impro v es the constraints from the
xternal data sets by 28 per cent for μ0 , 30 per cent for � 0 , and
4 per cent for S 8 . For the case of CMASS RSD/BAO alone, � 0 

s not constrained by RSD and μ0 is barely constrained within the
mposed prior range. Therefore, we only look into the constraints
f S 8 and m . Comparing with the baseline, we find that adding
MASS 3x2pt to CMASS RSD/BAO ef fecti vely reduces errors on

onstraints even without Planck , improving S 8 by 45 per cent and
m by 32 per cent. These notable impro v ements by adding DMASS
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Figur e 5. Mar ginalized 1D posterior constraints on m , S 8 , b , � 0 , μ0 obtained from DMASS 3 × 2 pt + CMASS RSD/BAO (baseline; top) and DMASS 
3x2pt + CMASS RSD/BAO + Planck (bottom). The different rows correspond to the different systematics injected in each of the simulated data vectors. The 
systematics tested here are detailed in Section 5. These data vectors are analysed by the fiducial pipeline to test the impact of systematics associated with each 
data vector on the parameter constraints. For all cases, the posteriors for these cosmological parameters remain well within 1 σ of the fiducial constraints. 

Figure 6. Constraints in the μ0 −� 0 plane (left), and m −S 8 plane (right) obtained from various combinations of the probes. The blue contours show the 
constraints obtained from the baseline case (DMASS 3 × 2 pt + CMASS RSD/BAO). The orange contours are obtained by adding the Planck data to the 
baseline case. The black-dashed contours are obtained from the external data only. The grey contour in the right panel shows the constraints of m and S 8 
obtained from CMASS only. Adding the DMASS 3 × 2 pt data impro v es the constrains from the external data sets by 28 per cent for μ0 , 30 per cent for � 0 , 
and 24 per cent for S 8 . 
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 × 2 pt are mainly driven by the galaxy bias parameter shared and
onstrained by DMASS and CMASS simultaneously. The galaxy 
ias from the baseline + Planck case is impro v ed by ∼80 per
ent compared to that of the external data alone, which leads to
 significant impro v ement in other parameters that are degenerate 
ith galaxy bias. 
r

Finally, we test the robustness of our results against unmodelled 
ystematics. As shown in Fig. 3 , the tangential shear signal measured
ith DMASS and the first source bin of DES Y1 is higher than
redicted in theory. Lee et al. ( 2021 ) suggests the local peak in galaxy
ias at the low-redshift end of the original BOSS CMASS sample
s a potential reason for this. If the DMASS algorithm faithfully
eplicated the properties of CMASS, this peak would have been 
MNRAS 509, 4982–4996 (2022) 
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Table 2. 1D marginalized posteriors obtained from various combinations of data sets. ‘baseline’ denotes the combination of the DMASS 3 ×
2 pt data and RSD and BAO measurements from BOSS CMASS. 

Data μ0 � 0 m σ 8 S 8 b 

baseline −1 . 23 + 0 . 81 
−0 . 83 −0 . 17 + 0 . 16 

−0 . 15 0 . 289 + 0 . 031 
−0 . 028 0 . 821 + 0 . 067 

−0 . 068 0 . 809 + 0 . 080 
−0 . 079 1 . 83 + 0 . 20 

−0 . 17 

baseline + Planck −0 . 37 + 0 . 47 
−0 . 45 0 . 078 + 0 . 078 

−0 . 082 

(
308 . 2 + 9 . 0 −8 . 0 

) × 10 −3 0.762 ± 0.045 0 . 772 + 0 . 050 
−0 . 046 2 . 134 + 0 . 079 

−0 . 078 

DESY1 REDMAGIC + CMASS 
+ Planck 

−0 . 29 + 0 . 63 
−0 . 66 0 . 098 + 0 . 102 

−0 . 100 (305.0 ± 8.6) × 10 −3 0 . 767 + 0 . 061 
−0 . 065 0 . 773 + 0 . 064 

−0 . 067 −

CMASS + Planck 0 . 15 + 0 . 61 
−0 . 67 0 . 20 + 0 . 12 

−0 . 11 0 . 314 + 0 . 012 
−0 . 011 0 . 794 + 0 . 057 

−0 . 062 0 . 814 + 0 . 059 
−0 . 068 2 . 00 + 0 . 28 

−0 . 26 

CMASS − − 0 . 319 + 0 . 052 
−0 . 055 0 . 792 + 0 . 087 

−0 . 084 0 . 819 + 0 . 114 
−0 . 119 1 . 980 + 0 . 348 

−0 . 313 

Figure 7. Constraints obtained with all four tomographic cross-correlations 
of γ t (solid) and only with the third and fourth cross-correlations of γ t 

(dashed) from the two highest source bins. All contours are the case of 
baseline + Planck . There is no significant bias or degradation found in the 
constraints. 
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eplicated in DMASS and even amplified at the low-redshifts edge
here the algorithm poorly works. As the first source bin lies largely

n front of the lens bin, it is possible that the tangential shear signal
easured with the first source bin only captures correlations with the
MASS galaxies at low redshifts where galaxy bias peaks. Lee et al.

 2021 ) tested the impact of the unmodelled local peak on the galaxy
ias constraint inferred from the tangential shear measurement. In
x ed � CDM cosmology, the y found that the resulting constraint is
ot biased by the local peak abo v e the scale of 4 h 

−1 Mpc . It is less
ikely that the local peak will affect our result as we utilize the scales
arger than 4 h 

−1 Mpc , and include the angular galaxy clustering and
hear measurements that are less sensitive to an irregularity in galaxy
ias at the redshift tails. Ho we ver, it is worth testing its impact in
he frame of modified gravity as well to rule out the possibility of
his unmodelled systematics biasing the result. For this, we repeat the
nalysis without the tangential shear signals from the first and second
ource bins. The signal from the second source bin is excluded to
ompletely remo v e an y potential effect related to galaxy bias from
he low-redshift end of DMASS. The results are presented in Fig. 7 .
ach panel shows the contours of the MG parameters (left) and m –
 8 (right) with all tangential shear signals (solid lines) and without
he signals from the first two source bins (dashed lines). Both panels
re for the case of baseline + Planck . As shown in this figure, we do
ot find significant bias or degradation in the constraints. 

.2 Comparison with the DES Y1 MG analysis 

arlier, the DES Collaboration reported the constraints on μ0 and � 0 

btained from the DES Y1 data in DESY1MG. As this work follows,
heir analysis methods with the same shear catalog, comparing the
esults of this work with DESY1MG enables us to validate the
apability of using DMASS as gravitational lenses to combine the
NRAS 509, 4982–4996 (2022) 
pectroscopic and imaging surv e ys efficiently. This section briefly
escribes the lens sample and external data sets used in DESY1MG
nd compares their MG constraints with ours. As we do not report the
esult for the DES data alone, we only compare the results measured
ith the external data sets. 
DESY1MG utilized the 3 × 2 pt data vectors measured with

he REDMAGIC lenses (Rozo et al. 2016 ; Elvin-Poole et al. 2018 )
nd the DES Y1 METACALIBRATION sources (Sheldon & Huff 2017 ;
uff & Mandelbaum 2017 ; Zuntz et al. 2018 ). The REDMAGIC

ample consists of 660 000 galaxies o v er an area of 1321 deg 2 . The
ample was divided into five redshift bins, using three different cuts
n intrinsic luminosity: 0.15 < z < 0.3, 0.3 < z < 0.45, 0.45 < z <

.6, 0.6 < z < 0.75, and 0.75 < z < 0.9. The first three bins were
elected using a luminosity cut of L > 0.5 L ∗ with a spatial density

¯ = 10 −3 ( h 

−1 Mpc ) −3 , the other two bins were selected using L
 L ∗ with n̄ = 4 × 10 −4 ( h 

−1 Mpc ) −3 , and L > 1.5 L ∗ with n̄ =
0 −4 ( h 

−1 Mpc ) −3 , respectiv ely. The redshift co v erage of DMASS
s comparable to the third and fourth bins of REDMAGIC combined,
ut the number density of DMASS ( ̄n = 3 × 10 −4 ) is much lower
han REDMAGIC . The external data sets selected in DESY1MG were
he CMB measurements from Planck 2015 (Planck Collaboration
II 2016 ), the RSD and BAO measurements from BOSS DR12

Alam et al. 2017b ), and the additional BAO measurements from Six-
egree Field Galaxy Survey (6dF; Beutler et al. 2012 ), SDSS Main
alaxy Samples (SDSS MGS; Ross et al. 2015 ), and lastly, Type Ia

upernova measurements from Pantheon (Scolnic et al. 2018 ). The
esulting MG constraints from these data sets are μ0 = −0 . 11 + 0 . 42 

−0 . 46 

nd � 0 = 0 . 06 + 0 . 08 
−0 . 07 . 

For a more direct comparison with DESY1MG, we perform
n additional analysis using DES Y1 3 × 2 pt (i.e. REDMAGIC
enses) with CMASS RSD/BAO. By doing so, we can infer the pure
mpro v ement by DMASS while excluding contributions from other
xternal data sets in DESY1MG. The resulting constraints of MG
re μ0 = −0 . 29 + 0 . 63 

−0 . 66 , � 0 = 0 . 098 + 0 . 102 
−0 . 100 . 

Fig. 8 shows the constraints of this work (baseline + Planck )
n orange, REDMAGIC + CMASS RSD/BAO + Planck in purple,
nd DESY1MG in black-dashed lines. Compared to the case with
EDMAGIC (purple), it is noticeable that using DMASS (orange)

mpro v es the MG constraints by 29 per cent for μ0 and 21 per
ent for � 0 with the same external data sets despite REDMAGIC
onsisting of five tomographic bins with a higher number density.
ur result is also comparable to that of DESY1MG (black-dashed)
espite the lack of the external data sets. This can be explained as
ollows: five tomographic bins of REDMAGIC introduce additional
uisance parameters of galaxy bias for each bin. When combined
ith the CMASS likelihood, these five galaxy bias parameters

rom REDMAGIC and an additional one from CMASS are varied
ndependently, and hence uncertainties from the total six parameters
dd to the total statistical error budget. This especially affects the

art/stab3129_f7.eps
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Figure 8. Constraints from this work (baseline + Planck ; orange), DESY1 REDMAGIC 3x2pt + CMASS RSD/BAO + Planck (purple), and the published 
constraints of the DES Y1 MG analysis (black-dashed) (Abbott et al. 2019 ). Compared to the case with REDMAGIC (purple), using DMASS (orange) impro v es 
the MG constraints by 29 per cent for μ0 and 21 per cent for � 0 with the same external data sets. The DMASS case is even comparable to that of DESY1MG 

(black-dashed) despite the lack of the external data sets. The shift of m in DESY1MG is caused by the SNe Ia data fa v ouring low m . Overall, the constraints 
in the three cases are consistent. 

m
g
D  



t  

s
D  

a  

c

8

I
μ

e  

a  

t
s
d  

t
a
w
e
s  

w  

a  

p

3  

R  

N  

b  

c
s  

D
m
b
b  

C  

p
d  

i  

R
 

w  

s  

t  

o  

w  

D  

s  

7 Rubin Observatory’s Le gac y Surv e y of Space and Time. 
8 Dark Energy Spectroscopic Instrument. 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/509/4/4982/6424960 by U
niversity of O

slo Library. Library of M
edicine and H

ealth Sciences user on 19 January 2022
odified-gravity parameters due to the strong de generac y among the 
alaxy bias and MG parameters. Compared with the other two cases, 
ESY1MG (black-dashed) slightly shifts towards a lo wer v alue of
m . The shift is possibly caused by the Pantheon supernova data 

hat fa v ors a relati vely lo wer v alue of m than the rest of the data
ets (Scolnic et al. 2018 ). Overall, the constraints obtained with 
MASS are consistent with those with REDMAGIC . We do not find
 significant shift in the central values of μ0 and � 0 among the three
ases. 

 C O N C L U S I O N  

n this paper, we measured the modified gravity parameters � 0 and 
0 using the DMASS sample to demonstrate its feasibility as an 
qui v alent to BOSS CMASS in the DES Y1 footprint for a joint
nalysis of BOSS and DES. We utilized the angular clustering of
he DMASS galaxies, cosmic shear of the DES METACALIBRATION 

ources, and cross-correlation of the two as data vectors. Then we 
erived the constraints on MG by jointly fitting the data vectors with
he RSD and BAO measurements from the BOSS CMASS sample 
nd CMB measurements from Planck . As detailed in Section 4, 
e thoroughly followed the analysis methods of DESY1MG. We 

mployed the same modeling for the two-point statistics and potential 
ystematics, such as the shear and photo- z biases. A series of tests
ere performed as done in DESY1MG to make sure our results

re robust to the modeling assumptions that are not included in the
ipeline. 
The resulting constraints are consistent with GR. Adding DMASS 

 × 2 pt significantly impro v es the e xisting constraints from CMASS
SD/BAO + Planck by 28 per cent for μ0 and 30 per cent for � 0 .
ot only that, we found that DMASS yields constraints impro v ed
y 29 per cent for μ0 and 21 per cent for � 0 , compared to the
onstraints obtained with REDMAGIC when the same external data 
ets are utilized. The results are also comparable to the results of
ESY1MG performed with additional BAO & RSD and supernova 
easurements. This is mainly because of a tightly constrained galaxy 

ias parameter shared in the CMASS and DMASS likelihoods, which 
reaks the de generac y between galaxy bias and other parameters.
ompared to that, the cases with REDMAGIC treats the galaxy bias
arameter from RSD as an additional one, which varies indepen- 
ently from those of REDMAGIC . The uncertainty induced by the
ndependent use of galaxy bias erases gains from additional BAO and
SD and supernova measurements. 
This approach to optimally combine the DES and BOSS surv e ys

ith DMASS can be easily extended to other types of spectroscopic
amples and image-based surv e ys. In just a few years, data from
he Stage IV surv e ys will become available. The surv e y footprint
f LSST 

7 (Ivezi ́c et al. 2019 ) will occupy the entire southern sky
ith a small o v erlapping area with spectroscopic surv e ys such as
ESI 8 (DESI Collaboration 2016 ) in the northern sky. The DESI

urv e y produces the Bright Galaxy sample (BGS) at z < 0.4 and
MNRAS 509, 4982–4996 (2022) 
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he Emission Line Galaxy sample (ELG) at z > 0.6. The equi v alent
amples to those DESI targets in the LSST area will be ideal lenses to
xtract the lensing signals in LSST that can be efficiently combined
ith the galaxy clustering of the DESI galaxy samples as done with
MASS and CMASS. Combining the two surv e ys in this manner
ill embrace almost the entire sky and yield a wealth of information

o test gravity. 
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