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A B S T R A C T   

The optimal CO2 storage operation requires high permeability in the near-well region in order to keep it safe and 
cost-efficient. Nucleation and growth of salt crystals driven by the evaporation of formation water into under- 
saturated (dry) super-critical CO2 streams result in the changes in porosity and permeability of the near well- 
bore area. Permeability reduction is one of the main reasons for injectivity losses in the context of CO2 stor-
age in saline aquifers. According to recent studies, during CO2 storage, salt crystals grow in two different forms: 
1) single, large crystals in the aqueous phase, and 2) aggregates of micro-meter size salt crystals in the CO2-rich 
vapor phase. All previous numerical studies at pore-scale have addressed the formation of single, large crystals in 
the aqueous phase. In this work we have developed a 3D pore-scale reactive transport solver based on a D3Q19 
advection-diffusion Lattice-Boltzmann model. The model takes for the first time salt nucleation into consider-
ation via a new probabilistic approach to simulate the formation of micro-meter size salt crystal aggregates in the 
CO2-rich phase and their effect on changes in pore morphology and permeability. Comparing the results of 
porosity-permeability relations with some of the well-known clogging models, confirms the need for a new 
clogging model to capture the permeability reduction caused by salt aggregates.   

1. Introduction 

Carbon capture and storage (CCS) is a relatively new technology 
where CO2 is captured from major point sources before it reaches to the 
atmosphere and is safely stored in underground geological reservoirs 
(geological storage). Deep saline aquifers are the most promising option 
for CO2 storage to mitigate climate change. Deep saline aquifers have 
huge storage capacities, usually from ~2,000 to 20,000 Gt CO2 (Bachu 
and Adams, 2003). Nevertheless, the annual emission of greenhouse 
gases related to worldwide energy consumption is also large (~ 33 Gt 
CO2 in 2018) and as time goes on, the world demand for energy in-
creases, and so does the emission of the greenhouse gasses. Therefore, 
the need for reduction is imminent and CCS is a key technology to avoid 
energy and climate crisis at the same time. This means that CO2 
sequestration will not accomplish major climate change mitigation un-
less it is executed on a very large scale with high injection rates. In order 
to achieve and maintain high injection rates in deep saline aquifers, one 
needs to have a detailed assessment of well injectivity and the process 
that can alter near-well permeability and results in injectivity decline. 

To maximize safety and cost-efficiency of CO2 storage, it is necessary to 
understand how a high permeability in the near-well region is 
maintained. 

1.1. Salt precipitation 

Injection of large amounts of dry (under-saturated), supercritical 
CO2 into saline aquifers leads to evaporation of formation water into the 
CO2 stream and concentration build-up of dissolved salt in the aqueous 
phase. When salt concentration in the formation water goes beyond its 
solubility limit under the given thermodynamic state, the excess salt will 
precipitate out of the aqueous phase and immediately alter the porosity 
and permeability of the reservoir (Miri et al., 2015; Miri and Hellevang, 
2016). Several field (Baumann et al., 2014; Grude et al., 2014; Talman 
et al., 2020), experimental (Berntsen et al., 2019; Kim et al., 2013; Miri 
et al., 2015; Nooraiepour et al., 2018), and numerical studies (Parvin 
et al., 2020; Zeidouni et al., 2009) have provided evidences for salt 
precipitation during CO2 storage. 

Salt crystals form in two different forms (Miri et al., 2015): 
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1) single, large crystals in the aqueous phase  
2) aggregates of micrometer sized crystals in the CO2-rich vapour phase 

Single, large crystals form when the crystals are in contact with low- 
to moderately supersaturated solution and have enough time to grow. 
The aggregates of small crystals form near the interface in the CO2 
stream where the supersaturation and driving force for nucleation is 
large. The newly formed salt crystals are strongly water wet and can 
imbibe the fresh brine to the CO2 stream. Evaporation of water from the 
fresh brine results in new nucleation and formation of new salt crystals 
on the previous small crystals. Repetition of these processes over and 
over leads to formation of salt aggregates that form a porous structure 
with massive capillarity. This phenomena is called “salt self-enhancing 
growth” and can lead to massive salt aggregates (Miri et al., 2015). 

However there are several numerical works on the salt precipitation 
pattern, the salt self-enhancing growth has been overlooked in almost all 
of them. For instance, Dashtian et al. (2018) has developed a 
pore-network model to study the effects of pore size correlation on salt 
precipitation patterns because of evaporation in porous media. Their 
model takes capillary effects, vapour diffusion, brine flow, and salt 
transport into consideration. However, they stated that it is not possible 
to consider the saltself-enhancing growth into a pore-network model 
because this phenomenon occurs at the molecular scale and referred to 
their molecular dynamic simulation (Dashtian et al., 2017) for model-
ling this process. 

A recently conducted study on the Aquistore CO2 storage site, which 
is a part of SaskPower’s Boundary Dam CCS demonstration project, have 
revealed the formation of salt crystals inside the injection well (Talman 
et al., 2020). They have stated that salt self-enhancing growth might be 
the reason behind the water backflow and salt formation inside the in-
jection well (Talman et al., 2020). Such results highlights the impor-
tance of taking both forms of salt crystal into consideration. Both forms 
of the crystals can change the morphology of the porous structure and 
reduce the permeability, CO2 transmissibility, and injectivity. As a 
result, it is necessary to take into account both forms of salt crystals in 
order to have a proper and robust porosity-permeability relation or a 
clogging model in the context of CO2 storage. 

1.2. Clogging models 

Pore-scale modelling provides the possibility of simulating volume 
changes in different reactive transport phenomena after certain sub-grid 
geometric assumptions. The permeability of an altered pore space can 
also be calculated directly by computing the flow parameters, such as 
velocity vectors, with solving mass and momentum conservation equa-
tions (continuity and Navier-Stokes equations). In contrast, permeability 
is one of the input parameters for solving the flow equation (continuity 
equation coupled with Darcy equation) in continuum-scale modelling 
(Ertekin et al., 2001). Because every parameter has an average value on 
the continuum scale, one must deal with permeability changes using 
only available parameters. Porosity is the only parameter that is directly 
related to the changes in pore volume. The changes in porosity can be 
easily determined from the volume of deposited solids. In the other 
words, porosity-permeability relations (clogging models) are the tools 
for upscaling the changes in pore morphology at pore-scale to 
continuum-scale. 

Several phenomena can alter the porosity and permeability of a 
porous medium such as mineral precipitation and dissolution, wax and 
asphaltene deposition, fatigue, swelling and shrinking, mineral cemen-
tation, biomass accumulation, and so forth. Different processes alter the 
porous structure in their own specific way and identical changes in 
porosity might lead to completely different changes in permeability 
depending strongly on the process causing the changes, the host envi-
ronment and materials, and the mechanism behind the changes. 
Therefore, it is of great importance to use different porosity- 
permeability relations for upscaling different processes. 

This work focuses on salt precipitation during CO2 storage. In the 
context of CO2 storage, the extent of modelled formation damage and 
injectivity alteration is controlled by the chosen clogging model irre-
spective of mechanisms occurring at pore scale. Parvin et al. (2020) have 
done a sensitivity analysis on four well-known clogging models and 
showed that the clogging models are a major source of uncertainty in 
modelling of CO2 storage. Different clogging models can result in huge 
differences in permeability for the same amount of porosity reduction. 

Most of the clogging models have been developed based on the ho-
mogeneous layer of salt covering grain surfaces. The most popular 
relation in this context is the Verma and Pruess model (Verma and 
Pruess, 1988), where a porous medium is conceptualized as a series of 
connected tubes of varying sizes. Put differently, all of the proposed 
clogging models are only applicable to the large, single crystals growing 
in the aqueous phase and might not be able to capture clogging caused 
by salt aggregates in the gas phase at a capillary or diffusive regime, and 
clogging models for micrometer size salt aggregates should be addressed 
separately. In this work, we developed a 3D pore-scale reactive transport 
model based on a D3Q19 advection-diffusion Lattice-Boltzmann model 
to simulate the formation of salt aggregates and their effect on changes 
in pore morphology and permeability. We then evaluated if any of the 
most used clogging models are able to capture the permeability reduc-
tion caused by salt aggregates and proposed a new approach for 
including salt aggregates into the clogging models in this context. In 
order for our model to be able to capture the formation of salt aggre-
gates, we had to take the nucleation process into account. 

1.3. Probabilistic mineral nucleation 

Nucleation is the first step of any precipitation process forming new 
minerals. The position of the nucleation of the secondary minerals in the 
pore space and the way that the formed minerals grow in porous media 
have major effects on the porosity-permeability relation. Therefore, an 
understanding of the spatial distribution of stable secondary nuclei is 
crucial for a precise prediction of the hydrodynamics of porous media 
after mineral precipitation. Despite this, few reactive transport models 
have taken into account the nucleation process and in their models, 
nucleation occurs when concentration reaches a certain threshold value 
(Chen et al., 2014, 2012). However, as suggested by Hellevang et al., 
after a combination of numerical and experimental study on spatial 
distribution of secondary mineral growth along a basalt column, 
nucleation is a probabilistic process (Hellevang et al., 2019). They 
explained the formation of few and large crystals at random locations by 
overall control by a nucleation process and suggested that in order to get 
the distribution of secondary crystals in the numerical models, a new 
probabilistic approach must be developed for the nucleation phenome-
non. This led to the development of a new probabilistic nucleation 
model in which the induction time is considered as a random variable 
(Fazeli et al., 2020; Nooraiepour et al., 2021). The random induction 
time statistically spreads around the measured or reported induction 
time, which can be either obtained from experiments or approximated 
by the classical exponential nucleation rate equation suggested by the 
classical nucleation theory (CNT). In this work, we used classical 
nucleation theory. In our model, both location and time of nucleation is 
probabilistic which can have a major effect on transport properties in 
different time and length scales. 

We implemented the new probabilistic model into the 3D pore-scale 
Lattice Boltzmann (LB)-based reactive transport model in order to 
simulate the formation of salt aggregates. 

2. Model description 

The detailed explanation of the probabilistic nucleation model can be 
found in (Fazeli et al., 2020; Nooraiepour et al., 2021). In the following, 
we will explain the Lattice Boltzmann model for 
advection-diffusion-reaction and hydrodynamics. The main references 
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for Lattice Boltzmann models are our previous works (Fazeli et al., 2020, 
2019, 2018) and Krüger et al. (2017). 

2.1. LB model for advection-diffusion-reaction 

We used Lattice Boltzmann method to solve the advection-diffusion- 
reaction (ADR) equation for tracking the concentration of salt in the 
solution: 

∂Cj

∂t
+∇.

(
uCj

)
= ∇.

(
Dj∇Cj

)
+ Rj (1)  

Where Cj [NL− 3] is the aqueous concentration of species j, Dj [L2T− 1] is 
diffusion coefficient of species j in water, u is velocity [LT− 1], and Rj 
[NL− 3T− 1] is the source/sink term due to reactions for species j. The 
discretized LB equation used to solve the ADR equation (the mass 
transport) is as follows: 

gj
i(x+ ciΔt, t+Δt) = gj

i(x, t) −
Δt
τg

(
gj

i(x, t) − geq,j
i (x, t)

)
+ ΔtQj

i(x, t) (2)  

geq,j
i = wiCj

(

1+
ci.u
c2

s

)

(3) 

In which gi
j is discrete distribution function, gi

eq,j is equilibrium dis-
tribution function, Qi

j is source/sink term, and Cj is concentration of 
species j. Δt is time resolutions, τg is advection-diffusion relaxation time, 
cs is lattice speed of sound, and ci and wi are discrete velocity sets and 
weighting coefficients. For the D3Q19 lattice scheme (Fig. A.1), where 3 
is the number of spatial dimensions (x, y, and z) and 19 is the number of 
discrete velocities, w0=1/3, w1-6=1/18, and w7-18=1/36 and 

ci =

⎧
⎨

⎩

(0, 0, 0), i = 0
( ± 1, 0, 0), (0,±1, 0), (0, 0,±1), i = 1 − 6

( ± 1,±1, 0), ( ± 1, 0,±1), (0,±1,±1) i = 7 − 18
(4) 

After solving the Eq. (2), the concentration of species j is calculated 
using the following relation: 

Cj =
∑

i
gj

i (5) 

The source and sink term is given by 

Qj
i(x, t) = wi

(
qj

N(x, t) + qj
G(x, t)+ qj

E(x, t)
)

(6)  

qj
N =

dCj
N

Δt
(7)  

qj
G =

dCj
G

Δt
(8) 

Subscribes N, G, and E in Eq. (6) are related to nucleation, growth, 
and evaporation of the solution on top of the domain, respectively. dCj

N 
is concentration difference caused by the nucleation events. It is calcu-
lated by counting the number of nuclei formed at each time step. A 
nucleus is assumed to be a sphere of 10 nm radius. dCj

G is concentration 
difference caused by crystal growth. dCj

N and dCj
G have negative values 

because mineral nucleation and growth cause mass loss from the solu-
tion. Put differently, qj

N and qj
G are sink terms and qj

E is a source term. 
According to Chapman-Enskog analysis, the following relation 

should exist between diffusion coefficient and the relaxation parameter 
in order for Eq. 2 to recover the advection-diffusion-reaction equation 
(Eq. 1): 

D = c2
s

(
τg −

Δt
2

)
(9)  

2.2. LB model for hydrodynamics 

In order to recover the hydrodynamic properties in single-phase fluid 

flow, continuity equation (Eq. 10) and Navier-Stokes equation (Eq. 11) 
should be solved simultaneously. To do so, we used the LB model in Eq. 
12. 

∇.u = 0 (10)  

ρ ∂u
∂t

+ ρu.∇u = − ∇P + μ∇2u + F (11)  

where ρ [ML− 3] is density, u [LT− 1] is velocity, P [M1L− 1T− 2] is pres-
sure, μ [M1L− 1T− 1] is dynamic viscosity and F [M1L− 2T− 2] is body force. 

fi(x+ ciΔt, t+Δt) = fi(x, t) −
Δt
τ (fi(x, t) − f eq

i (x, t)) +
(

1 −
Δt
2τ

)
Fi(x, t)

(12)  

f eq
i = wiρ

(

1+
u.ci

c2
s
+
(u.ci)

2

2c4
s

−
u.u
2c2

s

)

(13)  

Fi = wi

(
ci.Fα

c2
s

)

(14)  

c2
s =

1
3

(Δx
Δt

)2
(15)  

where Δt and Δx are time and space resolutions. fi is discrete distribution 
function, fieq is equilibrium distribution function for hydrodynamics. Fi is 
body force, cs is lattice speed of sound, u is velocity, ρ is density, and τ is 
relaxation time for hydrodynamics. It should be noted that the lattice 
speed of sound, cs, can vary based on the chosen lattice structure. 
Because we used the same lattice structure (D3Q19), weighting co-
efficients (wi), and discrete velocity sets (ci) for ADR LB and hydrody-
namics LB, the lattice speed of sound in Eq. 15 can be used for both Eq. 3 
and Eq. 13. After solving Eq. 12, density and velocity can be calculated 
from the following equations: 

ρ =
∑18

i=0
f j
i (16)  

u =
1
ρ
∑

i
fi ci +

Fα

2ρ (17) 

Like advection–diffusion LB, by doing Chapman− Enskog analysis on 
Eq. 12, it can be shown that the relation between kinematic viscosity, υ, 
and relaxation parameter should be fulfilled to LB model cover the 
Navier-Stokes equation: 

υ = c2
s

(
τ − Δt

2

)
(18) 

We used the LB model for hydrodynamics to calculate horizontal 
permeability of the domain before and after salt aggregation. We used 
Darcy’s law to calculate the permeability of the porous media: 

J = −
k
μ∇P (19)  

Where J[LT− 1] is average flux (flow rate per unit area), k [L2] is 
permeability, μ [M1L− 1T− 1] is dynamic viscosity, and ∇P [M1L− 1T− 2] is 
pressure gradient. ∇P in Eq. 19 can be replaced by F, the body force, in 
Eq. 11. 

2.3. Numerical implementation 

Fig. A.2 shows the flowchart of the LBM model for ADR. The fol-
lowings are the explanation of the numerical implementations. 

2.3.1. Evaporation 
Continuous evaporation of water into the CO2 stream results in the 

constant increase in salt concentration in the aqueous phase. When the 
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concentration of salt reaches its solubility limit, the extra salt pre-
cipitates out in the form of solid salt crystals. In order to mimic the 
evaporation process without dealing with a complex multiphase flow 
simulator, we designed the following simulations: 

The simulation domain is 70 × 70 × 70 grids with the grid resolution 
of 10 μm. We generated a random porous structure with porosity around 
30% using the PoreSpy open source code (Gostick et al., 2019). All the 
boundaries are no flux boundary. The domain is initially saturated with 
brine. In each time step, the solution becomes more concentrated at the 
first layer after the top boundary using the source term, qj

E(x, t) in Eq. 
(6). This can mimic the evaporation process as well as capillary suction 
when the salts start to precipitate and form porous aggregates. It can 
represent a block of porous media in the CO2 stream; saturated with CO2 
and with a liquid film covering its grains. The water film becomes more 
concentrated as the water evaporates to the gas phase, resulting in the 
formation of salt aggregates. By continuously increasing the concen-
tration of solution on top of the domain, the model can also mimic the 
imbibition of the brine by salt aggregates to the evaporation front. 

2.3.2. Nucleation 
The first step of the salt formation is nucleation. In this work, in-

duction time varies statistically and is considered as a random variable 
in the probabilistic nucleation model. The probabilistic induction time 
(τP) is stochastically spread around the deterministic (measured or re-
ported) induction time (τN). As it was explained earlier, in this work, the 
deterministic mean induction time, τN [nuclei− 1m2s], is computed based 
on the classical nucleation theory (CNT): 

ln(τN) =
Γ̂σ3

T3(ln(Ω))
2 − ln(kN) (20)  

where T [K] is absolute temperature, Ω is saturation ratio providing the 
thermodynamic driving force for nucleation, σ [Jm− 2] is interfacial free 
energy between the nucleating phase and the substrate, and kN [nucle-
im− 2s− 1] is nucleation rate constant. Γ̂ is a lumped parameter expressed 
as: 

Γ̂ = βυ2KB
− 3 (21)  

where β is a geometry factor, υ [m3/molecule] is the molecular volume 
of the nucleating phase, and kB is the Boltzmann constant, 1.38 × 10− 23 

[JK− 1]. In Eq. (20), the values of σ and kN need to be measured from 
laboratory experiments. More about the probabilistic nucleation and a 
sensitivity analysis on nucleation rate can be found in our previous work 
(Nooraiepour et al., 2021). 

In the probabilistic nucleation model, the probability of forming a 
nucleus during a time step is expressed by a Gauss-Laplace (normal) 
probability density function (PDF). The following equations give the 
probability density function, P(x), and cumulative distribution function, 
F(x), of the Gaussian distribution: 

P(x) =
1

sd
̅̅̅̅̅
2π

√ e−
(x− m)2

2sd2 0 ≤ x ≤ 2τN (22)  

F′

(x) = P(x) (23)  

where, m is the mean (m = τN), and sd is the standard deviation (sd = τN/ 
4) of the random variable x. To find probabilistic induction time (τp), a 
random number with probability (p) of 0 < p < 1 is generated, then τp 
(between 0 and 2τN) is found such that the value of the normalized F(x) 
at τp is equal to the p. Briefly, F(x = τp) = p. Assigning a value to τp is 
iterated in each time step of the reactive transport simulation. 

In Eq. 20, the induction time is defined for the unit of surface area, i. 
e., [nuclei− 1m2s]. Therefore, in order for the induction time to be 
comparable to the elapsed time, the probabilistic induction time needs 
to be divided by the available surface area for nucleation, τp = τp /An. It 
is assumed that one stable nucleus forms for each τp that is longer than 

the period that the solution’s saturation ratio remains unchanged or 
increased in contact with the substrate (the elapsed time). Therefore, if 
we call the random number generator N times to find τp from F(x) until 
∑

N
τp > Δt, N-1 stable nuclei will form. Where, Δt is the elapsed time or 

the time interval during which nuclei counts are computed. After 
computing the number of stable nuclei, n, the concentration difference 
because of nucleation can be calculated as follows: 

dCN,ph =

n
(

4
3 πr3

N

)

Vm Vgrid
(24)  

Where subscript ph stands for the physical units, rN [m] is the radius of a 
stable nucleus, Vm [m3mol− 1] is the molar volume of the nucleating 
component, and Vgrid [m3] is the grid volume. dCN,ph should then be 
converted from physical units to LB units to obtain dCj

N in Eq. 7. The 
number of precipitated crystals in each time step provides the reactive 
area provided for crystal growth. The reactive area is used as an input 
parameter for the growth rate computation. We refer the more inter-
ested readers to our previous work (Fazeli et al., 2020) for more details 
about the probabilistic nucleation model. 

2.3.3. Salt aggregation 
Taking the nucleation process into account, we prevent any homo-

geneous reaction in the bulk fluid. Put differently, salt precipitation only 
happens on the grains. As mentioned before, nucleation is a necessary 
condition for growth. In this work, in order to prevent further 
complexity, we consider the artificial single-species reaction, A(aq) ⇄ A 
(s). We control the necessary condition by the use of reactive surface 
area, Sr, in Eq. (25). 

R = k Sr(1 − Ω) (25) 

In Eq. (25), R [mols− 1] is the growth rate, k [molm− 2s− 1] is the 
growth rate constant, Sr [m2] is reactive surface area, and Ω is saturation 
ratio: 

Ω =
CA

Ceq
(26)  

Where, CA [molL− 1] is the concentration of mineral A in the aqueous 
phase, corresponding to the ion activity product in classical thermody-
namics, and Ceq [molL− 1] is the equilibrium aqueous concentration of 
mineral A corresponding to the equilibrium constant. 

In ADR LB, the communication between the reaction and the trans-
port is accomplished using an operator splitting method in a sequential 
non-iterative approach An et al., 2021; Fazeli et al., 2020, 2019, 2018; 
Patel, 2016; Steefel et al., 2015). This approach makes our model 
capable of being coupled with any geochemical solvers. When using an 
explicit coupling approach like the operator splitting method, one needs 
to ensure the time step is small enough to meet the Courant (for 
advection) and von Neumann (for diffusion) criteria; Eqs. (27) and ((28), 
respectively. If not, more than the entire content of one grid cell can be 
transferred to the next grid or mass could be transferred more than one 
grid cell in a single time step, resulting in operator splitting errors. 

| u→|Δt
Δx

≤ 1 (27)  

DΔt
Δx2 ≤ 0.5 (28) 

Since we only have diffusion in our reactive transport problem, the 
von Neumann criterion should be satisfied. For τg=1 according to Eq. 
(9), DΔt/Δx2≈0.167. Therefore, the von Neumann criterion is auto-
matically fulfilled in our model. 

After each transport step, the code calls the reaction part to compute 
the source/sink term. Using a conversion factor, the concentration is 
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first converted from LB unit to physical unit. The reactive surface area 
(Sr) is then updated and the reaction rate is calculated using Eq. (25). 
The concentration difference is then calculated as follows: 

dCG,ph =
R dtph

Vgrid
(29)  

Where subscript ph stands for the physical units, dtph [s] is the physical 
timeframe of the reaction, and Vgrid [m3] is the volume of the grid. The 
final step is to convert the concentration difference from physical units 
to LB units for obtaining dCj

R in Eq. 8. A thorough explanation of unit 
scales and conversion factors can be found in Krüger et al. (2017). 

It should be noted that we used the same time step for reaction, 
nucleation, evaporation (sink/source term in Eq. (6)) and diffusion. This 
does not lead to concentration overshooting, since the physical time 
steps are small (0.02 s), as a consequence of fulfilling the von Neumann 
criterion and also because of the assumptions in geometry evolution 
(explained in the next section). However, to overcome the limitation of 
small time steps, one can use adaptive time stepping schemes such as 
PID (proportional, integral, differential), as described in (Patel, 2016). 
However, in this study, we did not focus on this aspect. 

No nucleation and growth occur when saturation ratio is less than 
one (Ω<1). As long as there is no nucleation in a grid, the reactive 
surface area is zero. When the first nucleation happens, it provides 
reactive surface area; a nucleus provides a surface area equivalent to a 
sphere of 10 nm radius. If the saturation ratio is more than one, the 
nuclei start to grow and use the excess dissolved salt for crystal growth 

until the solution reaches its solubility limit. When the solution reaches 
its solubility limit in a grid, the growth process stops and new nucleation 
is needed for more growth even if the saturation ratio is more than one. 
This approach allows us to simulate the formation of salt aggregates in 
the CO2 phase. 

2.3.4. Geometry evolution 
We assume that a salt crystal grows in the middle of a grid as a cube 

(Fig. 1). The more the crystals grow, the more the reactive surface area is 
provided. In order to model the formation of salt aggregates, we 
considered three kinds of surfaces:  

1- Primary surface: surface of the grains in the primary block of porous 
media (the darker colour in Fig. 2) which only provide surface area 
for nucleation.  

2- Reactive secondary surface: precipitated salts, derived by either 
nucleation or growth, that have only been in contact with supersat-
urated solution (Ω>1). These crystals provide surface area for both 
nucleation and growth.  

3- Non-reactive secondary surface: precipitated salts, derived by either 
nucleation or growth, which have been in contact with the solution 
at its solubility limit (Ω≤1). These crystals only provide surface area 
for nucleation. 

The molar amount of each type of precipitated salt is saved in each 
grid. Using the molar volume of salt and assuming that all the salts in a 
grid grow as a single cube at the middle of the grid, the provided surface 
area for reaction and nucleation can be calculated: 

δxr = 3
̅̅̅̅̅̅̅̅̅̅̅
nr.Vm

√
(30)  

Where δxr is the edge length of a cubic salt crystal, nr is the molar amount 
of reactive salts in the grid, and Vm is the molar volume of the precipi-
tated phase. If there are no fully-precipitated neighbour grids, the 
reactive surface area is calculated by Eq. (31.a) because as it is shown in 
Fig. 1, one side of the salt crystal is attached to the substrate. 

Sr = 5(δxr)
2 (31.a) 

A grid is considered as a solid-filled grid when the solid phase oc-
cupies more than 75% of its volume (Δx3). However, when a grid is 
about to be fully-precipitated, the reaction rate is so high, mostly 
because of the large reactive surface area, that it usually ends up with 
filling more than the available volume. In this case, the extra amount of 
solid salt is equally divided between the available neighbors. 

A fully-precipitated grid can provide reactive surface area for its 
neighbors as long as it does not contact with the solution at its solubility 
limit (where it becomes a non-reactive secondary surface). If there is a 
reactive surface area from neighbour grids, the average reactive surface 
area is calculated as follows: 

Sr = 4(δxr)
2
+ Srn (31.b) 

The subscript rn in Eq. (31.b) stands for reactive neighbours. 
Furthermore, the chance of nucleation on the secondary phase is higher 
than on the initial substrate(s) regardless of the type of the secondary 
phase; reactive or non-reactive. However, the non-reactive secondary 
surface does not contribute to reactions. The weighted arithmetic mean 
based on the surface area, Eq. (32), is used to calculate the average 
interfacial free energy, σ, used in Eq. (20), when we have different 
substrates in a grid cell. In this work, we assumed that the interfacial free 
energy between the nucleating phase and the initial substrate is 50 times 
larger than the interfacial free energy between the nucleating phase and 
the precipitated solids. 

σ =

∑

i
Siσi

∑

i
Si

, i = type ofsubstrates, (32) 

Fig. 1. Salt crystal growth at sub-grid scale.  

Fig. 2. Formation of salt aggregates at top of the simulation domain. Blues 
color represents the grains and with color represents the secondary mineral 
(salt aggregates) (a) at the beginning; (b) after 10000 time steps; (c) after 30000 
time steps (d) after 100000 time steps. 
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3. Results and discussions 

We generated 800 random structures with porosity of around 30% 
using the PoreSpy open source code (Gostick et al., 2019). Fig. 2.a shows 
a sample of the simulation domains used in this study (the darker colour 
represents the grains). The simulation domain is initially saturated with 
a solution at its equilibrium concentration of salt (Ω=1). By increasing 
salt concentration near the top boundary, saturation ratio of the solution 
goes beyond unity and therefore, nucleation events might start to 
happen. The more the concentration, the higher the chance for nucle-
ation. The simulation results showed that the developed model is able to 
simulate the formation of micrometer sized salt aggregates (Fig. 2). A 
full video of a simulation is provided in Appendix 2. 

The key for the model to be able to simulate the formation of salt 

aggregates is the probabilistic nucleation model. When the first nuclei 
form, crystal growth starts. As it was explained in section 2.3.4, geom-
etry evolution, more growth provides more reactive surface area and at 
the same time, more suitable substrates that promote more nucleation 
events and result in massive aggregation of salt crystals. As a result, as it 
is shown in Fig. 2.b, small salt crystals start to form on the grids near the 
top boundary of the simulation domain. The growth of salt crystal is a 
fast reaction that leads the solution towards the saturation ratio of one. 
When salts concentration reaches to its equilibrium aqueous concen-
tration, the growth stops. More evaporation increases the saturation 
ratio repeatedly, resulting in new nucleation events and growth of new 
crystals. This process leads to formation of porous salt aggregates as it is 
shown in Fig. 2.c and d. The developed model can thereby mimic the 
“salt growth self-enhancement mechanism”. 

Fig. 3 shows the pore-size distribution of the simulation domains. 
Fig. 3.a depicts the pore-size distribution of the simulation domain 
shown in Fig. 2 at the beginning and the end of simulation (after 
200,000 time steps). Fig. 3.b shows the pore-size distribution of all the 
simulation domains at the beginning of the simulation and Fig. 3.c 
shows the pore-size distribution of all the simulation domains at the end 
of the simulation. Because of the probabilistic nature of the model, each 
run leads to different results and structure. 

As shown in Fig. 3.a, the number of smaller pores increases after 
massive salt aggregation on top of the domain. Additionally, a com-
parison between Fig. 3.b and Fig. 3.c clearly shows the increase in the 
number of small pores. Massive salt accumulation is observed in all the 
cases. The pore-size distribution curves are shifted to the left side. The 
increase in the number of small pores confirms the formation of 
micrometer size salt crystals. The smaller the pores, the higher the 
capillarity. Therefore, aggregation of small salt crystals forms a 

Fig. 3. Pore-size distribution of the simulation domains. a) The simulation domain shown in Fig. 2 before and after salt aggregation. b) Pore-size distribution of all 
the simulation domains at the beginning of the simulation. c) Pore-size distribution of all the simulation domains at the end of the simulation. 

Table 1 
Detailed information of the used clogging models.  

Type Formula Reference Parameters 

Carman- 
Kozeny 

k
k0

=

(
ϕ
ϕ0

)n(1 − ϕ0
1 − ϕ

)2  

Zeidouni et al. (2009) n=3 
(Tang et al., 2015) n=2.4 

Verma-Pruess k
k0

=

(
ϕ/ϕ0 − ϕr

1 − ϕr

)n  (Verma and Pruess, 
1988) 

n=1 
ϕr = 0.3  

(Pruess and Müller, 
2009) 

n=2 
ϕr = 0.9  

(Giorgis et al., 2007) n=4.1 
ϕr = 0.3  

Power law k
k0

=

(
ϕ
ϕ0

)n   n=2  
n=4  
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secondary porous media with high capillarity. 
As shown in Fig. 2 and Fig. 3, formation of salt aggregates changes 

pore architecture. Any modification in the structure of a porous medium 
can lead to change in hydrodynamic and transport properties of the 
porous medium. As we discussed earlier, the changes in the transport 
and flow properties at pore-scale can be directly modelled by solving 
different equations. (NS, ADE, ...) and determining local properties, such 
as velocity and concentration. At continuum scale, however, one needs 
to use up-scaling workflows and representative models to accommodate 
these changes and connect different time and length scales within a 
system. Porosity-permeability relations which usually referred to as 
clogging models are an upscaling technique to account for permeability 
evolutions due to changes in pore structure. 

The question is if the most used clogging models are able to capture 
the permeability reduction caused by salt aggregates during CO2 stor-
age. To answer this question, we considered three widely used groups of 
clogging models in this context: 1) Carman-Kozeny relations, 2) Verma 
and Pruess relations, and 3) Power law relations as it is explained by 
Zhang and Liu (2016). The selected clogging models are the widely-used 
clogging models, which only rely on the parameters related to porosity 
and could be easily implemented into different simulators. We avoided 
more complex relations because they usually require more details that 
might not be available in all the cases, have a lot of tuning parameters, 
and their implementation often results in high computational costs. 
Furthermore, as it was pointed out by Hommel et al. (2018), there are no 
fundamental differences between the behaviour of power laws and more 
complex relations. The details of the used clogging models are presented 
in Table 1. We refer the interested readers to a review of existing 
porosity-permeability relations and their essential features by Hommel 
et al. (2018). 

We computed horizontal permeability of the structures (in x and y 
directions) at the beginning and the end of simulations and compared 

the results with the clogging models reported in Table 1. The results are 
shown in Fig. 4. None of the clogging models can capture the relation 
between porosity and permeability properly. This is due to the physics 
behind these clogging models. The Carman-Kozeny model was originally 
developed to predict the permeability of a sphere packing. In the Verma 
and Pruess model, a porous medium is conceptualized as a series of 
connected tubes with different sizes and precipitation is assumed to 
happen on the walls of the tubes, reducing their radius. In other words, 
these models are likely to fail for modelling the behaviour of micrometer 
size salt aggregates in the CO2 phase. However, they might be useful for 
single large salt crystals in the brine phase. 

For developing a precise clogging model for carbon storage process, 
it is important to consider the fact that salt precipitation happens in two 
different forms (single large crystals in brine phase and micrometer size 
salt aggregates in gas phase) and both forms of the precipitation result in 
pore clogging and permeability reduction. However, the clogging hap-
pens in different ways. Such a behavior is also observed during biomass 
accumulation. Generally, biomass forms in two different ways of bio-
films and aggregates in porous media. Aggregates have a variety of 
different shapes and develop distinct individual biomass colonies, which 
causes plugging. However, biofilms are continuous thin layers, which 
are uniformly distributed along the surface of a porous structure 
(Hommel et al., 2018). 

Due to similarities of biomass colonies to the salt aggregates, we 
checked if the proposed clogging model by (Thullner et al., 2002) for 
biomass colonies can capture the clogging behaviour in our simulations: 

k
k0

= a
(

ϕ − ϕcrit

ϕ0 − ϕcrit

)3

+ (1 − a)
(

ϕ − ϕcrit

ϕ0 − ϕcrit

)2

(33)  

Where a is a weighting factor and ϕcritis the critical porosity at which the 
permeability becomes zero. We used a=-1.7 and ϕcrit = 0.1. As it is 

Fig. 4. Comparison of the results of the simulations with different clogging models.  
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shown in Fig. 4, this clogging model matches poorly with the results for 
the formation of salt aggregates. Thullner et al., (2002), Verma and 
Pruess (1988), and power law with n=2 give the best fits among the used 
clogging models with the R-squared (R2) around 0.44. 

However the model for biomass accumulations has the same per-
formance as the power law model, the researches carried out in this 
context can provide insight into the challenges the researchers in CO2 
storage field may encounter in dealing with salt deposition during CCS 
operations. In models accounting for biomass accumulations, biofilm is 
the most commonly assumed form of growth. Vandevivere (1995) 
addressed this issue by breaking down the reduction mechanism into 
biofilms and aggregates and relating them with a weighting function. 
The same approach (two porosity-permeability relations) have been 
implemented in other works (Seki and Miyazaki, 2001; Thullner, 2010; 
Thullner et al., 2002) but our main inspiration came from Vandevivere 
relation (Vandevivere, 1995). We propose to split up the clogging 
mechanisms to single large crystals and salt aggregates and introduce 
the following equation: 

k
k0

= Sg f1

(
ϕ
ϕ0

)

⏟̅̅̅̅⏞⏞̅̅̅̅⏟
aggregate model

+
(
1 − Sg

)
f2

(
ϕ
ϕ0

)

⏟̅̅̅̅⏞⏞̅̅̅̅⏟
large crystal model

(34) 

In Eq. (34), f1 is related to salt aggregates, which form in CO2 stream, 
and f2 is related to large crystals, which form in the brine phase. 
Therefore, we can use gas or CO2 saturation, Sg, as the weighting func-
tion in Eq. (34). Several works in the literature are about the single large 
crystals in the aqueous phase, such as the ones in Table 1. Obviously 
more studies are required in this context especially for validating the 
proposed relation. More works need to be done to develop a proper 
clogging model for salt aggregates (f1). Additionally, more experimental 
data is needed to validate any proposed model and no experimental data 
is available at the time of developing this work. The main reason for the 
lack of experimental data is overlooking the fact that we deal with a 
relatively unlimited source of brine in an actual storage reservoir. This 
important part is completely overlooked in almost all of the experi-
mental works in the context of salt deposition during CO2 storage, 
especially core flood experiments. We have to content ourselves with 
this conceptual modelling approach and invite the researchers in this 
specific context to discuss possible solutions for addressing this issue and 
designing more representative experimental tests. 

4. Conclusions 

In this work, we developed a reactive transport LB model with a new 
probabilistic approach for nucleation. The specific numerical imple-
mentations of the nucleation and growth processes at sub-grid resolution 
provide the developed model the ability to simulate the formation of 
micrometer size salt aggregates during CO2 storage in a saline aquifer for 
the first time. The analyses of the pore size distribution of 800 different 
structures show that the number of smaller pores increases after massive 
salt aggregation which confirms the formation of porous salt aggregates. 
Although because of the probabilistic nature of the nucleation model 
different structures have formed for different simulations, massive salt 
aggregation is found in all the cases. 

We then checked if some of the widely-used clogging models can 
predict the amount of permeability reduction due to salt aggregates. The 
results showed that the used clogging models are not able to capture this 
kind of clogging. Based on the similarities of salt deposition and biomass 
accumulation, we proposed to split up the clogging mechanisms to 
single large crystals and salt aggregates. However, further studies (both 
experimental and numerical) are required to develop a proper clogging 
model for salt aggregates. 
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Appendix 1 

Figs. A.1 and A.2. 

Fig. A.1. D3Q19 velocity sets. The length of the solid lines (velocity sets 1-6) is 
|ci| = 1.Δx. The length of the dotted or dashed lines (velocity sets 7-19) is |ci| =
̅̅̅
2

√
.Δx. C0 is not shown. 
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Fig. A.2. Flowchart of the LBM reactive transport model.  

M. Masoudi et al.                                                                                                                                                                                                                               



International Journal of Greenhouse Gas Control 111 (2021) 103475

10

Appendix 2 

A video of simulation of one case is provided. 
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