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:Preface

This synthesis and collection of papers are submitted for the degree of pilosophiae doc-
tor (PhD) in physical oceanography at the Section for Meteorology and Oceanography
(MetOs), Department of Geosciences, University of Oslo. The thesis consists of an in-
troduction part and the following papers. Summary of all four papers, including author
contributions, are specified in Chapter 4 of the introdution part.

Paper I: Ole Anders Nøst and Eli Børve, "Flow separation, dipole formation and
water exchange through tidal strait", accepted for publication in Ocean
Science

Paper II: Eli Børve, Pål Erik Isachsen, and Ole Anders Nøst, "Rectified tidal trans-
port in Lofoten-Vesterålen, Northern Norway", in revision for Ocean Sci-
ence.

Paper III: Jan Erik H. Weber and Eli Børve (2021), "Diurnal continental shelf
waves with a permeable coastal boundary: Application to the shelf
northwest of Norway", European Journal of Mechanics/B fluids, doi:
10.1016/j.euromechflu.2021.05.003

Paper IV: Eli Børve, Ole Anders Nøst, Pål Erik Isachsen, Peygham Ghaffari, Frank
Gaardsted, Stig Falk-Petersen, "Tidal effects on transport and dispersion
in the Lofoten and Vesterålen region, Northern Norway" (manuscript in
preparation).

Other publications from the PhD period that are not included in the thesis:

I Jan Erik H. Weber and Eli Børve,"On group velocity and damping of diurnal
continental shelf waves", submitted to Continental Shelf Research.
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Part I

Thesis





Chapter 1

:Introduction

"There is no Phenomenon in Nature that has so much exercised and puzzled the Wits
of Philosophers and learned Men as this. Some have thought the Earth and Sea to
be a living Creature which, by it’s Respiration, caused this ebbing and flowing. Oth-
ers imagined that it proceeds, and is provoked, from a great Whirl-pool near Norway,
which, for fix Hours, absorbs the Water, and afterwards disgorges it in the same space
of Time. ... But most Philosophers, who have observed the Harmony that these Tides
have with the Moon, have given their Opinion, that they are entirely owing to the Influ-
ence of that Luminary. But the Question is, what is this Influence?"

– from Geographia generalis by Bernardus Varenius (1712).

1.1 Motivation

When tidal waves encounter shallow shelves and complex coastlines, the associated
currents often dominate the water movement. Particularly through narrow straits and
inlets, and over shallow banks, the periodic currents can become prominent (e.g.
Moskstraumen in northern Norway and Georges Bank in the gulf of Main; Gjevik
et al., 1997; Hu et al., 2008).

The coastal ocean currents are instrumental in defining the marine ecosystems and
their associated biodiversity (Skjoldal et al., 2004). Water flow regulates tempera-
ture and salinity and provides an important transport medium for substrates, nutrients,
plankton, waste and chemical contaminants (e.g. Blauw et al., 2012; Richardson et al.,
2000; Skjoldal et al., 2004; Zhao et al., 2019).

The coastal zone, comprising shallow shelf and coastal seas, are characterized by a
3-5 times higher primary production than the deep ocean (Simpson and Sharples, 2012;
Zhao et al., 2019), and number of studies have shown a substantial co-variability been
tides and phytoplankton fluctuations (Blauw et al., 2012; Otto et al., 1990; Zhao et al.,
2019). In the North Sea, for example, a prolonged primary production has been linked
to periodic enhanced turbulent mixing and upwelling corresponding to the spring-neap
tidal cycle (Richardson et al., 2000). The high primary production in tide-dominated
coastal regions leads to high abundance of zooplankton, which provides the food source
for larger pelagic organisms like larvae and fish.

Not only is the oscillating motion important for vertical mixing and transport of
nutrient to the surface layers, but it may also influence the large-scale time-mean circu-
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lation in coastal seas (Parker, 2007). When strong tidal currents interact with complex
topography like steep slopes or narrow straits, they can generate prominent residual cir-
culations and water exchange which are important to the marine environment (Loder,
1980; Wells and van Heijst, 2003, e.g.). Transport and abundance of pelagic larvae, for
example, has been shown to be linked to tidal transport and circulation (e.g. Loder and
Wright, 1985; Lough and Manning, 2001; Luettich et al., 1999; Townsend and Petti-
grew, 1996).

The coastal zone, containing the bulk of the world’s living marine resources, are
also highly attractive for human development (Clark, 2009). Coastal areas have the
most densely populated regions of the world, and the rich marine resources attract in-
dustries like fisheries, aquaculture and oil & gas exploration (Simpson and Sharples,
2012). Obtaining a healthy and balanced interplay between human industries and ma-
rine ecosystems requires an understanding of the risks and impacts involved, which are
closely connected to oceanic transport and spreading processes.

The Lofoten and Vesterålen region in Northern Norway is the study site featured in
this thesis and a relevant example of a complex marine ecosystem attractive to multiple
stakeholders. The region is known for its high biodiversity, excellent fishing grounds
and outstanding marine resources. The archipelago is thus a hot spot for the fishing in-
dustry but has also seen an increase of aquaculture activity in recent years and oil &
gas exploration was considered. While the latter has been prohibited by the govern-
ment for the regions north and west of the Lofoten archipelago, a nearby area south of
Lofoten is open for exploration.

The Lofoten and Vesterålen region hosts spawning grounds for many important fish
stocks, amongst them the Northeast Arctic (NEA) cod (Hjermann et al., 2007). NEA
cod forms the largest stock of the Atlantic cod (Gadus morhua Yaragina et al., 2011),
and it is one of the most important species for Norwegian fisheries (Oiestad, 1994). A
high percentage of the spawning grounds of the NEA cod (60-70 %) are located in the
Lofoten and Vesterålen region, where Vestfjorden is the major spawning area (Sundby
and Bratland, 1987). From the spawning grounds, about five months of pelagic drift
awaits the offspring to reach their nursing ground in the Barents Sea (Ådlandsvik and
Sundby, 1994). Since both the survival and growth rate during these early life stages of
the NEA cod is crucial for the recruitment of the fish stock (Hjort, 1914; Houde, 2008;
Vikebø et al., 2005), knowledge of drift patterns and the underlying ocean dynamics is
important for identifying factors controlling the recruitment.

The coastal sea around Lofoten and Vesterålen region is known to be dominated by
tidal motion. The tidal wave amplitude in this region is over 1 m and current speed ex-
ceeds 2-3 m/s in many of the straits dividing the Lofoten and Vesterålen Archipelago
(Moe et al., 2002). Even though many observational and model studies have been con-
ducted to map the transport pattern of the eggs and larvae from Lofoten and Vesterålen
to the Barent Sea (e.g. Opdal et al., 2008; Sundby, 1978; Vikebø et al., 2007; Ådlandsvik
and Sundby, 1994), very few (if any) have investigated the influence of tidal dynamics
on the large-scale flow pattern, despite the prominent presence of tides in the region.
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1.2 Objective

The overarching goal of this thesis is to improve our understanding of the impact and
importance of tides for long-term net transport in shallow coastal areas, with a particu-
lar focus and application to the Lofoten-Vesterålen region in the northwest of Norway.
The periodic tides are always present, and thereby also their nonlinear contribution to
the time-mean transport and circulation. In order to understand the impact of tides a
high level of knowledge about the nonlinear tidal transport dynamics is required. To
achieve the overarching goal, we address following objectives:

• Investigate which tidal transport processes are present and important in the Lo-
foten and Vesterålen region.

• Investigate the nonlinear dynamics arising from the interaction between barotropic
tides and topography leading to prominent time-mean transport in Lofoten and
Vesterålen.

• Investigate the relative impact of tidally-induced transport to the total particle
transport in Lofoten and Vesterålen, with application to the transport of cod
eggs/larvae from Vestfjorden.
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Chapter 2

:Background

2.1 Tides in the ocean

2.1.1 Tide-generating forces

The periodic movement of the ocean has, at all times, fascinated people in coastal re-
gions. The constant rising and sinking of the ocean surface has been subject to many
creative, yet natural, explanations such as the breathing or the pulse of the Earth (Vare-
nius, 1712).

Today, it is well known that this periodic movement is caused by gravitational forces
exerted by the Moon, the Sun and the Earth. Even though the coinciding pattern of high
and low tide and the position of the Moon was noticed and documented well before
the Christian era (Marmer, 1922), the phenomenon was not physically explained until
Newton’s discovery of the law of gravitation (Principa Mathematica, 1687) in the late
17th century.

The Earth is subject to tide-generating forces as it moves in a varying gravitational
field due to a common attraction with other celestial bodies like the Moon and the
Sun (Barger and Olsson, 1995). The gravitational attraction between the Earth and the
Moon can be expressed by Newton’s law of gravity

Fg = G
MeMl

R2
l

(2.1)

where, Fg is the gravitational force, G is the universal gravitational constant (6.67×
10−11Nm2kg−2), Rl is the distance between the mass center of Earth and Moon, and
Me and Ml is the masses of Earth and Moon, respectively (Pugh and Woodworth, 2014).
2.1 states that force of gravitational attraction between the Earth and the Moon is pro-
portional to the product of their masses and inversely proportional to the square of the
separation distance (Pugh and Woodworth, 2014). Since the gravitational forces vary
with respect to distance to the Moon, a particle at the point on Earth closest to the Moon
(A in Fig 2.1) experiences somewhat greater gravitational attraction towards the Moon
compared to a particle located at the point farthest away from the Moon (B in Fig 2.1),

FgA = G
MeMl

(Rl− re)2 and FgB = G
MeMl

(Rl + re)2 (2.2)

where re is the radius of the Earth (Pugh and Woodworth, 2014).



8 Background

Figure 2.1: Illustration showing the tide-generating forces at the Earth’s surface exerted by the Earth-
Moon system (tide-generating force = gravitational force + centrifugal force). The blue man represents
an observer on a fix point on Earth. As the Earth rotates one cycle around its own axis, the observer will
experience different amplitudes of the high and low tide due to the declination between the equatorial
plane and the line intersecting the Earth and the Moon, called the diurnal inequality. At the point
closest to the Moon the observer experiences the low high-tide (L-HT) and at the point farthest away
from the Moon the observer experiences a high high-tide (H-HT).

The Earth and Moon also revolve around a common center of mass, which induce
an additional force to the system. The Earth encircles this center over the course of
one lunar month. In fact, every particle at any point on Earth will conduct this circular
motion. Newton’s second law states that for a body to accelerate a force must be applied
to it. Since all particles on Earth revolve around this common center of mass, they
all experience the same acceleration. Thus, the same forcing is needed to perform
the revolution. This force, called the centrifugal force (also due to the gravitational
attraction between the two celestial bodies) is therefore equally strong everywhere on
Earth (Fig. 2.1) (Pugh and Woodworth, 2014).

To visualize the effect of the two forces, a water-covered Earth without continents is
considered (Fig. 2.1). At the center of mass on Earth the centrifugal force and the grav-
itational force are equally strong, but oppositely directed. At the point on earth closest
to the Moon, however, the gravitational pull is strongest and dominates the centrifu-
gal force (Fig. 2.1). Here, the water piles up under the attraction to the Moon creating
a bulge of water. At the point farthest away from the Moon, the gravitational force is
weakest and the centrifugal force dominates. Since the centrifugal force is oppositely
directed from the gravitational pull, an additional bulge of water is created here, fac-
ing away from the Moon (Fig. 2.1) (Gerkema, 2019). The sum of the gravitational
pull from the Moon and the centrifugal force, is called the tide-generating forces (Gill,
1982). These forces are responsible for setting the tidal motion in the ocean.

Note that it is the non-uniform gravitational field that gives rise to the tide-
generating force, which can also be described in an inertial frame of reference. In an in-
ertial frame of reference the coordinate system is centered on Earth (moving along with
the body), instead of a coordinate system outside Earth (watching the body moves), as
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described above (Barger and Olsson, 1995). Here, a similar example as given in (Pugh
and Woodworth, 2014) can be used to describe the differential gravitational pull and
resulting tidal bulges. Imagining a water balloon falling from a roof top towards the
ground. The part of the balloon facing the ground experiences a slightly greater grav-
itational force compared to the center of the balloon (our reference point). Similarly,
the part of the balloon facing the sky, experiences slightly weaker gravitational force
from Earth compared to the center of the balloon. Hence the part of the balloon fac-
ing the ground/sky accelerates towards ground slightly faster/slower than the center of
the balloon . The balloon is thus under strain from the differential gravitational forces,
which acts to deform the balloon into an elliptical shape with the major axis in the di-
rection of the gravitational force. In the Earth-Moon system, the deformation is along
the Moon-Earth axis (Barger and Olsson, 1995; Pugh and Woodworth, 2014).

The Sun causes a similar tide-generating force. However, since the gravitational
pull is proportional to the mass of the Sun, but inversely proportional to the square of
the distance between the Sun and Earth (2.1), the gravitational pull is weaker. While the
Moon is responsible for about 65 percent of the tidal motion, the Sun is only contributes
about 35 percent (Gjevik, 2009).

Since Earth also rotates around its own axis, an observer on a fixed location on Earth
will experience a continuously changing sea level with two high waters (tides) a day
(Fig. 2.1 (Parker, 2007). These tides are called the semi-diurnal tides, representing the
principal contributions from the Sun and the Moon (Gerkema, 2019). However, unless
the Moon is exactly above the equator, the equatorial plane and the line from the Earth
to the Moon intersect at an angle (Fig. 2.1). Then the maximum height of one bulge,
for example the one facing the Moon, is located south of the equator while maximum
height of the other bulge, facing away from the Moon, is located north of the equator.
The observer will therefore experience one high high-tide (H-HT) and one low high-
tide (L-HT) a day (blue man in Fig. 2.1) (Parker, 2007). The difference in the two high
tides is called the daily inequality, which sets up the diurnal tides.

Beside the Sun and the Moon moving relative to the Earth, their position also varies
relative to each other. Therefore, the combined tidal forcing exerted by the Moon and
the Sun on Earth varies in time. About twice a month, at full and new moon, the Moon,
Sun and Earth are aligned. At these times, the gravitational forces of the Moon and
the Sun pull in the same direction, amplifying each other to generate spring tide. At
half-moon, the Earth-Sun line and the Earth-Moon line are perpendicular, and the grav-
itational forces acts against each other. This is called the neap tide (Fig.2.2) (Gerkema,
2019).

The semi-diurnal and diurnal tides are the principal periods of the tide-generating
forces acting on the world’s oceans (Gerkema, 2019). However, due to the elliptical
paths of rotation of the astronomic bodies and time-varying declination between the
rotational planes, the tidal forcing varies periodically in time. These temporal variations
cause modulations of the principal periods (Parker, 2007). The net tidal forcing acting
on a position on Earth can therefore be expressed as the sum of sinusoidal forcing
with different periods and amplitude, which we refer to as tidal constituents (Gerkema,
2019).

In total, there are discovered in total few hundreds astronomical tidal constituents,
with periods ranging from a few hours to tens of thousands of year (Gerkema, 2019).
An overview of the most important constituents and their periods is given in Table



10 Background

Figure 2.2: The variations in tidal amplitude for individual tidal constituents a) and for the combination
of different tidal constituents in b). The upper panel a) shows two sinusoidal tidal waves with the period
of the principle semi-diurnal constituents M2 and S2 and the principle diurnal constituent K1. The
lower panel b) shows the combination of the M2 and the S2 tidal wave, [M2–S2], which leads to the
spring-neap cycle (period of 14.765 days) and the diurnal inequality K1, which adds the daily variation
of high-high tides (H-HT) and low-high tides (L-HT).

2.1. The spring-neap cycle (Msf) is a modulation of the two principal semi-diurnal
oscillations (M2 - S2), and therefore not a truly fortnightly oscillation, but a compound
tide (Fig. 2.2) (Gerkema, 2019). Taking also into consideration varying bathymetry
and the presence of continents on Earth, advection and friction will further modulate
the tides in the ocean. These tidal modulations are called shallow-water tides (Gerkema,
2019).

The tidal motion in the world’s ocean is thus much more complex than the simplistic
explanation of the tide-generating forces provided above. However, this explanation,
commonly called the equilibrium theory of tides, provides a useful insight on the dom-
inating forces and the understanding of the main periods of the tidal motion on Earth.

2.1.2 Tidal motion in the ocean

In reality, the movement of the tidal bulges is influenced by the rotation of the Earth,
ie. the Coriolis acceleration, and is restricted by the boundaries given by continental
coastlines. Tidal waves, which are the ocean response to tidal forcing, often mani-
fest themselves as Kelvin waves, travelling poleward along the eastern boundaries and
equatorward along the western boundaries (Gerkema, 2019). The structure of a Kelvin
wave can be derived from the shallow water equations, where the nonlinear terms in
the momentum balance is neglected

∂u
∂ t
− f v =−g

∂η

∂x
(2.3)
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Table 2.1: The main tidal constituents with period and descriptions(Parker, 2007)

Constituent Period Description Type

M2 12.421 hrs Principal lunar Semidiurnal

S2 12.000 hrs Principal solar Semidiurnal

N2 12.658 hrs Principal lunar elliptical Semidiurnal

K1 23.934 hrs Declination to Sun/Moon Diurnal

O1 25.819 hrs Principal lunar declination Diurnal

P1 24.066 hrs Principal solar declination Diurnal

Mf 13.661 days Lunisolar fortnightly Long-period tides

Msf 14.765 days Lunar synodic fortnightly Long-period tides

Mm 27.555 days Lunar monthly Long-period tides

Ssa 182.621 days Semiannual solar Long-period tides

∂v
∂ t

+ f u =−g
∂η

∂y
(2.4)

∂η

∂ t
+H

∂

∂x
(Hu)+H

∂

∂y
(Hv) = 0. (2.5)

Here u,v is the depth averaged velocity components, H = η +h is the total water depth,
η is the time varying sea surface elevation, h is the mean water depth, where as η << h
and h is uniform in space (flat bottom). g is the gravitational acceleration from Earth
and f is the Coriolis frequency (Gerkema, 2019). Consider an ocean with a strait
coastline in the x direction, and the positive y-direction is directed away from the coast
(Fig. 2.3a). By allowing only motion parallel to the coast (v = 0) and assuming the
motion can be described by a wave solution

η = F(y)sin(kx−ωt), (2.6)

a set of equation describing the Kelvin wave properties can be obtained from (2.3)-
(2.5), and (2.6),

η = η0esgn(k)( f/c)ysin(kx−ωt), and u = sgn(k)η0

√
g
H

esgn(k)( f/c)ysin(kx−ωt)

(2.7)
η0 is amplitude of the Kelvin waves, c =

√
gH is the phase speed and ω = c|k|

is the dispersion relation of the Kelvin wave (Gerkema, 2019). The wave number
k = sgn(k)|k| can both be positive and negative. k is negative/positive when the wave
propagates in positive/negative x-direction (Fig. 2.3). More details are provided in
Gerkema (2019). The solution for the Kelvin wave is plotted in Figure 2.3a. From
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Figure 2.3: Properties of Kevin waves. a) A propagating Kelvin wave along a coastal boundary on
the Northern Hemisphere. b) A combination of a poleward propagating Kelvin wave along the eastern
boundary and an equatorward propagating Kelvin wave along the western boundary in an "ocean
channel". The colors indicate the amplitude, and the contours in b) show the co-tidal lines. The figures
are modified after Figure 5.6 and Figure 5.7 (a and b) in Gerkema (2019)

(2.7) one can also see that the velocity u and sea surface elevation η are in phase,
meaning maximum along-shore velocities and maximum sea surface height occur at
the same time.

An ocean basin, such as the North Atlantic, can be simplified into a north-south
directed channel with a flat bottom. A poleward propagating Kelvin wave travels along
the eastern boundary whilst an equatorward Kelvin wave propagates along the western
boundary. The resulting feature of the oppositely directed Kelvin wave pair is shown in
Figure 2.3b. The combination of these two waves creates amphidromic points (points
with zero amplitude) in the channel, and maximum amplitudes at the coast. Co-phase
lines encircles the amphidromic centre points in a cyclonic fashion (in the Northern
Hemisphere). Along the coast, the surface elevation and velocity are in phase, behaving
like a single Kelvin wave (shown in Fig. 5.7e in Gerkema, 2019). In the middle of
the basin, the phase shift between the sea surface height and the velocity varies from
plus/minus 90 degrees due to the different locations of the corresponding amphidromic
points (Gerkema, 2019).

While the simplified model in Figure 2.3 illustrates well the main feature of the
large-scale behavior of tidal waves in the ocean, their behaviour in the real ocean is
much more complex. A realistic ocean basin has neither a flat bottom nor the shape of
a rectangular channel. The different ocean basins might be shaped approximately as a
channel or a semi-enclosed basin, the topography will vary greatly in space and most
continents are companioned with a shallow shelf, which all greatly change the char-
acter of the Kelvin waves and the positions of the amphidromic points of the different
constituents (Gerkema, 2019; Parker, 2007).

The presence of a continental slope and shallow shelf, for example, distorts the
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Kelvin wave into including cross-slope velocities (v 6= 0) (Gerkema, 2019). As the wa-
ter depth decreases on the shelf, the amplitudes both in sea surface height and velocities
increases. With decreasing depth, the relative fraction of the water column occupied
by the viscous bottom boundary layer increases, meaning that bottom friction has a
greater impact on the flow. Hence, in shallow coastal seas, particularly in the presence
of complex topography, the linearized shallow water equations(2.3) - (2.5) might not
be sufficient to describe tidal motion. The interaction between strong tidal currents and
topography generates nonlinear advection and frictional damping, which, unlike the
linear terms, leads to compound tides (shallow-water tides) and residual currents influ-
encing the circulation and transports in shallow coastal seas (Gerkema, 2019; Parker,
2007).

2.2 Tidal transport dynamics in shallow coastal seas

Prominent time-mean transport induced by tides may occur when strong tidal currents
interact non-linearly with topography (Parker, 2007). The net tidally-induced trans-
port is typically estimated by calculating the mean value over a set of full tidal-cycles.
In addition to identifying the magnitude of mean tidal transport, the different underly-
ing processes can be extracted by conducting a Reynolds decomposition of the time-
varying transport. For example, the transport of tracer through a cross-section can be
written

Qp = QvCp = (A+A′)(un +u′n)(cp + c′p), (2.8)

where Qv =Au is the volume transport, Cp is the concentration of a property or particles
in the water transported through the cross-section A, and un is the normal velocity into
the cross-section. The overline denotes the time-mean value and the prime indicates
the time fluctuation.

For simplicity a rectangular cross-section can be considered. Then A =WH, where
W and H is the width and mean water depth of the cross-section, respectively. A′ =
Wη , where η is the time varying sea surface height of the tidal wave. Hence, the full
Reynolds decomposition becomes

Qp = Acpu︸︷︷︸
I

+Ac′pu′︸ ︷︷ ︸
II

+cpWη ′u′︸ ︷︷ ︸
III

+uWη ′c′p︸ ︷︷ ︸
IV

+Wη ′u′c′p︸ ︷︷ ︸
v

. (2.9)

From (2.9), one sees that the net transport of properties/particles through a constriction
can be divided into five different terms, whereas the first three terms (I-III) most easily
can be linked to physical processes.

The first term (I) represents a mean transport of properties due to a net volume
transport induced by a time-mean current. (I) typically becomes important in regions
where strong tidal currents encounter steep topography. The processes, called tidal rec-
tification, may generate prominent residual circulation through a nonlinear interaction
between the oscillating currents and the topographic slope. The second term (II) repre-
sents a net transport of properties arising from a co-variance between the tidal current
and the concentration of property/particles in the water. This is called tidal pumping.
As the name suggests, this process is typically important in regions where the strong
oscillating tidal currents are forced through narrow constrictions, such as inlets and
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straits, resulting in pump-like exchange of water through the constriction. The current
brings different water through the cross-section in one direction, compared the opposite
direction. The third term (III) is a net volume transport due to a co-variance between
the sea surface height and the tidal current velocities, called the Stokes transport. This
process is typically present when the tidal wave behaves like a progressive wave, for
example through an open channels and along the shelf (as an undisturbed Kelvin wave).
The two last terms on the RHS results from a co-variance between the variables η and
cp and between all three variables. In the proceeding, we will look into first three terms
on the RHS of (2.9).

2.2.1 I – Tidal rectification

In regions where oscillating tidal currents meets topography, the nonlinear interaction
may lead to prominent residual currents (Parker, 2007). The process, which we call
tidal rectification, results from a cross-slope vorticity flux that is balanced by an along-
slope mean flow (Huthnance, 1973; Zimmerman, 1978).

Mathematically, the relationship between the cross-slope vorticity flux and the
residual current can be obtained from the vorticity equation derived from the nonlinear
shallow water equations

∂u
∂ t

+u
∂u
∂x

+ v
∂u
∂y
− f v = g

∂η

∂x
− τx

b
H

(2.10)

∂v
∂ t

+u
∂v
∂x

+ v
∂v
∂y

+ f u = g
∂η

∂y
− τ

y
b

H
(2.11)

∂η

∂ t
+

∂

∂x
(uH)+

∂

∂y
(vH) = 0 (2.12)

where u = (u,v) is the depth averaged velocity, η is the time varying sea surface eleva-
tion, H = η+h is the total water depth, g is the gravitational acceleration τ is kinematic
bottom friction and f is the Coriolis frequency (Zimmerman, 1978, 1981). Horizontal
viscosity and surface stress are neglected. Since the tidal rectification typically occurs
on small spatial scales, such as around banks or islands, the Coriolis parameter f can
be taken as constant within the area of interest. The vorticity equation is obtained by
cross-differentiating (2.10) and (2.11)

∂ξ

∂ t
+∇ ·u( f +ξ ) =−∇×

(
τb

H

)
, (2.13)

where, ξ = ∂v/∂x− ∂u/∂x is relative vorticity. For simplicity, the bottom friction
(τx

b,τ
y
b) = R(u,v) is assumed linear. The relationship between the vorticity flux and

the mean velocity (resulting from bottom friction) can be found by integrating (2.13)
over an area enclosed by a depth contour and converting into a line integral by applying
Stokes theorem. The time-mean vorticity flux, averaged over one tidal cycle, gives the
approximate balance

∮
uξ · n̂ds =− 1

H

∮
Rū · t̂ ds, (2.14)
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where t̂ and n̂ are unit vectors tangential (positive clockwise) and normal (positive out-
wards) to the contour, respectively, and the overline indicates the time-average (more
details can be found in Paper II). Since time-varying motion is dominated by the oscil-
lating tidal currents, the time-averaged ∂/∂ t

∮
u · t̂ ds can be assumed negligible when

only one or a few tidal cycles are considered. However, if a longer time period is
evaluated, say the spring-neap cycle, this term is not necessarily small and cannot be
neglected (Paper II). (2.14) relates a positive flux of relative vorticity down-slope to an
anticyclonic residual current and a negative flux of vorticity down-slope to a cyclonic
residual current.

The mechanisms responsible for generating the vorticity flux may be understood by
following a water column that is periodically forced up and down a topographic slope
by tides (Zimmerman, 1978, 1981). The vorticity equation (2.13) can be rewritten into
the Lagrangian form assuming rigid lid

Dξ

Dt
=

ξ + f
H

u ·∇H
︸ ︷︷ ︸

(i)

+
R

H2 u×∇H
︸ ︷︷ ︸

(ii)

− R
H

ξ

︸︷︷︸
(iii)

. (2.15)

(Paper II; Zimmerman, 1978). D/Dt = ∂/∂ t + u ·∇ is the total rate of change a
water parcel experiences both in time and space. (2.15) states that a water parcel may
experience change in relative vorticity along its path due to three potential processes
given by the terms on the RHS. The two first terms (i) and (ii) represents production of
relative vorticity, while the latter term (iii) represents frictional dissipation of relative
vorticity.

The first term (i) of the RHS in (2.15) represents a change in relative vorticity due
to squeezing and stretching of a water column that forced up and down a topographic
slope. This generation process, illustrated in Figure 2.4a and 2.4b, has its origin in
conservation of angular momentum. Consider a water column with radius r and height
H equal the water depth, that has some weak initial positive spin (ξ > 0). When the
water column is forced up a topographic slope, H decreases while r increases in order
to conserve its volume. If no torque is acting on the water column (like friction or
velocity shear) the angular momentum, which is proportional to the initial spin and
radius r, is conserved, Therefore, when the radius of the water column increases, the
spin decreases in order to conserve the angular momentum.

A classic analogy to this process is an ice skater doing a pirouette. If the ice skater
keeps the arms close to the body the pirouette can be performed with an incredible spin.
To slow down the motion, the skater may stretch out the arms leading to an increase of
radius and decrease of spin.

In oceanography, this relationship is called conservation of potential vorticity, and
is valid in absence of friction. In that case (2.15) reduces to

Dξ

Dt
− ξ + f

H
u ·∇H = 0, or

D
Dt

Q = 0 (2.16)

Here Q = ( f + ξ )/H is the potential vorticity (Gill, 1982). In absence of friction Q
is constant. Since f is assumed constant, only the relative vorticity ξ is affected by
changing water depths. Hence, when the water column moves into shallow water it
will acquire negative vorticity (Fig. 2.4a), and contrary, with a move into deeper water
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Figure 2.4: Mechanisms which induce relative vorticity to a water column that is forced across topog-
raphy in the upper panels a) and b) and to a water column that is forced along the topography in the
lower panels c) and d). In a) a water column aquires negative relative vorticity by squeezing when it is
forced into shallower water. In b) a water column aquires positive relative vorticity by stretching when
it is forced into deeper water. This mechanism (squeezing and stretching) is related to potential vortic-
ity. In c) a water column acquires negative relative vorticity when it moves along-slope with shallow
water (SW) to the right due to differential bottom friction induced by the sloping bottom topography un-
der the water column, called the bottom friction torque. In d) a water column acquires positive relative
vorticity when it moves along-slope with shallow water to its left due to the bottom friction torque.

positive vorticity will be gained (Fig. 2.4b). In presence of bottom friction, some
relative vorticity is lost to dissipation, and the potential vorticity is no longer fully
conserved. However, the frictional loss is much weaker than the effect by squeezing
and stretching when the water column forced up and down the slope by tidal motion.

The second term (ii) on the RHS of (2.15), represents a vorticity production term
due to a differential bottom friction torque that acts on a water column when it moves
along a topographic slope (Maas et al., 1987). A water column moving along-slope will
experience somewhat stronger bottom friction on its shallow side compared to its deep
side. The deep side of the water column will therefore move slightly faster inducing a
negative spin (vorticity) when the water column moves with shallow water to its right
(Fig 2.4c). Conversely, if the water column moves with shallow water to its left, the
differential bottom friction will induce a positive spin on the water column (Fig. 2.4d).

The third term (iii) om the RHS of (2.15) represents dissipation of relative vortic-
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ity by bottom friction. Even though dissipation generally is small, it is instrumental
for generating vorticity flux across the depth contours, and thereby inducing a resid-
ual circulation (Paper II; Zimmerman, 1978). A water column that is forced up and
down a topographic slope will typically acquire negative relative vorticity up-slope, and
positive relative vorticity down-slope. In the absence of bottom friction, the water col-
umn acquires as much negative vorticity up-slope as positive vorticity down-slope, and
the net change in relative vorticity after one tidal cycle is zero. With bottom friction
present the water column loses some negative vorticity in shallow waters, and some
positive vorticity in deeper waters. Over one or more tidal cycles, the water column
transports net negative vorticity up-slope and a net positive vorticity down-slope. The
vorticity flux, and corresponding rectified current, is sustained by external forcing by
the tidal potential.

The angle of the tidal motion on the slope and the resulting responses are displayed
in Figure 2.4, where panel (a) shows the different angles of the tidal motion and panels
(b)-(d) show the direction of the vorticity flux and residual current based on the vorticity
production term and angle of the tidal forcing (in the northern hemisphere). Figure 2.4b.
shows the net positive down-slope vorticity flux generated by stretching and squeezing
(potential vorticity), which is always balanced by an anti-cyclonic along-slope mean
current (in the Northern Hemisphere). Figures 2.4c and 2.4d show the vorticity flux
due to the bottom friction torque (ii), which influences the vorticity flux when the tidal
current is not rectilinear in the cross-slope direction. When the water column is forced
up and down the slope with an along-slope angle, the second term of the RHS (ii) in
(2.15) modifies the cross-slope vorticity production by potential vorticity (i). In the
case where the tidal current is directed up-slope at an angle with shallow water to the
right (Fig. 2.5c), both production terms (i) and (ii), will generate negative vorticity
up-slope and positive vorticity down-slope, enforcing the anticyclonic residual current.
If the tidal current is directed up-slope at an angle with shallow water to the left, the
bottom friction torque will generate positive vorticity up-slope and negative vorticity
down-slope. In this case, the bottom friction torque counteracts the vorticity generation
due to squeezing and stretching. Depending on which production term is largest, (i) or
(ii), the bottom friction torque will act to reduce the anticyclonic residual circulation
(i>ii), or reverse the residual current into a cyclonic motion (i<ii, Fig. 2.5d).

2.2.2 II - Tidal pumping

Tidal pumping is an exchange process that occurs through narrow constraints like inlets
and straits. The exchange process, which is caused by a temporal asymmetry in the
tidal flow field, is associated with a zero net mass flux. The simplest model to explain
the tidal pumping was provided by Stommel and Farmer (1952), who was the first to
investigate this phenomenon. In the model the tidal current enters a strait from all
directions, following potential flow lines (Fig.2.6a). The surface area of the volume
of water that enters the strait over the course of half a tidal cycle has a shape of a
semicircle. This region is typically called the sink region. After half a tidal cycle, the
current reverses and flows out of the strait through the same opening. When the tidal
current exits the strait, the flow decelerate as the opening widens, forming a local high
pressure outside the opening. If the deceleration is rapid enough, the adverse pressure
gradient will, together with friction, bring the flow at the coast to a halt and potentially
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Figure 2.5: Sketch illustrating the direction of the tidal forcing that may induce a cross-slope vorticity
flux in a) and the corresponding direction of vorticity flux and resulting residual circulation induced by
the two mechanisms, potential vorticity (squeezeing/stretching) in b) and bottom frictional torque in c)
and d). The motion of the water column forced by the tide is indicated by the thick black arrow, while
the direction of the residual current u is indicated by the gray thick arrow in b), c) and d).

reverse it, causing flow separation (Kundu et al., 2016). When the flow separates it will
continue straight ahead as tidal jet (Fig.2.6b). The water transported by the jet, follows
a narrow path, where the bulk of the water is transported out of the sink region. During
the subsequent tidal cycle, when the flow re-enters the strait, only the small fraction of
the tidal jet inside the sink region will be drawn back into the strait. The water that is
located outside the sink region, on the other hand, will be exchanged (Fig. 2.6b).

An analogue to tidal pumping, is respiration (Wells and van Heijst, 2003). Humans
and animals breathe in the same amount of air as they breathe out. The air we breathe
out exits our mouth (or nose) with high speed, like a jet, and is swiftly transported
away, while the air we breathe in is extracted from a large volume surrounding the
mouth (nose). The air we breathe in therefore contains little of the CO2 rich air we just
exhaled, inhibiting us from suffocation.

More recent studies show that the flow asymmetry is intimately connected to the
formation of dipole vortices at the opening of the straits (e.g. Paper I Afanasyev, 2006;
Kashiwai, 1984; Wells and van Heijst, 2003). At the point of separation (of the exiting
tidal current), a strong velocity front is formed, which immediately rolls-up into a vor-
tex. If the flow separates at both sides of the opening, two vortices of opposite direction
are formed at a distance close to the width of the constriction. If the distance is short
enough for two vortices to interact, they will form a self-propagating dipole (Wells and
van Heijst, 2003). The dipole captures most of the water expelled from the construc-
tion. Should the dipole escape the return flow, the flow asymmetry and thus the net
water exchange will be large (Fig. 2.6b) (Paper I).
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Figure 2.6: A sketch illustrating flow asymmetry (Fig. 9 in Paper II). a) shows the structure of the tidal
current entering the constriction during southward flow (e.g.ebb tide). b) visualises the tidal current
forming a jet while exiting the same constriction during northward flow (e.g. flood tide).

2.2.3 III - Stokes transport

Stokes transport is the third process which may induce a net transport by tides. Stokes
transport occurs when the tidal wave acts as a progressive wave (Guo et al., 2014).
A progressive wave is characterised by the current velocity and sea surface height be-
ing in phase, i.e. maximum velocity and sea surface elevation occur simultaneously
(Gerkema, 2019). Considering a progressive wave propagating northward through a
strait - high tide occurs at the time of maximum current velocity northward and low
tide occurs at the time of maximum current velocity southward. When integrating
the volume flux through a constriction over one tidal cycle, more water is transported
northward than southward (Fig 2.7).

Based on wave properties, the Stokes transport can be expressed as

Us =
1
2

Uηcos(φ), (2.17)

where η is the tidal amplitude in sea surface height and U is the tidal current velocity
amplitude (Guo et al., 2014). φ is the phase shift between the vertical (η) and the
horizontal motion of the tides (u). In a progressive wave φ = 0, which leads to a Stokes
transport Us =Uη/2. In a shallow strait, η can be significant relative to the mean depth
and Stokes transport may thus be prominent (e.g. Garel and Óscar Ferreira, 2013; Guo
et al., 2014). Contrarily, a standing wave as typically encountered in semi-enclosed
fjord systems, is defined by φ = π/2, which results in zero Stokes transport, Us = 0.

2.3 Continental shelf waves with diurnal frequency

Continental shelf waves (CSWs) are vorticity waves propagating along the continen-
tal margins (Gill, 1982). CSWs, or coastally trapped waves (CTWs) in presence of
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Figure 2.7: Volume transport by Stokes transport through a strait. a) shows the time variation in water
depth (red curve) and the current velocity (black arrows) during one tidal cycle, for a progressive tidal
wave. b) shows the corresponding time-mean water depth during flood tide, to the left, and during ebb
tide to the right. At flood tide the current is pointed out of the page, corresponding to upward directed
arrows in a), and conversely, the currents are pointing into the paper (down in b) during ebb tide. The
difference in the time-mean water depth ∆η between the two tidal phases (tidal current) leads to a net
volume transport through the strait.
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stratification (Brink, 1991), are known to set up strong currents and thereby influence
the shelf and shelf-slope dynamics (example are given in Huthnance, 1995; Martinsen
et al., 1979; Middleton and Bye, 2007). In particular, the presence of CSWs are inti-
mately connected to cross-slope fluxes (upwelling) (e.g., Bonaldo et al., 2018; Echevin
et al., 2014; Middleton and Bye, 2007; Saldías et al., 2021). Besides the Stokes drift
along the shelf, which is virtually independent of friction, the effect of bottom friction
on the CSW field induces a small phase shift that through nonlinearity yields an ad-
ditional Eulerian mean alongshore velocity (e.g., Denbo and Allen, 1983; Weber and
Drivdal, 2012). Additionally, Weber and Børve (2021) (Paper III) applies a novel ap-
proach to the nonlinear damping problem of CSWs along a permeable coastline. Here
we show that wave damping through lateral exchange of water with narrow fjords and
straits (which works similar to damping due to bottom friction on the shelf) induces a
nonlinear Eulerian mean current. The Lagrangian particle transport induced by CSW
damping along the shelf can be obtained from the sum of the Stokes drift and Eulerian
mean current.

CSWs are generated by forced oscillatory motion across the steep topography at the
transition between the coast/shelf and the deep ocean (Gill, 1982). Due to conservation
of potential vorticity, these waves are formed and transmitted along the escarpment,
with a phase that propagates with shallow water to the right in the Northern Hemisphere
(Fig. 2.8) (Longuet-Higgins, 1965). When potential vorticity is conserved, (ξ + f )/H
is constant (From Eq. 2.16). The direction of propagation can be illustrated by deriving
the potential vorticity equation (2.16) from the inviscid shallow water equations; see
e.g. Gill (1982).

Assuming that f is constant, the relative changes in water depth H are balanced by
a corresponding change in ξ . The same dynamics yield here as for the water column
moving up and down a topographic slope in (Section 2.2.1), i.e. a water column moving
into deeper waters (H increases) acquires positive (cyclonic) relative vorticity, and a
water column moving into shallower water acquires negative (anticyclonic) relative
vorticity. Due to the direction of rotation ( f >0), the displacement always propagates
with shallow water to the right in the Northern Hemisphere (Fig. 2.8) (Huthnance,
1978).

2.3.1 Generation of CSWs

CSWs are generated through input of relative vorticity in a shelf region (Adams and
Buchwld, 1969). This vorticity input is typically accomplished by a forcing of water
columns across a shelf slope, which will induce relative vorticity as potential vorticity
is conserved in the process. The cross-slope motion can be set up by. e.g. sporadic
wind events connected to passing weather systems (Buchwald and Adams, 1968; Gill
and Schumann, 1974), or through a more periodic cross-slope motion due to oscillating
diurnal tides (e.g., Cartwright, 1969; Lam, 1999; Thomson and Crawford, 1982). The
generation of CSWs in both cases is due to a momentum transfer, either by surface
stress by wind or bottom stress by tides, through a blocked Ekman transport in presence
of a coastline. The blocked Ekman transport leads to cross-slope pressure gradients,
which are able to initiate CSWs by vorticity input (Lam, 1999). Note that it is the
variations in the topography that permits for CSWs to exits, the coastal boundary is
only important for the generation mechanism (Gill, 1982).
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Figure 2.8: Illustration of the propagation mechanism from continental shelf waves along an expo-
nential shelf slope at the Northern Hemisphere, after Figure 10.18 in Gill (1982). By conservation of
potential vorticity will a water column that moves into shallow water acquires negative (anticyclonic)
relative vorticity, while a water column that moves into deep water acquires positive (cyclonic) relative
vorticity. The resulting motion for a particle in the ocean, indicated by the broad arrows, show a gen-
eral movement in positive x-direction. The solid line represents the original position of water parcels,
wile the dashed line indicates the position after the disturbance has set up the CSW. c is the phase speed
of the CSW. The bottom topography is given by (2.18).

In addition, the oscillating motion through straits has also shown to be an important
source of vorticity input for CSW generation, e.g. Bass Strait in Australia (Middleton,
1988; Morrow et al., 1990), Hudson Strait connecting to the Laborador shelf (Mid-
dleton and Wright, 1991) and Juan Fuca Strait in British Columbia (Flather, 1988;
Foreman and Thomson, 1997). Diurnal CSWs observed on the shelf west of Vancou-
ver Island have been shown numerically to be generated from a vorticity flux induced
by the strong diurnal currents encountering the abrupt change in topography near the
entrance of the Juan Fuca Strait (Flather, 1988; Foreman and Thomson, 1997). Inde-
pendent of generation mechanism. the existence of diurnal CSWs is linked to local
vanishing of the group velocity caused by the cross shelf-slope variation in topography
(Foreman and Thomson, 1997; Lam, 1999).

2.3.2 Dispersion relation for CSWs

The properties of CSWs depends on the forcing mechanism as well as the shelf-slope
topography. The dispersion relation of CSWs can be evaluated analytically along the
lines of Buchwald and Adams (1968) and Gill and Schumann (1974), when the bottom
topography is a well-behaved function. In reality, bottom topography is complex, but
analytical solutions using a fitted approximation for the topographic slope provides
a valuable insight in the CSW properties. A typical function, that has for example
shown to fit the continental margin northwest of Norway, is the exponential shelf slope
approximation (Drivdal et al., 2016). Here, the water depth H (Fig. 2.8), increases
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exponentially away from the coast,

H(y) =





H0 -W ≤ y ≥ 0
H0e2by 0 ≤ y ≥ B
H0e2bB y ≥ B

(2.18)

where b is a constant describing the bottom slope, B is the width of the slope region,
and W is the width of the inner shelf. The region is bounded by a closed boundary at
the coast (y =−W ), and a flat bottom offshore (y>B).

The shallow water equations (2.3)-(2.5) are used to evaluate the structure of the
wave travelling along the shelf break. Since the horizontal scale of the depth variations
in this problem is small compared to the Rossby radius Ro =

√
gH/ f , the rigid-lid

approximation can be applied, and velocities u and v can be expressed in terms of
stream functions

Hu =−∂ψ

∂y
, Hv =

∂ψ

∂x
. (2.19)

Since the water depth H only varies in y-direction and the nonlinear terms are ne-
glected, the vorticity equation (2.16) is reduced to

∂ξ

∂ t
− f

H
∂H
∂y

v = 0. (2.20)

A travelling wave solution can be assumed for this problem

ψ = H1/2
φ(y)ei(kx−ωt) (2.21)

where k is the along-shore wave number and ω is the wave frequency (Buchwald and
Adams, 1968; Gill, 1982). Inserting (2.19) for u and v in (2.20) gives

∂
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[
∂

∂x

(
1
H
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)
+

∂

∂y

(
1
H

∂ψ

∂y

)]
− 1

H2
∂H
∂y

∂ψ

∂x
= 0. (2.22)

Here, an exponential slope with no inner shelf is considered (W = 0), and (2.22) can be
solved for φ

∂ 2

∂y
φ +(

2k f b
ω
−b2− k2)φ = 0, (2.23)

and
φ =C1sin(ly)+C2cos(ly) (2.24)

where,

l2 =
2k f b

ω
−b2− k2 (2.25)

(2.25) gives the dispersion relation for the CSW.
Typically an impermeable coastline is assumed for the CSW problem, meaning that

there is no normal velocity into the coast. This boundary condition v = 0 at y = 0 is
only satisfied for φ(0) = 0, Thus, C2 must be zero and

φ ∝ sin(ly). (2.26)
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In the deep ocean (y ≥ B) the criteria of continuity in pressure (η) and normal fluxes
must be satisfied. This second boundary condition implies (from (2.22), (2.19) and
H(B) = H0e2bB), that

kψ +
∂ψ

∂y
= 0, y = B (2.27)

(see also Weber and Drivdal (2012)). Inserting for φ =C1sin(ly) into (2.27), the tran-
scendental frequency equation

tan(lB) =− l
b+ k

(2.28)

is obtained, from which we can determine l(k) (Buchwald and Adams, 1968). (2.28)
states that there is an infinite number of solutions to the frequency equation, and there-
fore also an infinite number of modes. However, the wave energy is largest in the first
modes (Huthnance, 1975). In the case of an exponential shelf with a finite inner shelf,
|W |> 0 the transcendental frequency equation becomes

tan(lB) =
(1+T )lκ

T (b2 + l2)−κ2− (1−T )bk
(2.29)

where
T = tanh(kW ) (2.30)

(Lam, 1999), see Drivdal et al. (2016) for details.
Figure 2.9 shows an example of a dispersion diagram where the first three modes

are included (values are taken from Transect T1 in Paper-III). Here, the highest energy
is found in the first (barotropic) mode. Zero group velocity occurs at the maximum
value for ω/ f , where cg = ∂ω/∂k = 0. Hence, at this location the wave energy from
the first mode CSWs with diurnal frequencies (close to the K1 frequency) is trapped
(Buchwald and Adams, 1968; Lam, 1999). This represents a form of resonance for
the diurnal frequency in the region (Lam, 1999). For the example in Figure 2.9, the
resonance occurs for CSWs with frequencies near the diurnal K1 tidal frequency.

2.4 Ocean circulation around Lofoten and Vesterålen

The Lofoten and Vesterålen region, situated in the northwest of Norway (Fig. 2.10),
is used as a geographic study area of this thesis. The region is known for strong tides
(Gjevik, 2009; Gjevik et al., 1997; Moe et al., 2002) and has complex topography which
indicates that tidally-induced transport might be important here. The oceanographic
region is bounded by the Norwegian coastline to the east and the deep Norwegian
Sea to the west. The continental shelf is split in two by the Lofoten and Vesterålen
archipelago. Inside the archipelago the deep and wide Vestfjorden is located. The large
embayment reaches depths > 600 m at the head, but is restricted by a 250 m deep
sill at the entrance. The shelf west of the Lofoten and Vesterålen archipelago is much
shallower with mean depths between 100 and 200 m. South of Lofoten, the shelf is
more than 200 km wide, but narrows drastically northward to only about 10 km at the
northern tip of Vesterålen.
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Figure 2.9: Dispersion diagrams for transect T1 outside Vesterålen, from Paper-III (location and bot-
tom slope are shown in Figure 3 and Figure 4). Solid lines represent an exponential slope with no inner
shelf, D = 0, and dashed lines the case of an inner shelf D = 16 km. The horizontal dashed line shows
the non-dimensional tidal frequency for the K1 component.

The general circulation in the Lofoten and Vesterålen region is dominated by two
large-scale currents (Fig. 2.10): the Norwegian Coastal Current (NCC) and the Nor-
wegian Atlantic Current (NwAC). The NCC is a wedge-shaped narrow current flowing
northeastward along the coastal boundary (Mork, 1981). Just north of the Træna trench
the NCC bifurcates, where the main branch turns west on to the outer shelf region,
while the smaller branch takes a detour via Vestfjorden (Fig. 2.10). The NwAC flows
parallel to the NCC, but is located farther offshore at the shelf slope. The two currents
have very different properties, NCC contains fresh (and cold) coastal waters, while
NwAC contains saline (and warm) Atlantic waters. South of Lofoten the two currents
are separated by the shelf. As the shelf narrows towards Vesterålen, the two currents are
forced into close vicinity resulting in an energetic region with high rate of baroclinic
instabilities and eddy formations (Isachsen, 2015; Koszalka et al., 2011).

Field campaigns (e.g. Mitchelson-Jacob and Sundby, 2001; Sundby, 1978) show that
the mean surface circulation in Vestfjorden is largely wind-driven (Fig. 2.11). During
northeasterly (NE) winds, the cyclonic circulation inside Vestfjorden is strengthened
and the flow along the northwest side out of Vestfjorden is enhanced (Fig. 2.11).
At the shelf the NE winds induce an enhanced offshore transport due to a westward
Ekman-transport and increased destabilization of the NwAC (Strand et al., 2017). Dur-
ing southwesterly (SW) winds, on the other hand, the surface circulation in Vestfjor-
den partly reverses, and water exits along the east side (Mitchelson-Jacob and Sundby,
2001; Sundby, 1978).

In addition to wind forcing, tides highly influence and partly dominates the current
variability in Lofoten and Vesterålen. The tidal wave, which arrives from the north
Atlantic, between Scotland and Island (Gjevik, 2009), propagates northeastward along
the coast with increasing amplitude. In the Lofoten and Vesterålen region, Vestfjorden
acts as a trap for the tidal wave (Gjevik et al., 1997; Moe et al., 2002) (Fig. 2.12a and
b). When entering Vestfjorden, the wave slows down and increases in amplitude due to
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Figure 2.10: General ocean circulation around Lofoten and Vesterålen. The gray and red arrows illus-
trate the mean flow pattern of the cold and fresh Norwegian Coastal Current (NCC), and the warmer
more saline Norwegian Atlantic Current (NwAC). The thick two-headed arrow is Moskstraumen. The
red patch inside Vestfjorden shows the NEA spawning ground Henningsværstraumen. The sketch is
from Paper-IV, based on Sætre (1999) and Mitchelson-Jacob Sundby (2001).
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Figure 2.11: Ocean circulation in Vestfjorden during northeasterly and southwesterly winds in the left
(a), and right (b) panels, respectively. The thin black arrows show the mean surface circulation in
Vestfjorden during the two wind directions, indicated by the blue arrow in the upper left corner of the
figures. After Mitchelson-Jacob and Sundby (2001).
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the geometric constraints of the wide embayment. In contrast, the wave that travels on
west of the archipelago speeds up along the narrowing shelf, resulting in a small phase
shift and a large gradient in the sea surface height amplitude across the archipelago
(Fig. 2.12a and b).

The large gradient in the sea surface height, sets up strong tidal currents in the straits
cutting through the archipelago. The current speeds in many of the straits exceeds
2-3 m/s (Fig. 2.12c and d). South of Lofotodden (Fig. 2.10) the well-known tidal
current, Moskstraumen, is situated. Moskstraumen, also called the Lofoten Maelstrom,
is famous for its vigorous and deadly currents, which are feared by seafarers. Written
observations are tracked all the way back to the Medieval ages (references can be found
in Gjevik et al., 1997), whereas the first to actually document the relationship between
the periodically vigorous maelstrom and the position of the Moon was the famous poet,
Peter Dass (Dass, 1793).

The K1 tide show similar behaviour as the M2 tide, but has a more complex pattern
on the shelf. Large variability in the phase of the sea surface height (Fig. 2.12b)
and an amplification velocities for the K1 tide (Fig. 2.12 d) are evident on the shelf
west of Vesterålen. The enhanced currents on the shelf, which is not accompanied by a
corresponding amplification in sea surface height, is attributed to a formation of diurnal
CSWs (Moe et al., 2002; Ommundsen and Gjevik, 2000). CSWs are much shorter than
the tidal kelvin waves, which explains the large amplification in the horizontal wave
field (velocities) while only a small amplification occurs in the vertical (sea surface
height) (Cartwright, 1969).

The strong tidal currents in the Lofoten and Vesterålen region also set up prominent
time-mean residual currents when interacting with topography (Fig. 2.13. These resid-
ual currents are closely located to the regions with the highest tidal current amplitudes
(in straits, over and around ridges and banks). Particularly evident is the residual cir-
culation around the islands at the southwestern tip of the Lofoten archipelago, around
Mosken and Værøy and Røst, and around the banks west of Vesterålen. These residual
currents clearly implies that tidally-induced transport may be important in the region.
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Figure 2.12: M2 and K1 tides from the model run in Paper II. The upper panels show the amplitude
(colors) and phase (contours) of the sea surface height for the M2 tides in a) and K1 tide in b). The
lower panels show the tidal currents amplitude (colors) for the M2 tide in c) and K1 tide in d). The
contours show the bottom topography.
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Figure 2.13: Time-mean residual tidal current, from the 2D-tidal run in Paper II. The colours indicate
current speed and the contours show the bottom topography.



Chapter 3

:Methods and data

The studies conducted in this thesis are mainly based upon numerical modelling. A
great challenge within coastal ocean modelling is to resolve small-scale flow dynamics
near land and over complex topography while at the same time covering a large spatial
domain. Using a structured grid model would require high resolution throughout the
whole domain, which would come at an unacceptable computational cost. To overcome
this challenge we use an unstructured-grid ocean model, the Finite Volume Community
Ocean Model (FVCOM), which allows us to concentrate the fine resolution in specific
regions only.

3.1 FVCOM - Unstructured-grid numerical modeling

FVCOM is a prognostic, free-surface, three-dimensional primitive equation ocean
model. The model solves the integral form of the governing equations of mass, mo-
mentum and tracers over control volumes (Fig. 3.1) (Chen et al., 2003). Here, a con-
trol volume is a fictitious volume fixed in space of which the water and particles flow
through. The control volume for horizontal velocities is bounded by a triangular grid
cell and depth levels (Fig. 3.1c). Each triangular grid cell consists of three edges con-
nected by a node and a centroid in the center (Fig. 3.1b). The horizontal velocities
(u,v) are located at the centriods, and computed from a net momentum flux through the
surfaces comprising the grid cell. The vertical velocity (w) and scalar variables like
temperature (T), salinity (S), and tracer concentrations (c) are located at the nodes. The
scalars are calculated from the net flux across the surface surrounding the tracer control
volume (Fig. 3.1 b).

The triangular horizontal grid can be refined in areas with complex coastlines and
over steep topographic slopes in order to include small-scale dynamics. In the vertical,
a terrain-following grid can be applied and the resolution can be refined depending on
which depths are of interest (Chen et al., 2003). In Paper IV, for example, we use fine
resolution near the surface to obtain a realistic wind drag, which decrease rapidly with
depth (an example of a vertical grid is shown in Fig. 3.1a).

FVCOM was originally developed for modelling complex coastal regions and estu-
aries where small-scale dynamics and accurate coastlines are important. The model is
well-suited for simulating tidally-driven circulation in coastal regions where strong cur-
rents and topographic interactions strongly influence the ocean dynamics. Numerous
model studies which applied FVCOM in coastal modelling have shown that the model
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Figure 3.1: Example of 3D-FVCOM grid. a) displays the vertical grid at a cross-section through
Moskstraumen in Lofoten (used in Paper IV). The vertical and horizontal lines mark the boundaries of
each grid cell. In total there is 34 vertical layers with increasing resolution towards the surface. b)
shows a section of the horizontal grid. Dots represents the nodes and the circles with cross represents
the centroids. The blue shaded area shows the control volume around a node. c) shows a section of
the vertical slice of two 3D-grid cells. The nodes are located at the corners of the grid cells (marked
with grey dots) and contains information about vertical velocity (w), salinity (S), temperature (T), and
tracer concentration (c). The sea surface height (η) is also given at the node positions, but only at the
surface. The horizontal velocity components (u,v) are located at the cell-center, indicated by the white
dot with a blue cross.

system is robust and works well for this purpose (e.g. Chen et al., 2011; Sun et al., 2016;
Zhao et al., 2006, ; more studies can be found at http://fvcom.smast.umassd.edu/fvcom-
publications/).

3.1.1 Model set-ups

The simulations conducted in this thesis have all the same basic set-up. The model cal-
culates momentum advection using a second-order accuracy flux scheme (Chen et al.,
2013; Kobayashi et al., 1999) and applies a quadratic bottom stress. The vertical eddy
diffusion coefficient is calculated using the modified Mellor and Yamada (1982) level
2.5 turbulent closure scheme by Galperin et al. (1988), while the horizontal diffusion of
momentum is calculated using the Smagorinsky closure scheme (Smagorinsky, 1963).
More details on the model can be found in the manual (Chen et al., 2013).

In total we run four different model simulations in this thesis. In all simulations we
use down to 30-50 m resolution at the coast within the focus areas, and relax the reso-
lution away from the coast and towards the boundaries. All straits are resolved with a
minimum of five grid cells across the narrowest constriction, whereas the strait open-
ings in general have 10 or more grid cells across the flow direction. In Paper I where
we simulate idealized tidal straits, the resolution is even higher (15 cells) across the
narrowest straits. Such high resolution allows us to model flow separation, develop-
ment of eddies, and other rectification processes, which are important for generating
nonlinear tidal transport.
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Figure 3.2: The model domain with topography (colors) for northern Norway is displayed in the left
panel (a) (Paper II and Paper IV). The red rectangle indicated the Lofoten and Vesterålen region,
whereas the black line indicates the boundary to Vestfjorden. The middle and right panels show the
grid resolution in Moskstraumen (b) and Gimsøystraumen (c). The two straits are highlighted on the
map in (a) by the the yellow dots. The southern dot shows the location of Moskstraumen and the
northern dot shows the location of Gimsøystraumen.

Regarding the model domain and boundary conditions, various set-ups are applied
for the different studies. In the idealized studies (Paper I and Paper II) we use a semi-2D
set-up of FVCOM (leaving out any buoyancy effects). We investigate a fully barotropic
ocean in both idealized studies, where the temperature, salinity and thereby density
have constant values inside the domain. Tidal dynamics are the only focus of these
studies, hence we neglect surface stress (winds) and other atmospheric influence (pre-
cipitation, radiation, evaporation), and force the two models with variations in the sea
surface evaluations along the open boundaries only. In Paper I the model is forced by
a single northward propagating Kelvin wave with M2 period (12.42 hours). In Paper
II we use the sea surface elevation extracted from the global assimilated tidal model
TPXO 7.2 (Egbert and Erofeeva, 2002) for model forcing.

The last study conducted in the thesis (Paper IV) include two fully realistic 3D
coastal ocean around Lofoten and Vesterålen. The model-set up is similar in the two
simulations, where only the ocean forcing is different. In the vertical a terrain-following
sigma coordinate system was used, with a total of 34 layers. For realistic response to
wind forcing, the vertical resolution is highest near the surface and coarsens with in-
creasing depth (Fig 3.1a). The model was forced with ocean properties like temper-
ature, salinity, 3D current velocities, and sea surface height (SSH) obtained from the
NorShelf model. NorShelf is an operational set up of Regional Ocean Modeling Sys-
tem (ROMS) run by MET.no (Röhrs et al., 2018). In one simulation we apply hourly
data from Norshelf to include full tidal forcing, while in the other simulation we ap-
ply daily mean fields to exclude the main tidal constituents (semi-diurnal and diurnal).
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The atmospheric forcing is applied using hourly data fields from the MetCoop model
provided by the Norwegian Meteorological Institute (Müller et al., 2017) in both sim-
ulations.

3.2 Drift modelling

We couple the hydrodynamic model to drift models to gain a better understanding of
the tidal transport dynamics. Here we have two options: an Eulerian tracer model and
a Lagrangian particle model. The Eulerian method considers tracers as a continuum
and the time evolution is calculated through conservation equations on fixed control
volumes, in the same fashion as salinity and temperature in a hydrodynamic model. The
Lagrangian method tracks the pathway of individual particles as they are advected by
the ocean currents. For concentration and water exchange estimates, an Eulerian model
set-up is much more cost efficient than applying the Lagrangian method, which would
require an enormous amount of particles for robust concentration estimates (Zhang
and Chen, 2007). The advantage of the Lagrangian approach, on the other hand, is
the ability to track pathways of individual particles, determining transport patterns and
dispersion.

In the idealized studies (Paper I and Paper II) we couple FVCOM to an online Eule-
rian tracer model, ’Framework for Aquatic Biogeochemical Models’ (FABM) (Brugge-
man and Bolding, 2014). In each simulation we conduct one initial release within a
specified area and calculate the outward net transport of tracer. The passive tracer does
not affect the dynamics of the flow, but is advected passively with the ocean currents
and diluted by diffusion in the hydrodynamical model (Bruggeman and Bolding, 2014).
We use the Eulerian approach in the idealized studies. Here we investigating the dy-
namical processes induced by tides, and the passive tracer allows us to calculate how
efficient the water exchange by tidal pumping is and to investigate other nonlinear tidal
transport dynamics and where they might be of importance.

In the realistic simulations (Paper IV) we apply the offline Lagrangian particle drift
model, OpenDrift (Dagestad et al., 2018) to simulate the pathways of cod eggs. Within
OpenDrift we use the OceanDrift module as it allows for passive advection of particles
by the 3D ocean currents only. The particle location at each time step is thus determined
by the currents at their previous location. The reason for only consider passive drift is
to focus on and quantify the nonlinear tidal transport contribution to the net transport
out of Vestfjorden. The Lagrangian approach allows us to investigate the different
transport patterns and identify differences in the transport patterns when the nonlinear
tidal dynamics are included in the model simulation.



Chapter 4

: Summary of papers

4.1 Paper I: ’Flow separation, dipole formation and water
exchange through tidal straits’

Objective

The aim of this study is to understand the processes leading to net water exchange
through narrow tidal straits, called tidal pumping.

Summary

Tidal pumping is an important mechanism for water exchange and transport between
fjord regions and the shelf seas, as well as along coastlines comprising islands and
narrow straits. In this study, we investigate the dynamics leading to net water exchange
through idealized tidal straits applying numerical ocean modelling. In total we carried
out 164 numerical simulations where we varied the widths and lengths of the straits, as
well as the amplitude of the tidal forcing. In all simulations the openings of the strait
were formed by a quadrant of a circle with a radius of 2 km. The tidal pumping is
closely connected to flow separation at the strait openings and the formation of self-
propagating dipoles. We therefore investigate the constraints of the strait geometries
on the tidal flow, and the subsequent effect on flow separation and dipole formation. In
addition, we use the knowledge obtained from analyzing the processes responsible for
net water exchange, to derive a simple kinematic model for effective tracer transport by
tidal pumping through narrow straits.

Main findings

• The effective tracer transport by self-propagating dipoles depends on three dimen-
sionless parameters representing strait length, dipole travel distance and dipole
size.

• For effective water transport by tidal pumping to occur, the strait length must be
shorter than the tidal excursion. In addition, the dipole must fully or partly escape
return flow inside the sink region.
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• The initial vortices originate from a roll-up of the velocity front resulting from
the flow separation. Only when the initial vortices are located close enough to
interact do they form a dipole, which immediately starts to self-propagate.

• The propagation speed of the dipole is proportional to the tidal current velocity,
and twice the theoretical propagation speed derived for a vortex pair with no
background flow.

Main conclusions

Dipole formation is crucial for effective water exchange by tidal pumping through nar-
row straits. The dipole vortices that originate from the velocity front, which was formed
by flow separation, capture and transport water ejected from the strait. When breaking
away from the return flow, dipoles are highly effective in causing net water exchange
through tidal straits. The understanding of the physical processes creating net water
exchange by tidal pumping is necessary to realistically include these processes in the
coastal ocean models. Tidal pumping by dipole formation can only be included if flow
separation, which occurs on small spatial scales, is resolved in the models.

Author contribution

I carried out all original (50 m) model simulations, except a set of new high-resolution
experiments (10 m) for the sensitivity study. I analyzed most of the model output and
produced most of the figures, as well as contributing significantly to writing the original
manuscript.
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4.2 Paper II: ’Rectified tidal transport in Lofoten-Vesterålen,
Northern Norway’

Objective

The aim of this study is to investigate whether nonlinear tidal dynamics contribute to
net tracer transport out of Vestfjorden, which is located in the Lofoten and Vesterålen
region. In addition, the regional importance of tidally-induced transport and in which
areas the tidally-induced transport is of importance are explored.

Summary

The Lofoten and Vesterålen region is a highly productive marine area, and an important
spawning ground for many fish species. The region is also well known for prominent
tidal currents, particularly in the many straits cutting through the archipelago. While
the strong tidal currents are well documented and studied, their impact on time-mean
transport has attained little attention. In this study, we model a 2D tidally driven coastal
sea in northern Norway with a focus on transport out of Vestfjorden, located southeast
of the Lofoten and Vesterålen archipelago. To investigate the net transport and the un-
derlying nonlinear dynamical processes, we release passive tracers inside Vestfjorden
and analyze the tracer transport over a 2-month period to include the spring-neap cycle.

Main findings

• Two tidally-induced transport processes were responsible for the bulk of the tracer
transport out of Vestfjorden: Tidal pumping through the narrow straits, and tidal
rectification around the more isolated island groups south of Lofotodden.

• The most prominent net transport was due to tidal pumping through the short,
shallow and narrow straits Moskstraumen and Nordlandsflaget. In addition, the
longer straits Nappstraumen and Gimsøystraumen had notable net transport out
of Vestfjorden.

• Prominent tidal rectification was evident around the two island groups Mosken-
Værøy, and Røst. The anti-cyclonic residual currents had flow speeds up to 0.2
m/s, i.e. a value which reflects the magnitude of the background current (NCC) in
the region. These rectified tidal currents contributed to a net tracer transport out
of Vestfjorden. Particularly evident was the net transport out of Vestfjorden south
of Røst.

Main conclusions

The results from this study clearly points to tides as an important contributor to
net tracer transport in the Lofoten and Vesterålen region. Tidal pumping through
Moskstraumen and Nordlandsflaget was the most effective transport process, and water
with high tracer concentrations were transported tens of kilometers westward onto the
shelf. The second most important transport out of Vestfjorden occurred south of Røst,
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and can be attributed to tracer advection by the rectified tidal currents around the is-
land. The strength of the rectified currents and the effective tidal pumping, particularly
Moskstraumen, suggest that these processes are likely to be important also when other
transport dynamics are considered (such as wind forcing and background currents).

Author contribution

I carried out the model simulation and analyzed the model output with input from co-
authors. I wrote the text with support of my the co-authors.
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4.3 Paper III: ’Diurnal continental shelf waves with a per-
meable coastal boundary: Application to the shelf north-
west of Norway’

Objective

The objective of the study is to investigate if tidally-induced CSWs of diurnal frequency
can occur on the shelf west of Lofoten and Vesterålen and how diurnal CSWs contribute
to Lagrangian transport on a shelf bounded by a permeable coastline.

Summary

Both model studies and observations show a distinct amplification of the diurnal K1
tidal currents on the shelf west of Vesterålen in Northern Norway. This amplifica-
tion has in previous studies been suggested to originates from the presence of diurnal
CSWs. In this study we calculated the dispersion relation for CSWs on the shelf west
of Vesterålen to verify the presence of diurnal CSWs in the region. Diurnal CSWs can
be generated by diurnal tidal motion across the shelf slope or forced by strong tidal cur-
rent in straits near the shelf (such as Moskstraumen). The amplification of the diurnal
tidal current indicates an accumulation of CSW energy at diurnal frequency in the re-
gion, which must be damped either by bottom friction or lateral exchange. The coast
of Norway consists of a myriad of fjords, islands and narrow straits, which allows for
a water exchange normal to the coastline. In this study, we apply a novel approach to
investigate the effect of wave damping on mean particle transport on the shelf through
lateral exchange in the presence of a permeable coastline. The lateral water exchange
is modeled by applying a Robin condition at the coastline. The damping of the CSWs
induces a small phase shift that through nonlinearity results in an Eulerian mean along-
shore velocity. We derive the depth averaged Eulerian mean drift by calculating the
nonlinear radiation stress components, and calculate the Lagrangian mean drift from
Stokes drift and Eulerian mean drift.

Main findings

• CSWs of diurnal frequency can occur west of Vesterålen for a small range of
wave numbers centered around zero group velocity.

• Spatial damping of CSWs through lateral dissipation (exchange between shelf/fjords)
leads to pronounced Lagrangian drift on the shelf, particularly along the coast.

• The Lagrangian mean drift current is independent of the value of the damping
coefficient, however small, but non-zero.

Main conclusions

We find that the formation of CSWs of diurnal frequency is indeed possible for the
shelf west of Vesterålen, and suggest that their generation is driven by the strong tidal
current in Moskstraumen. The generation mechanism by tidal motion implies a reg-
ular formation of diurnal CSWs. The spatial damping of the CSWs by lateral water
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exchange through a permeable coastline is shown to induce a nonlinear Eulerian mean
current on the shelf. The resulting Lagrangian particle transport, obtained by the sum
of the Eulerian mean current and the Stokes drift is pronounced along the coast, which
likely will influence the particle transport on the shelf.

Author contribution

In this study I calculated the dispersion relation of for CSWs on the shelf west of Lo-
foten and Vesterålen, and thereby show theoretically that CSWs of diurnal frequencies
can occur on the shelf west of Vesterålen.
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4.4 Paper IV: ’Tidal effects on transport and dispersion in
the Lofoten and Vesterålen region, northern Norway’

Objective

The objective of this paper is to investigate the relative importance of nonlinear tidal
transport dynamics on the mean particle drift in Lofoten and Vesterålen.

Summary

The coastal sea around Lofoten and Vesterålen contains the largest spawning grounds
for the NEA cod, an economically highly valuable species. About 60 % of the NEA cod
spawns within Vestfjorden, which is connected to the shelf through numerous straits
with strong tidal currents. While the ocean dynamics in the Lofoten and Vesterålen
region are highly influenced by tides, the tidally-induced transport have gained lit-
tle attention. In this study, we investigate if the nonlinear tidal dynamics contribute
and affect the transport of particles from Henningsværstraumen in Vestfjorden towards
the shelf and northwards along the shelf. To understand the relative contribution by
tides, we conducted two numerical simulations of the coastal sea around Lofoten and
Vesterålen: one including and one excluding tides. In both simulations we released par-
ticles continuously near the surface in Henningsværstraumen, simulated the spawning
of cod eggs from March till May, and investigated the mean transport patterns during 4
weeks of passive drift.

Main findings

• The particle transport out of Vestfjorden was almost 10 % higher when the diurnal
and semidiurnal tides were included in the model simulations, compared to when
they were excluded.

• While almost 90 % of the particles followed the NCC around the south side
of Røst when tides were excluded, a large fraction took a short-cut through
Moskstraumen (∼ 30%) when tidal forcing was included.

• The transport of a larger fraction of particles through Moskstraumen and a mi-
nor fraction through Nappstraumen results in a generally faster northward bound
transport along the shelf at a path closer to the coastline.

• The particle transport was less sensitive to variable wind forcing when tides were
present in the simulation.

Main conclusions

The results in this study clearly highlights the importance of including and resolving
the nonlinear tidal dynamics when investigating transport in the Lofoten and Vesterålen
region. When tides are included, the net transport of particles out of Vestfjorden in-
creases, and the northward transport route along the shelf is also changed. In the
presence of tides, a significant fraction of the particles exits through Moskstraumen
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while a small fraction leaves Vestfjorden through Nappstraumen and Gimsøystraumen.
The transport routes through the straits provides a faster pathway northward along the
coastline on the shelf. Without tides, only a small fraction exits Vestfjorden through
the straits, whereas the bulk follows the NCC through the main entrance south of Røst.
The latter is a slower route towards the NEA nursing grounds in the Barents Sea.

Author contribution

I designed the study and carried out the hydrodynamical modelling of the coastal sea
excluding the main tidal constituents. I conducted the particle drift simulations for both
scenarios (with and without tides) and analyzed the results. I also wrote the manuscript
with support of my co-authors.



Chapter 5

:Summary and future perspectives

The overarching goal of this thesis is to improve our understanding of the impact and
importance of tides for long-term net transport in shallow coastal seas, with a particular
focus and application to the Lofoten and Vesterålen region in the northwest of Norway.
To achieve this goal, four studies have been undertaken. Paper I-III comprise detailed
investigations of the nonlinear dynamics arising from an interaction between barotropic
tides and topography, leading to time-mean transport in the Lofoten and Vesterålen
region. Paper IV investigates and quantifies the importance of tides for the particle
transport in the Lofoten and Vesterålen region relative to other transport processes.

As stated in Chapter 2.2, we can link the tidally-induced transport to three physical
processes: tidal pumping, tidal rectification and Stokes drift. The two first processes
are investigated in Paper I and Paper II. Here we combine high-resolution modelling
and simplified theory to investigate and understand the dynamics behind, and the fac-
tors controlling tidal pumping and tidal rectification. These two processes dominate
the tidally-induced time-mean transport from Vestfjorden to the shelf region west and
north of the archipelago. In Paper III we find that the amplification of the K1 diurnal
tidal currents west of Vesterålen is caused by a formation of diurnal CSWs in the region,
and suggest that the strong tidal currents in Moskstraumen is responsible for generating
these waves. The CSWs can induce time-mean transport by enhancing the tidal current
strength on the shelf, which may lead to enhanced nonlinear tidal dynamics. The di-
rect damping of the CSWs also sets up Eulerian mean currents on the shelf, as shown
through simplified theory in Paper III. Here we calculated the Stokes drift induced by
CSWs and the Eulerian mean currents due to wave damping by lateral exchange of wa-
ter between the shelf and the inner coastal region (through narrow fjords and straits).
The sum of the Stokes drift and the Eulerian mean current gives the Lagrangian particle
transport induced by the lateral damping of the CSWs along the shelf.

In Paper IV we use the knowledge gained in Paper I-III and investigate the rela-
tive importance of the tidally-induced transport compared to other transport processes
in the Lofoten and Vesterålen region. The results from Paper IV clearly highlight the
importance of including nonlinear tidal dynamics when modelling transport and circu-
lation in the coastal sea of this region. The tidal pumping through Moskstraumen, in
particular, provides an important pathway out of Vestfjorden, which also influences the
progress of particle drift northward along the shelf. The tidal rectification around the
island groups Mosken-Værøy and Røst, which were highly important for tracer trans-
port in the 2D simulation (Fig. 12 in Paper II), is also evident in the 3D run when we
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plot the difference in flow patterns between the simulations with and without tides (Fig.
6 in Paper IV). However, while we clearly see a prominent transport around the south
and west side of Værøy in Paper IV, it is difficult to extract the relative importance of
tidal rectification south of Røst in the presence of the NCC.

While the studies conducted in this thesis highlight the significance of tides for
time-mean transport in the Lofoten and Vesterålen region, the findings imply a general
importance of nonlinear tidal dynamics for transport and circulation in areas where
strong tidal currents interact with complex topography. In the following two sections,
a discussion of future perspectives regarding tides and transport in the Lofoten and
Vesterålen region, and nonlinear tidal dynamics in general coastal ocean modelling, is
presented.

5.1 Tides, transport and the ecosystem in Lofoten and Vesterålen

As discussed above, the results from the studies comprising this thesis show that nonlin-
ear tidal dynamics are important for transport and dispersion of particles in the Lofoten
and Vesterålen region. While we used NEA cod eggs and larvae as examples in the the-
sis, nonlinear tidal dynamics are likely also important also for transporting other marine
organisms, nutrients, pollution, and contaminants etc. in this region. However, there is
a need for observational data to verify and validate the presence and importance of the
nonlinear tidal dynamics in Lofoten and Vesterålen. In this regard, the results in Paper
II and Paper IV can be used to identify locations for in-situ measurements and release
point for drifters to increase the likelihood of capturing the nonlinear tidal dynamics in
the region.

Focusing on the influence of tidally-induced transport of NEA cod eggs and larvae,
we simulated the passive drift of particles to exclude other factors that might gener-
ate differences between the net particle drift with and without out tides (Paper IV).
A natural continuation of this work would be to investigate the impact of tides apply-
ing realistic egg and larva properties using an individual-based model (IBM), where
egg buoyancy and vertical migration of larvea are also included. Additionally, wind-
induced surface gravity waves have been shown to influence the egg-drift in Vestfjorden
by Röhrs et al. (2014). Their results showed that the Stokes drift tend to move particles
closer to land, which potentially increases the importance of tidal pumping through the
straits. Hence, to model egg and larvae drift in Lofoten and Vesterålen, both egg and
larvae properties in combination with Stokes drift from wind-induced surface gravity
waves should be included in future Lagrangian particle model efforts.

The thesis mainly focuses on tidally-induced transport through the straits and over
the shallow ridge extending from the archipelago connecting Vestfjorden to the shelf
region. However, the amplification of the diurnal tidal currents by diurnal CSWs on
the shelf west of Vesterålen implies that the tidal motion might be important for the
ocean transport dynamics on the shelf as well. The influence of diurnal CSWs on the
shelf circulation and cross-slope transport, has not previously been investigated for this
region, and should be pursued further with observations and realistic ocean simulations.

In addition to being an important spawning grounds for many economically impor-
tant fish stocks, such as the NEA cod, the Norwegian spring-spawning herring, and
the NEA haddock, the Lofoten and Vesterålen region is also home to sensitive ben-
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thic habitats, large seabird colonies and populations of marine mammals (Misund and
Olsen, 2013). The presence of CSWs is connected to cross-slope motion, bringing up
nutrient rich water from the deeper ocean to the shelf region (Echevin et al., 2014).
Additionally, the amplified tidal currents on shelf regions may also generate rectified
tidal currents when interacting with topographic features, like banks and troughs. Both
upwelling and rectification processes have implications on the marine environment of
shelf regions (Huthnance, 1995). On Georges Bank, for example, tidal rectification is
shown to greatly influence marine productivity by on-bank transport and along bank
advection of nutrients and larvae (Hu et al., 2008; Townsend et al., 2006).

Time-mean residual anticyclonic circulation cells have been observed around the
shallow banks west and north of Lofoten and Vesterålen. This process has been shown
to influence the larvae drift northward towards the Barents Sea (Bjørke and Sundby,
1987; Sundby, 1984). This topographically steered circulation has not previously been
linked to tidal rectification. However, the amplified oscillating currents evident in Paper
II (see also Moe et al., 2002), have the potential to create rectified tidal currents around
banks, which is evident in the 2D-tidal simulations used in PaperII (Fig. 2.13). An in-
depth study of tidal rectification around the banks in the Lofoten and Vesterålen region
using a full 3D-circulation in a stratified coastal ocean could provide valuable insights
ecosystem dynamics in the area.

Furthermore, in Paper III we hypothesise that diurnal CSWs west of Vesterålen are
generated by the strong tidal current of Moskstraumen. The geographic and dynamics
setting is similar to the shelf west of Vancouver Island (Foreman and Thomson, 1997).
Here, Foreman and Thomson (1997) show that diurnal CSWs are generated due to
strong tidal currents of the Juan de Fuca Strait, which induce a vorticity flux on to
the shelf when the current encounter the abrupt topography near the entrance of the
strait. The shelf west of Vancouver Island is divided up by deep submarine canyons. A
number of studies have indicated that these can periodically be upwelling canyons at
times when the wind forcing is strong enough to reverse the slope current (Connolly and
Hickey, 2014; Hickey, 1997). However, a recent study by Saldías et al. (2021) shows
that propagation of reoccurring CSWs over a submarine canyon can cause upwelling,
independent of wind forcing. Similarly, the shelf west of Vesterålen also consists of
several deep canyons which are hypothesized to be important upwelling areas for the
transport of nutrients from depth on to the shelf. However, the mechanisms behind the
upwelling dynamics are not yet fully understood.

A continuation of the work in Paper III, extending the investigation into the strati-
fied ocean could provide valuable knowledge on the role of diurnal CSWs on upwelling
west of Vesterålen. Such study might bring in an important piece of the puzzle ex-
plaining the unique waters around Lofoten and Vesterålen with its impressive diverse
ecosystem.

5.2 Non-linear tidal transport dynamics in coastal ocean
modelling

While most numerical models today include tidal forcing, the resolution is not always
sufficient to resolve the nonlinear tidal dynamics near shore and over steep topography.
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As shown in this thesis, a high resolution will allow to integrate a detailed coastline
and bathymetry and thus allow for a realistic simulation of transport and circulation
patterns. This is in particular of importance in regions where tidal pumping and rectifi-
cation is likely to be present.

In Paper I we evaluated the influence of grid resolution on tidal pumping. For the
idealised strait we found that in areas where flow separation occurred a 50 m grid res-
olution was sufficient to model dipole formation. We performed a grid sensitivity test
and found that increasing the grid resolution further to 10 m did not make a significant
change in the transport properties of the strait. We conclude that as long as the dy-
namical processes leading to flow separation and vortex formation is resolved, the tidal
pumping by dipole formation is likely to be sufficiently represented. Furthermore, Vou-
riot et al. (2018) show that a resolution on the order of 15 grid-cells across a channel
opening is sufficient to provide reasonable eddy-generation and dissipation. However,
these numbers are obtained through idealized set-ups, and should also be tested in the
presence of realistic bathymetry and coastlines.

The propagation speed and evolution of the vortices in numerical simulations are
also highly influenced by the representation of bottom friction and bathymetry in the
models (Hutschenreuter et al., 2019; Vouriot et al., 2018). Bottom friction plays an im-
portant role in dipole formation and generation of tidal rectification. An investigation
of the influence of realistic bottom roughness and corresponding drag coefficients in
coastal seas would thus be highly valuable to improve coastal ocean models, particu-
larly in relation to the small-scale shallow-water transport dynamics.

As already mentioned in Chapter 5.1 for the model studies in Lofoten and
Vesterålen, there is a general need for more observational studies with the focus on
tidally-induced transport properties (particularly of tidal pumping) to enhance our un-
derstanding and to verify the presence and strength of these processes in coastal ocean
models.
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Abstract. We investigate the formation and evolution of dipole vortices and their contribution to water exchange through ide-

alized tidal straits. Self-propagating dipoles are important for transporting and exchanging water properties through straits and

inlets in coastal regions. In order to obtain a robust data-set to evaluate flow separation, dipole formation and evolution and

the effect on water exchange, we conduct 164 numerical simulations, varying the width and length of the straits as well as the

tidal forcing. We show that dipoles form and start propagating at the time of flow separation, and their vorticity originates in5

the velocity front formed by the separation. We find that the dipole propagation velocity is proportional to the tidal velocity

amplitude, and twice as large as the dipole velocity derived for a dipole consisting of two point vortices. We analyse the pro-

cesses creating a net water exchange through the straits and derive a kinematic model dependent on dimensionless parameters

representing strait length, dipole travel distance and dipole size. The net tracer transport resulting from the kinematic model

agrees closely with the numerical simulations and provide understanding of the processes controlling net water exchange.10

1 Introduction

Knowledge of coastal ocean transport processes is vital for predicting human impact on the coastal marine environment. Coastal

industry discharges pollutants and nutrients into the ocean. In order to understand the impact on the environment, we need

coastal ocean circulation models to calculate concentrations and pathways of spreading. Setting up such models for a complex

coastline requires a high level of understanding of near-shore transport processes in order to realistically represent these in the15

models. In shallow coastal regions with complex topography, tides are often a dominant driver of the ocean circulation and

transport. In this study, we investigate the exchange process of tidal pumping through narrow tidal straits.

Tidal pumping is an important mechanism responsible for transport of water properties and particles like fish eggs, nutrients,

and pollution between estuaries and the open ocean, or in coastal regions with complex geometry in general (Chadwick and

Largier, 1999; Fujiwara et al., 1994; Brown et al., 2000; Amoroso and Gagliardini, 2010; Ford et al., 2010; Vouriot et al.,20

2019). The exchange process results from an asymmetry in the flow field between the ebb and flood phase of the tide (Stommel

and Farmer, 1952; Wells and van Heijst, 2003). Flow asymmetry may occur when the tidal current interacts with a topographic

constriction like a strait or an inlet. When entering the constriction the flow arrives from all directions and speeds up in order
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Flow separation

(a) (b)

Figure 1. A sketch of the processes at play in water exchange by tidal pumping. a) southward inflow to the strait. b) northward outflow from

the strait.

to conserve volume, as illustrated by Fig. 1a. The area covered by the volume that enters the strait is called the sink region

(Fig. 1a). The acceleration is associated with a pressure force towards the constriction which acts to lower the water level in the25

centre of the constriction. Contrary, when the flow reverses and the flow exits the strait, the cross-sectional area increases and

the sea surface rises downstream of the constriction. Here, both friction and pressure forces work to decelerate the flow, which

is a necessary condition for flow separation (Kundu, 1990). Since friction and pressure now works in the same direction, the

flow is likely to come to a halt near the coastline where the friction is strongest. When this happens, the flow separates from the

coastline as illustrated by Fig. 1b (Kundu, 1990; Signell and Geyer, 1991). When the flow separates a vortex forms at the point30

of separation. If the flow separates at both sides of the exit, two vortices of opposite sign will form with a separation distance

roughly equal to the width of the strait. The strength of the vortices and the distance between them determine whether they

will interact and form a self-propagating dipole. The dipoles capture and transport water ejected from the strait away from the

opening and possibly out of the sink region. At flow reversal, the dipole will either be drawn back into the strait or continue

moving away and escape. If the dipole escapes the return flow it will contribute to a considerable water exchange (Fig. 1b).35

The propagation of dipoles has been studied for more than 100 years (Lamb, 1916; Batchelor, 1967; Kundu, 1990), and the

velocity of a self propagating dipole is typically represented as

Udip =
Γ

2πb
. (1)

Here b is the distance between the vortex centers, and Γ is the magnitude of the circulation in each of the two vortices, assuming

they are of equal strength. Equation 1 is valid as long as the distance between the two vortices is large compared to their core40

radius (Yehoshua and Seifert, 2013; Delbende and Rossi, 2009; Habibah et al., 2018). Habibah et al. (2018) show that a

correction to the velocity given by Eq. 1 occurs in the 5th order of a/b where a is the core radius of the vortices. In cases where

a/b increases, the vortices becomes elliptical and the dipole propagation velocity decreases (Delbende and Rossi, 2009).
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Equation 1 describes the propagation velocity of a dipole moving by self-propagation in an otherwise non-moving ocean. It

is unclear whether this is valid for a dipole formed in a tidal strait, where the background flow is clearly non-zero. Also, dipoles45

propagating away from the strait often remain attached to the strait via a trailing jet (Fig. 1b), which provides a pathway of

mass, momentum and vorticity from the strait into the dipole (Wells and van Heijst, 2003; Afanasyev, 2006). As the dipole

accumulate vorticity the circulation in the dipole increases, and the propagation velocity should therefore accelerate according

to Eq. 1. However, this is not necessarily true. In a lab experiment investigating dipole formation by a steady channel jet

Afanasyev (2006) found that the dipole propagated with constant speed, even though the dipole continuously accumulated50

vorticity fed by a trailing jet.

The circulation of the dipole vortices is an important parameter for determining the propagation velocity, and to determine

the circulation it is vital to know the source of vorticity. A common assumption is that the vorticity is created in the viscous

boundary layer (Wells and van Heijst, 2003; Nicolau del Roure et al., 2009; Bryant et al., 2012). Another possible source is the

flow discontinuity resulting when the flow separates from the coastline (Kashiwai, 1984a, b). Kashiwai (1984a, b) and Wells55

and van Heijst (2003) both assume that all vorticity generated in the strait accumulates in the dipole vortices. The circulation

can then be expressed as Γ∝ U2T , where T is the tidal period and U is a characteristic velocity scale for the strait (Kashiwai,

1984b; Wells and van Heijst, 2003). However, Afanasyev (2006) showed that the vorticity is divided between the dipole and

the trailing jet. In addition, Afanasyev (2006) introduced a new time-scale, which he called the "startup time", ts. The startup

time indicates the moment when the dipole starts translating after an initial period of growth, where the jet is injected into the60

dipole.

The net tracer transport through a tidal strait is commonly classified by the nondimensional Strouhal number, St, defined as

(Kashiwai, 1984a; Wells and van Heijst, 2003; Nicolau del Roure et al., 2009)

St =
W

UT
, (2)

where W is the strait width, T is the tidal period and U is the velocity scale characterising the velocity in the strait. W can also65

be seen as a characteristic spatial scale of a dipole formed at the strait exit, and in this case St is a measure of the ratio between

linear and non-linear acceleration terms. The center of the dipole vortices are pressure minima, and the non-linear acceleration

associated with the azimuthal velocity of the vortices is balanced by pressure forces. Thus, for a dipole vortex to exist, St� 1

is a necessary condition.

Net tracer transport by tidal pumping is associated with St < Stc, where Stc is a threshold value of St (Kashiwai, 1984a;70

Wells and van Heijst, 2003). The threshold value of the Strouhal number arrives from a kinematic consideration of the dipole

movement over one tidal period, and separates between dipoles who escape the return flow and the dipoles that returns to the

strait during the subsequent phase of the tide (Kashiwai, 1984a; Wells and van Heijst, 2003). Dipoles escaping the return flow

contribute to net water exchange through the strait. A treshold value Stc = 0.13 was found by (Wells and van Heijst, 2003) and

this value is later confirmed by (Vouriot et al., 2019) in a numerical study of idealized tidal lagoons.75

In this study, our aim is to understand how the geometric constraint of a tidal strait influences the effectivity of tidal pumping.

We systematically perform 164 numerical simulations in an idealized tidal strait, varying the width and length of the straits
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as well as the amplitude of the tidal forcing. Although 3D processes may affect vortex flows (van Heijst, 2014; Albagnac

et al., 2014), we believe a 2D depth averaged approach will give valuable new insight into tidal strait flows. A 2D approach

is therefore used in this study. The results of the simulations are analysed with focus on flow separation, dipole formation and80

propagation and net water exchange. Finally, we derive a simple kinematic model for net tracer transport that fits well to the

results from the simulations and brings understanding to the process of water exchange through a tidal strait.

2 Modelling

2.1 The model

We use the Finite Volume Community Ocean Model (FVCOM) (Chen et al., 2003). FVCOM has been used in numerous studies85

of coastal and estuarine waters (Lai et al., 2015, 2016; Sun et al., 2016; Li et al., 2018; Chen et al., 2021) and also globally and

in the Arctic Ocean (Chen et al., 2016; Zhang et al., 2016). FVCOM uses an unstructured triangular grid in the horizontal and

terrain-following σ-coordinates in the vertical (Chen et al., 2003). The model solves the equations for momentum and mass

conservation as well as the equations for temperature, salinity and density. In our case, we set temperature, salinity and density

to constant values and FVCOM then solves the following equations90

∂u
∂t +u∂u∂x + v ∂u∂y +w ∂u

∂z − fv =− 1
ρ0

∂p
∂x + ∂

∂z

(
Km

∂u
∂z

)
+Fu

∂v
∂t +u ∂v∂x + v ∂v∂y +w ∂v

∂z + fu=− 1
ρ0

∂p
∂y + ∂

∂z

(
Km

∂v
∂z

)
+Fv

∂u
∂x + ∂v

∂y + ∂w
∂z = 0

∂p
∂z =−ρ0g.

(3)

x, y and z are the Cartesian coordinates in east, north and vertical directions, respectively, u, v and w are the x, y and z

components of velocity, respectively; p is pressure; ρ0 is the constant density; f is the Coriolis parameter; g is the acceleration

of gravity; Km is the eddy diffusion coefficient and Fu and Fv are the diffusion terms for horizontal momentum in x and y

directions, respectively. The calculation of Km is done with the Mellor and Yamada (1982) level 2.5 turbulent closure scheme,95

modified by Galperin et al. (1988). Fu and Fv are calculated using the eddy parameterization method by Smagorinsky (1963).

The diffusion coefficient within Fu and Fv is given by

Am = 0.5CΩ

√
(
∂u

∂x
)2 + 0.5(

∂v

∂x
+
∂u

∂y
)2 + (

∂v

∂y
)2, (4)

where C is a constant, set to 0.1 in our case, and Ω is the grid cell area.

The surface boundary conditions are100

Km

(
∂u
∂z ,

∂v
∂z

)
= 1

ρ0
(τsx, τsy)

w = ∂ζ
∂t +u ∂ζ∂x + v ∂ζ∂y

∣∣∣∣∣∣∣
z = ζ(x,y, t), (5)
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where τsx and τsy are the surface stress in x and y directions, respectively, and ζ is the surface elevation. The bottom boundary

conditions are

Km

(
∂u
∂z ,

∂v
∂z

)
= 1

ρ0
(τbx, τby)

w =−u∂H∂x − v ∂H∂y

∣∣∣∣∣∣∣
z =−H(x,y), (6)

where τbx and τby are the bottom stresses in the x and y direction, respectively and H is the bottom depth. The bottom stresses105

are given by

(τbx, τby) = ρ0Cd
√
u2 + v2(u,v), (7)

where the drag coefficient

Cd =max

(
κ2

ln( zbz0 )2
,0.0025

)
. (8)

Here, κ is von Karmans constant (∼ 0.4), z0 is the bottom roughness set to be 0.001 m and zb is height above bottom of the110

lowest horizontal velocity level.

2.2 Setup of simulations

The model domain is bounded by a semi-circled open ocean and a straight coastline on the eastern side (Fig. 2). The full domain

is 500 km in the north-south direction and up to 250 km in the east-west direction. At the center of the eastern boundary, we

place a peninsula and an island separated by a strait. The strait is the focus of our study. The idea behind this configuration is115

that the pressure difference over the length of the strait is set by the tidal wave travelling in the open ocean and not by the flow

through the strait. In this way, the flow through different strait geometries will be forced similarly. The setup can be seen as an

idealized representation of the Lofoten peninsula in northern Norway.

Surface stress (Eq. 5) is set to zero, and the only forcing of the simulations is a northward propagating Kelvin wave specified

at the semi-circled western boundary120

ζobc =Ate
(x−xc)

Rd sin(ky−ωt). (9)

Here, ω = 2π/T , T is the M2 tidal period (12.42 hours), k = ω/
√
gH , xc is the constant position along the x-axis of the

straight eastern coast (ignoring the peninsula) and Rd is the Rossby radius of deformation. Equation 9 describes a classical

Kelvin wave moving northward with the coast to the right (Gill, 1982). The Coriolis parameter corresponds 70◦N latitude and

the depth H = 100 m, giving a Rossby radius Rd ' 230 km. The surface elevation given by Eq. 9 is specified at the boundary125

nodes. The velocities in FVCOM is located in the center of each triangular cell, and not directly at the boundary. The velocities

in the open boundary cells are calculated based on the assumption of mass conservation (Chen et al., 2003, 2011).

In order to investigate the geometric effects on the tidal pumping, we vary the width of the strait, W, from 1 km to 12 km,

and the length of the strait, L, from 4 km to 22 km. The curvature of the coastline at the strait entrance and exit is equal and

5
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Figure 2. Left panel: The entire model domain with the peninsula attached to the eastern coast and the island located west of the peninsula.

The red color marks the area with initial tracer concentration equal 1m−3. Right panel: The mesh near the strait with 12 km width (top) and

1 km width (bottom).

shaped as a quarter of a circle with a radius of R= 2 km. The strait is directed north-south, and the geometry and coordinates130

used in the study is shown in Fig. 3b. In total we conduct 164 idealized simulations using 82 different strait geometries and

two different amplitudes of the tidal forcing (At = 1 and At = 0.5, see Eq. 9).

We simulate a homogeneous ocean over a flat bottom of 100 m depth. To avoid unwanted effects of boundary layers near

a vertical wall, we use a sloping bottom at the innermost 600 m from the coastline inside the strait (Fig. 3a). The minimum

depth is 5 m. Because our tracer model requires vertical layering, we divide the water column into two layers in the vertical.135

However, the analysis of results are done using vertically averaged velocities and this work can therefore be regarded as a 2D

barotropic study. zb is roughly equal to a quarter of the total depth resulting in a slightly increased drag coefficient over the

shallow depths near the sides of the strait (Eq. 8). zb = 1m gives Cd = 0.0034 while Cd = 0.0025 for zb > 2.8m.
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Inside the strait the resolution is 50 m along the coastline. Inside the focus region surrounding the strait the resolution

linearly coarsens to 200 m with distance from the coast. The focus region is, in addition to the strait itself, the semi-circle140

(radius =W/2 + 2R) of high resolution at both sides of the strait entrances (Fig. 2). Outside the focus area, the resolution

coarsens further to 2 km both at the western tip of the island and at the coastline to the east. At the western open boundary the

resolution is 20 km.

The simulations are run for a total of 20 days. First, a 10 days spin-up, before we introduce a passive tracer, which is simulated

using the Framework for Aquatic Biogeochemical Models (Bruggeman and Bolding, 2014, FABM) coupled to FVCOM. The145

initial concentration of the tracer is set to 1 m−3 inside a rectangular box south of the strait, and 0 m−3 elsewhere (left panel in

Fig. 2). The northern edge of the initial tracer release is at the center of the strait. This configuration of the initial concentration

restricts the tracer exchange in the north-south direction to be through the strait only.

3 Overview of model results

By visual inspection we see that vortices form in all the different strait configurations. However, only a fraction of the straits150

produces self-propagating dipoles. Figure 4 provides an overview of all the simulations and the straits where self-propagating

dipoles are visually observed. The dipole formation clearly depends on the strait geometry, where narrow and short straits favor

dipole formation. Additionally, with stronger tidal forcing (At = 1.0 m) dipoles form in wider and longer straits compared to

when the tidal forcing is weak (At = 0.5 m). In this section, we present an overview of the results illustrated by the temporal

evolution of the tracer and vorticity distribution in three representative simulations.155

We choose to show three examples where the tidal forcing and the strait length are equal (At = 1 m and L= 4 km), and

the strait widths are W = 1 km, W = 4.5 km and W = 12 km, respectively. The difference in strait width results in different

temporal evolution of the tracer distribution and the vorticity fields. We show the results from the first half of the tidal cycle,

which we define to start at slack tide after ebb. The first six hours (t = 0-6 hours) are during flood tide and the tidal current is

directed northward. All three examples have flow separation and vortex formation at the strait exit, but only in the two former160

do the vortices connect into self-propagating dipoles.

In the narrowest strait (W = 1 km, Fig. 5), the flow separates and vortices form 1.5 hours after slack tide. At this point the

flow is dominated by two separated shear layers with negative (right) and positive (left) vorticity. The separated shear layers

are connected via a trailing jet to the two initial vortices, which now form a self-propagating dipole. The dipole at this stage

consists of two intense vortex cores filled with water having tracer concentration near 1. After 3 hours, the dipole has increased165

in size and the vortex cores are somewhat less intense. The outer part of the dipole now consists of water with near zero vorticity

and near zero tracer concentration. The streamlines indicate that this low concentration water has not come through the strait

but is entrained into the dipole at the northern side of the strait. The dipole continues to grow while moving northward, fed by

the trailing jet and by entrainment of low vorticity water. Since the dipole is formed early in the tidal cycle, the dipole has time

to propagate far northward before the flow reverses.170
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In the 4.5 km wide strait (Fig. 6) the time period from slack tide till flow separation and dipole formation is longer than in

the 1 km wide strait. At 1.5 hours separation has not yet occurred. The vorticity is confined to the narrow viscous boundary
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black thick circles mark the three simulations shown in Fig. 5 to 7

.

layers, while the tracer has started to exit the strait. The width of the two boundary layers is similar to the 1 km strait. However,

since the strait is wider, the boundary layers occupy a smaller fraction of the strait. Most of the water flowing through the

strait therefore has near zero vorticity. At 3 hours, a dipole has formed and grows while moving northward during the tidal175

period. The vorticity is mainly located inside the vortex cores and most of the dipole consist of water with near zero vorticity.

An obvious difference from the 1 km wide strait (Fig. 5) is that much of the near zero vorticity water in the dipole has come

through the strait and contains tracer. This leads to a pattern where the tracer covers a larger area than the vorticity. The

dipole barley detaches from the coastline before the flow reverses, and no proper trailing jet is formed. Instead, we observe a

continuous vortex shedding from the separated shear layer at the strait exit, which to some degree interact and merge with the180

stronger initial vortices.

In the widest strait (W = 12 km) we observe a continuous vortex shedding from the boundary layer similar to the 4.5 km

wide strait (Fig. 7). However, the vortices never interact across the width of the strait to form a dipole. In addition to a larger

separation distance between the counter-rotating vortices, the flow also separates later than in the two former examples. The

first vortices observed at the exit, three hours after slack tide, are advected through the strait and not formed at the northern185

exit during the ongoing tidal phase. First after almost four hours, are the first vortices shed from the separated boundary layer.
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Figure 5. The temporal tracer and vorticity fields, with the corresponding stream-function, is displayed for a 1 km wide and 4 km long strait

in the left and right panel, respectively. The experiment is forced with a tidal wave of amplitude At = 1 m. The upper, middle and lower

panels shows a snapshot in time of the tracer and the vorticity fields at 1.5 hours, 3 hours and 4.5 hours after slack tide, respectively.

These vortices do not interact across the strait to form a dipole, but rather seem to interact and merge with other co-rotating
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Figure 6. The temporal tracer and vorticity fields, with the corresponding stream-function, is displayed for a 4.5 km wide and 4 km long

strait in the left and right panel, respectively. The experiment is forced with a tidal wave of amplitudeAt = 1 m. The upper, middle and lower

panels shows a snapshot in time of the tracer and the vorticity fields at 1.5 hours, 3 hours and 4.5 hours after slack tide, respectively.
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Figure 7. The temporal tracer and vorticity fields, with the corresponding stream-function, is displayed for a 12 km wide and 4 km long strait

in the left and right panel, respectively. The experiment is forced with a tidal wave of amplitude At = 1 m. The upper, middle and lower

panels shows a snapshot in time of the tracer and the vorticity fields at 1.5 hours, 3 hours and 4.5 hours after slack tide, respectively.

vortices at the same side of the strait. Since no self-propagating dipoles are formed, the vortices do not escape the return flow

and the net tracer transport through the strait is near zero.

The three examples shown in Fig. 5 to 7 all have the same channel length, but they illustrate the process of dipole formation190

and dipole transport properties. These processes are similar for all channel lengths, although the channel length influences

channel flow and thereby whether dipoles form or not. In general, longer straits require narrower strait widths for dipoles to

form (Fig. 4), and flow separation and vortex formation occurs later in the tidal cycle.

In the following, we go into the details of flow separation, vortex formation and dipole properties. These topics are important

for the understanding of how strait geometry affects flow dynamics and water exchange through narrow tidal straits.195

12



500 1000 1500 2000 2500 3000 3500 4000

R/U (s)

0.5

1

1.5

2
T

s
 (

1
0

 s
)

4

Figure 8. Separation-time (Ts) plotted against (R/U ). The dashed line is the best linear fit Ts = 4.3R/U+3998. Straits with self propagating

dipoles are marked gray.

4 Flow separation and vortex formation

The timing of flow separation depends on the flow dynamics at the strait exit. Here the balance between non-linear advection

and pressure forces leads to an adverse pressure gradient caused by the widening of the strait. The flow separates from the

coastline when the adverse pressure gradient acts in the same direction as the friction and brings the velocity in the viscous

boundary layer to zero (Signell and Geyer, 1991; Kundu, 1990). Since the adverse pressure gradient results from the nonlinear200

advection, the separation time can be related to the ratio of local acceleration to nonlinear advection, also called the Keulegan-

Carpenter number (Kc) (Signell and Geyer, 1991). Flow separation can occur when

Kc =
UT ∗

R
> 1, (10)

where T ∗ is the timescale where the flow dynamics become non-linear and R is the length scale of the strait exit (Fig. 3b).

From here and through the rest of the paper, the velocity scale U is given by the tidal velocity amplitude. This is calculated as205

the maximum in time of the cross-strait average at y = yu (Fig. 3 for coordinate definitions). Assuming the time of separation,

Ts, can be related to T ∗ and thatKc must obtain a certain value for separation to occur, then Ts should be proportional toR/U .

This relation is confirmed when plotting Ts against R/U (see Fig. 8). Here, Ts is the separation time obtained from the model

results (details of how Ts is obtained are given below). Corresponding values of Kc lay mainly between 5 and 15.
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The formation of starting vortices and self-propagating dipoles occurs when the flow separates. The vorticity needed to form210

these vortices originates from the strong velocity front that is formed at the boundary between the newly separated flow and the

reversed flow along the coast. At the time of flow separation, the velocity front immediately rolls-up into a vortex. This process

is illustrated in Fig. 9, where the flow field near the point of separation is plotted on top of vorticity and surface elevation for

the same three simulations shown in Fig. 5 to 7. The vorticity created in the velocity front causes a maximum absolute value

of vorticity to occur at separation time. This is shown in Fig. 10 for the same three simulations shown in Fig. 9.215

For the simulations with strait widths 1 km and 4.5 km (upper and middle panel of Fig. 9) the two initial vortices interact

and form a dipole. In these two straits we see a rapid buildup towards the maximum absolute value in vorticity followed by

a decrease (black and green curve in Fig. 10). In the 1 km wide strait the initial vortices remain attached to the strait by a

trailing jet, and we observe only one prominent peak in maximum absolute value of vorticity (black curve in Fig. 10). In the

4.5 km wide strait several vortices are shed from the separated velocity front after the initial vortex shedding (see Fig. 6), and220

several local maximums occurs after flow separation (green curve in Fig. 10). In the widest strait the initial vortices never

connect into a dipole, and the maximum absolute value of vorticity is much less prominent compared to the narrower straits

(blue curve in Fig. 10). However, also for the widest strait we observe by visual inspection that the maximum absolute value of

vorticity coincides with the initial vortex formation due to flow separation, at about 4 hours after slack tide. We find that, for

all simulations, the maximum absolute value of vorticity corresponds to the separation time. Therefore, the separation time is225

estimated from the timing of the absolute value of vorticity within the strait exit (yu < y ≤ ye, see Fig. 3b).

The initial vorticity of the vortices created during flow separation is an important parameter for determining their ability

to form a dipole, as well as the propagation velocity of the dipole that forms. Here, the vortices are represented by the radial

profiles of Lamb-Oseen (LO) vortices (Lamb, 1916; Leweke et al., 2016),

vθ =
Γ

2πr
(1− e− r2

a2 ) (11a)230

ξ =
Γ

πa2
e−

r2

a2 , (11b)

where ξ is the vorticity, Γ is the circulation of the vortex, a is the radius of the vortex core and r is the distance from the

center of the vortex core. Originally a increases with time and depends on viscosity. Equation 11 is a particular solution to the

Navier-Stokes equations (Habibah et al., 2018), and is known to show good agreement with experimental data (Leweke et al.,

2016). The vortex shape described by Eq. 11 fits well to our modelled vorticity (see Fig. 11). We obtain the core radius a by235

finding the best fit of Eq. 11 to the modelled vortices, using the maximum and minimum vorticity from the model data.

From the results shown in Fig. 9 we see that the newly formed vortices have nearly equal size, even though the three

simulations have very different characteristics. The estimation of core radius for all 164 simulations shows that what is indicated

by Fig. 9 is a general result. The estimated core radius at separation time is given by a(Ts) = 110± 18 m for all simulations

and a(Ts) = 116±14 m for the dipoles (mean ± one standard deviation, see Fig. 12). This suggests that the vortex core radius240

is near constant across all simulations, which again suggests that the vorticity should be proportional to the strait velocity.

Plotting the maximum absolute value of vorticity against the along-strait velocity at separation time v(Ts) (Fig. 13), suggests

14
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Figure 9. Sea surface height (left) and the vorticity (right), with contours showing the corresponding stream lines, are shown at separation

time. We show the fields in the three straits displayed in a) Fig. 5 (W = 1 km), b) Fig. 6 (W = 4.5 km), and c) Fig. 7 (W = 12 km),

respectively.

that the maximum absolute value of vorticity can be represented as

|ξ(Ts)|max '
|v(Ts)|
a(Ts)

. (12)

It must be kept in mind that the simulated values of vorticity is strongly dependent on resolution. However, the important point245

is that vorticity can be expressed as shown in Eq. 12 and Fig. 13, which is likely to be true also for higher resolution simulations

with higher maximum vorticity. The effect of resolution will be discussed in more detail in Section 8.1.
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Figure 10. Time-series of the maximum magnitude of vorticity at the strait exit, defined as the area where yu < y ≤ ye. The black, green

and blue curves represents the same three simulations shown in Fig. 5 to 7, respectively. The triangles mark the separation time.

We have shown that the flow separation coincides with a maximum in absolute value of vorticity and that the dipole is

formed at the time of separation. The vorticity of the initial vortices are given by strait velocity divided by the core radius, and

the initial core radius is near equal for all simulations. In the following section, we describe how dipole vortices are recognized250

and the determination of their propagation velocity.

5 Dipole recognition and tracking

To obtain dipole properties we track the initial vortices from the time of flow separation to the end of the tidal phase. The vortex

centers are points of minimum surface elevation as seen in Fig. 9. So, when tracking the vortices, we simply track the minima

in surface elevation. Typically, vortices form simultaneously on each side of the strait at separation time, and we start tracking255

the two minima in surface elevation from this moment. We evaluate the propagation velocity and direction of the two vortices

to determine whether they have connected into a dipole or not using two criteria illustrated in Fig. 14.

The criteria are based on two simple principles. The first criterion is that a dipole will propagate normal to the line connecting

the two vortices and therefore conserve the distance between them (Leweke et al., 2016). We observe that vortices that do not

connect into dipoles tend to be advected to each side of the strait opening, increasing the distance between them. The second260

criterion is based on the fact that a dipole escaping the returning tidal flow needs to have a propagating velocity over a certain

limit. Fitting these two criteria to the results of visual inspection leads to the following formulations used to recognize dipoles

in the simulation results (see Fig. 14 for notations),

b2− b1
2(y2− y1)

< 2.9, (13)

and265

Udip =
y2− y1

∆t
> 0.2ms−1. (14)
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Figure 11. The vorticity distribution along a line intersecting the two vortices at each side of the strait at separation time. a), b) and c) is from

the three simulations shown in Fig. 5 to 7, respectively. The gray line shows the vorticity distribution from the model output, while the red

and blue lines are calculated vorticity distribution using Eq. 11b, for the left and right vortex, respectively.

The first of these criteria sets a limit to the increase in distance between the vortices compared to northward propagation of the

dipole, while the second criterion requires that the dipole have a mean propagation speed larger than 0.2 m/s. ∆t is the time
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Figure 12. The vortex core radius at separation time, plotted against the separation time. The core radius is the mean radius of the two vortex

cores formed at each side of the strait. Straits with self propagating dipoles are marked gray.

between the two dipole positions given by y1 and y2. The last criterion is important to rule out dipoles that form late in the

tidal cycle and will not escape the strait before the tidal current reverses. These dipoles often are too slow to move out of the270

strait, and their separation distance is therefore near constant because it is restricted by the coastline. To recognise escaping

dipoles, we find that it is necessary to set a lower limit to their propagation velocity and therefore we have introduced the

second criterion defined by Eq. 14.

When tracking the vortices we obtain the dipole propagation velocities, which together with the tidal velocity and vorticity

distributions, enables us to investigate the vortex properties.275

6 Representation of the dipole propagation velocity

Dipole properties, such as core radius (a) and propagation velocity (Udip) determine the net water exchange through the strait

(Kashiwai, 1984a; Wells and van Heijst, 2003). Another important parameter is the sink radius (Rs). The water volume within

the semi-circle (sink region, Fig. 1a) with radius Rs will be drawn into the strait when the flow reverses at t= T/2. If the

dipole has travelled a distance larger than Rs it will escape the return flow. Here, we choose to investigate dipole properties280

inside the sink region.
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Figure 13. The theoretical velocity shear v/a plotted against the absolute value of the vorticity in the vortices at separation time. Straits with

self propagating dipoles are marked gray.

Comparing the tracked dipole velocities to the theoretical velocities obtained from Eq. 1, we find that the dipole propagation

velocity given by Eq. 1 is too low. Instead, we get a much better fit when using the sum of the contributions from the two

vortices,

Udip '
|Γ1|+ |Γ2|

2πb
, (15)285

where Γ1 and Γ2 are the circulation of the two vortices respectively. We calculate Γ1 and Γ2 from Eq. 11 using the value of

maximum vorticity

Γ = πa2ξmax, (16)

and compare the dipole propagation velocity estimated using Eq. 15 to the tracked velocities. Figure 15 shows the comparison

for each time-step in the same two simulations shown in Fig. 5 and 6, and Fig. 16a shows the comparison for dipole velocities290

averaged within the sink region.

Assuming the two vortices are of equal strength equal gives

Udip '
Γ

πb
. (17)
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Figure 14. A sketch illustrating the dipole tracking. x1 and y1 is the position of the midpoint between the two vortices, and b1 is the distance

between the two vortices at separation time, t= Ts. Likewise, x2, y2, is the position on the midpoint between the vortices, and b2 is the

distance between the vortices at t= Ts + ∆t.

Since the majority of the vorticity is contained within the core radius, scale analysis gives Γ' πaU , which is obtained by

assuming ξ ' U/a . This suggests that the dipole propagation velocity can be represented as295

Udip ' αU, (18)

where α= a/b is the aspect ratio of the vortices. The comparison to tracked velocities (Fig. 16b) shows that Eq. 18 is a good

representation of the dipole propagation velocity.

The dipole propagation velocity is crucial when determining the transport properties of the dipole in relation to tidal pumping

(Kashiwai, 1984a; Wells and van Heijst, 2003). In the next section we will use the simple relations found here in the search for300

a parameter describing the net water exchange through the strait.
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(a)

(b)

Figure 15. Dipole propagation velocity for a dipole formed in (a) the 1 km wide and 4 km long strait shown in Fig. 5, and (b) the 4.5 km

wide and 4 km long strait shown in Fig. 6. The black curves are velocities obtained from dipole tracking, while the blue curves are velocities

calculated using Eq. 15. The gray patch indicates the time before flow separation. The dashed black line indicates when the dipole escapes

the sink region.
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Figure 16. The dipole velocities obtained from tracking (on the x-axis) plotted against a) the theoretical dipole velocities (Eq. 15), and

against Uα (Eq. 18) in the lower panel. The tracked velocities, theoretical velocities and α are averaged over the time period when the dipole

is located inside the sink region.

7 Water exchange through the strait

7.1 Effective tracer transport

To investigate the role of dipole vortices in generating net water exchange, we first quantify the effective tracer transport Qe,

Qe =
Qn
Qm

. (19)305 22



Qe is the ratio between the net tracer transport Qn and the maximum potential for net tracer transport through the strait Qm,

over the course of one tidal cycle. Qn is calculated through a cross-section in the center of the strait (y = ye−L/2) as

Qn =
T∑

t=0

N∑

n=1

cnvndAndt. (20)

Here vn is the normal velocity through an area element dAn, and cn is the tracer concentration in grid cell n. Qm is given by

Qm =

T/2∑

t=0

N∑

n=1

cmaxvndAndt+

T∑

t=T/2

N∑

n=1

cminvndAndt. (21)310

The maximum possible tracer transport occurs when the northward transport consists entirely of water containing tracer con-

centration c= cmax, and the southward transport consists entirely of water containing tracer concentration c= cmin. In our

case cmax = 1 m−3 and cmin = 0 m−3. The effective tracer transport is independent of the volume transport, and is a measure

of how efficient water is exchanged through the strait.

7.2 Water exchange by self-propagating dipoles315

The ability of the dipole to escape the return flow determines its contribution to water exchange through a strait (Kashiwai,

1984a; Wells and van Heijst, 2003). Both Kashiwai (1984a) and Wells and van Heijst (2003) investigated the dipole position

relative to the sink region at flow reversal to evaluate the ability of the dipole to escape. While Kashiwai (1984a) only considered

the position of the dipole relative to the sink region, Wells and van Heijst (2003) evaluated the strength of the return flow relative

to the dipole velocity at its position. Both approaches resulted in a threshold value of the Strouhal number (Stc) between 0.8320

and 0.13, separating the dipoles escaping (St < Stc) and dipoles not escaping (St > Stc) the return flow.

We follow the approach of Kashiwai (1984a) and investigate the dipole transport potential by evaluating the dipole propaga-

tion distance, Ld, relative to the sink radius, Rs, at t= T/2.

Ld = Udip

(
T

2
−Ts

)
, (22)

and Rs is given by325

Rs =

√
2Q

πH
=

√
2WUT

π
, (23)

where W is channel width, Q'WH
T/2∫
0

vdt=WHUT/π is the tidal prism, and v = Usin(ωt) is the along-strait velocity.

Here we assume the sink region is formed as a semi-circle, with a radius Rs, and the water depth H is constant inside the

domain.

The position of the dipole relative to the sink radius at t= T/2 is evaluated by the non-dimensional parameter Sd,330

Sd =
Rs
Ld

=

√
2WUT

πUdip
(
T
2 −Ts

) . (24)
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This expression is formulated in the same fashion as the Strouhal number by Kashiwai (1984a) and Wells and van Heijst

(2003), meaning that low numbers favor escaping dipoles and effective water exchange. If Sd > 1 the dipole is inside the sink

region when the flow reverses, and conversely, if Sd < 1 the dipole is outside the sink region and will escape the return flow.

Sd considers dipole transport properties only, and shows different behavior for the different strait lengths when plotted against335

effective tracer transport (Fig. 17a). Values of Sd well below one does not guarantee net tracer transports, as can be seen for

some of the longest straits (Fig. 17a). This indicates that we need to consider the strait length in order to describe the effective

tracer transport through the strait.

The dipole can only be an important contributor for water exchange if the strait is shorter than the tidal excursion. If the strait

is longer than the tidal excursion, the water mass on one side of the strait will not be able to travel through the strait, with zero340

net tracer exchange as a result. In order to evaluate the effect of strait length we introduce the nondimensional length scale

SL =
L

Lt
=

πL

UmT
. (25)

Here, Lt =
T/2∫
0

vmdt is the tidal excursion and L is the strait length. vm = Umsin(ωt) is the cross-strait maximum tidal current,

and Um is the amplitude of vm. We choose to use the maximum current in the estimation of Lt because this ensures that the

net tracer transport is zero for SL > 1. In this case the tracer front will not propagate through the strait during one half tidal345

cycle and no tracer will be available for the dipole to capture and transport away from the strait. This is the case for many of

the long straits, with zero tracer transport as a result (Fig. 17b). However, similar as for Sd, SL < 1 does not guarantee a net

tracer transport.

SL and Sd can be combined to give the effective tracer transport through the strait. To show this we consider the situation

where SL < 1, which assures that tracer will flow through the channel. We apply a simple kinematic model illustrated by Fig.350

18. This Fig. shows the tracer distribution at t= T/2, where the dark gray represents the tracer in the dipole, the medium gray

represents the tracer in the jet following the dipole and the light gray is the tracer inside the channel. All the tracer inside the

channel and an unknown fraction of the tracer in the jet and dipole will be drawn back into the channel when the flow turns at

t= T/2. We assume that the fraction inside the sink region will be drawn back, but this fraction depends on the shape of the

dipole and jet, which is not easily estimated. However, to simplify the problem we assume that the dipole/jet is shaped like a355

rectangle, as illustrated by the green box in Fig. 18. The fraction inside Rs is now given by the lengths Ld, Rs and rd only. We

have introduced the distance rd to include that parts of the dipole can escape even if Ld <Rs.

At t= 0 we assume that the tracer front is located on one side of the strait at y = y0, and that the water transported into

the strait at y = y0 always has a tracer concentration equal to cmax. The tracer transported through the cross-section at y = y0

between t= 0 and t= T/2 is given by cmaxWHLt. The tracer distribution at t= T/2 is divided between the strait, jet and360

dipole as illustrated in Fig. 18. This can be expressed as

WLt =WL+WLd +Vdip, (26)

where Vdip represents the volume with tracer concentrations equal cmax in the dipole.H and cmax cancels since they appear on

both sides of the equation. If the water that is drawn back maintains its tracer concentration cmax and the water that originates
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(a)

(b)

Figure 17. The effective transport,Qe plotted against the non-dimensional parameters a) Sd and b) SL. Dipoles, recognized from the criteria

given in Section 5, are marked with a gray halo.

on the other side of the strait has a tracer concentration of cmin, the net tracer transport can be expressed as365

qn =
(
W (Lt−L)− Rs

Ld + rd
(WLd +Vdip)

)
cmax

− Ld + rd−Rs
Ld + r

(WLd +Vdip)cmin. (27)
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Figure 18. Idealized distribution of tracer at t= T/2 between the dipole (dark gray), jet (medium gray) and strait (light gray).

Here, we assume that the net volume flux during one tidal cycle is zero. Combining Eqs. 26 and 27 gives

qn =W (Lt−L)(1− Rs
Ld + rd

)(cmax− cmin). (28)

The maximum potential for tracer transport (see Eq. 21) is

qm =WLt(cmax− cmin). (29)370

Dividing Eq. 28 by qm gives the effective tracer transport

qe = (1−SL)(1− Sd
Xd

), (30)
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where Xd is given by

Xd = 1 +
rd
Ld
. (31)

Thus, using the simple kinematic model (Fig. 18), we can express the effective tracer transport in a simple combination of Sd375

and SL, and the new parameter Xd. The result is shown in Fig. 19, where we plot qe against Qe for two different values of Xd.

It is clear that Xd, which represent the size of the dipole, is vital to get a good fit between the kinematic model (Fig. 18) and

the simulation results. For Xd = 1 (Fig. 19a), corresponding to rd = 0, the fit between simulation results and kinematic model

is not very good, although the kinematic model captures the main physics. However, using Xd = 1.67, collects the simulation

results tightly around the line Qe = qe (Fig. 19b).380

8 Discussion

8.1 Sensitivity to mesh discretization

The resolution of our mesh varies from 50 m in the centre of the strait to 20 km at the outer boundary. The Rossby radius is

∼ 230 km, and the northward propagating Kelvin wave should therefore be well represented in the model. The mesh resolution

is more critical in the centre of the strait where vorticity and circulation are important parameters for vortex formation and385

dipole propagation. Vorticity is extremely sensitive to mesh resolution, and it is possible that the processes of separation and

vortex formation is affected by the model resolution. In our case, the spatial scale of the initial vortices is close to the smallest

scale the model can resolve. It is therefore important to investigate whether our conclusions regarding tracer transport, dipole

propagation velocity and separation time are affected by the model resolution?

Vorticity is created in the velocity front formed by flow separation. The simulated vorticity in the velocity front depends390

strongly on model resolution. However, the total production of vorticity with time is less dependent on resolution. This can be

shown by integrating the vorticity over an area containing a segment of the velocity front. During a time t, a velocity front with

length Ut is formed, where U is the tidal velocity in the strait. Assuming that the velocity equals U on one side of the front

and zero on the other, and that U is directed along the front gives (Kashiwai, 1984b)
∫∫

Av

∇×vdA=

∮

C

v ·dl' U2t. (32)395

Here Av is the area enclosing a segment of the front, C is the closed contour encircling Av , v is the velocity vector and dl

is an incremental length segment directed tangential to C. This result suggests that if the model resolution is sufficient to

correctly represent the strait velocity and a flow separation, the total vorticity in a segment of the front is likely to be correct

and independent of resolution. Since the vortices are formed from segments of the front, the total vorticity in the vortices

and the circulation are likely to be similar between models of different resolution. Based on this analysis, we will argue that400

local vorticity is sensitive to mesh resolution, but the circulation is less sensitive to resolution as long as the model properly

represents the strait velocity and a flow separation. Since dipole propagation velocity depends on the circulation of the vortices

(Eq. 15), it is probably not very sensitive to mesh resolution.
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Figure 19. The effective transportQe from the simulations (Eq. 19) plotted against the effective transport resulting from the simple kinematic

model (Eq. 30) for a) Xd = 1 and b) Xd = 1.67. The dashed line indicates Qe = qe. Dipoles, recognized from the criteria given in Section

5, are marked with a gray halo.

To study the effect of resolution, we have repeated a number of the simulations using finer mesh resolution. In the new

simulations, the resolution at the coast is set to 10 m inside the strait. The other simulations presented in this paper has 50 m405

resolution at the coastline (see Section 2.2). We have selected 7 strait configurations which are simulated with higher resolution.
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Figure 20. Comparison between 10m and 50m resolution simulations. a), b) and c) shows the comparison in velocity scale U , dipole

propagation velocity Udip and effective transportQe. d) and e) shows the effective transportQe (Eq. 19) from the finer resolution simulations

plotted against the effective transport resulting from the simple kinematic model (Eq. 30) for d) Xd = 1 and e) Xd = 1.67. The dashed line

indicates Qe = qe. Dipoles, recognized from the criteria given in Section 5, are marked with a gray halo.

These are the three simulations shown in Fig. 5 to 7 in the manuscript plus four others of different strait width and length. A

comparison with the coarser simulations and final results for the simulations with 10 m resolution are shown in Fig. 20.

The strait velocities, dipole propagation velocities and the effective transports resulting from the high resolution simulations

are all similar to the results from the coarser simulations (Fig. 20a-c), although dipole propagation velocities are slightly higher410

and effective transports are slightly lower for the new simulations. The effective transport shows similar agreement with results

from the kinematic model (Fig. 20d and e) as the results from the 50m resolution simulations (Fig. 19). The simulated effective

transports fit closely to the kinematic model results for Xd = 1.67. This shows that mesh discretization has little influence on

the main conclusions of this paper.

Even if the velocity, dipole propagation and tracer transport is not very sensitive to mesh resolution, we clearly see that415

vorticity in the high resolution simulations reach larger values. Determining the separation time from the time of maximum

vorticity is not a reliable method in the high resolution simulations. There is still a significant vorticity increase at the time

of separation, but the maximum vorticity now typically occurs at the time of maximum strait velocity. The separation times
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are therefore determined by visual inspection, and they are similar to the ones in the 50 m resolution simulations. Another

interesting observation is that one side of the dipole may consist of two co-rotating vortices in the high resolution simulations,420

while it is a single vortex in the coarser simulations. The theoretical dipole propagation velocity (Eq. 15) still fits well to the

tracked velocity if the circulation around both of the co-rotating vortices are considered.

8.2 Effect of strait length on flow dynamics

To understand why strait length is a restriction factor for dipole formation (Fig. 4), it is instructive to use the simplified model

of Garrett and Cummins (2005). They consider the along strait velocity v as a function of time and position y along the strait.425

The equation governing the flow is,

∂v

∂t
+ v

∂v

∂y
=−g ∂η

∂y
− Cd
H
|v|v, (33)

where η is the surface elevation, Cd is the drag coefficient (Eq. 8) and H is depth. Scaling this equation using the velocity

amplitude U as velocity scale, T/2 as time scale and the strait length L as length scale gives

2
U

T
+
U2

L
∼ g δη

L
− Cd
H
U2, (34)430

where δη is the surface elevation difference between the exit and entrance of the strait. Our model setup is designed such that

the difference in surface elevation across the strait is set by the tidal wave propagating around the peninsula and not by the

strait flow. Due to this, δη is treated as constant. From Eq. 34 it is clear that the pressure force and non-linear acceleration

terms decreases with strait length, while the linear acceleration and friction are both independent of length. For L < 10km, the

non-linear acceleration dominates the linear and frictional terms. When non-linear acceleration dominates, this will balance the435

pressure term which gives a velocity scale, U ∼√gδη. However, if either linear acceleration or friction balances the pressure

force, the result is a velocity scale that decreases with length. Whether it is friction or linear acceleration that determines the

length effect seen in Fig. 4 depends on the relation between these two terms. In our case, where H = 100m, Cd ∼ 0.001 and

T ∼ 45000, the acceleration is about 4 times larger than the friction term for U = 1m/s. Therefore, it is mainly the linear

acceleration that leads to the length effect seen in Fig. 4. For shallower depths it is likely that friction will cause a significant440

reduction in strait velocity. Smaller U requires narrower straits to obtain dipole formation, which explains the results shown in

Fig. 4.

8.3 Dipole formation and flow separation

The dipole propagation velocity depends on the strength of the vortices set by their vorticity, and it is important to understand

how the vorticity is generated. Wells and van Heijst (2003) assume that the vorticity is generated in the viscous boundary layer445

and injected into the vortices formed at the point of flow separation. Afanasyev (2006) introduces the "startup time", which is

the time when the dipole starts propagating after an initial growth period being fed by the jet. Our simulations show a somewhat

different picture. The dipole starts moving as soon as it is formed, and we see no initial period of growth (Fig. 15). The dipole

is formed at separation time (Fig. 9), and before this we see no sign of vortices in the vorticity field (e.g. upper panel in Fig. 6).
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The dipole formation is associated with a maximum in time of the absolute value of vorticity (Fig. 10). In the high resolution450

simulations presented in Section 8.1, flow separation does not occur at maximum vorticity, but is still associated with a sharp

increase in vorticity. This is an interesting phenomenon and the question is whether the vorticity is a consequence of separation

or if it plays an active role in causing the separation. Our results suggest that there is a buildup of vorticity before separation

(Fig. 10), which indicates that the vorticity plays an active role in the separation process. The decrease in vorticity after

separation might be connected to the roll-up of the velocity front creating the initial vortices. We see from our simulations,455

that the core radius of the vortices increases and the maximum vorticity decreases with time. Assuming it would take time to

build up the vorticity before another vortex is formed fits with the picture of maximum absolute value of vorticity occuring at

separation time. Buildup and shedding of vorticity is also observed to be important in controlling the separation point location

of the flow around a wind turbine blade (Melius et al., 2018).

The velocity front rolls-up immediately after separation and creates the dipole vortices (Fig. 9). That the separated velocity460

front rolls up into a vortex is commonly observed in studies of flow separation (Délery, 2013), and that the velocity front is the

origin of the vorticity was also proposed by Kashiwai (1984a, b). During a time T∗ flow separation creates a velocity front of

length UT∗ and the velocity difference across the front is U . Using the same approach as in Eq. 32, we find that the circulation

of the front is Γ' U2T∗ (Kashiwai, 1984b). Using this together with Eq. 17 and 18 the timescale T∗ can be expressed as

T∗ =
aπ

U
. (35)465

In our simulations, U varies between 1 and 4 m/s, and the initial core radius a is about 100 m for all simulations (Fig. 12. This

gives a timescale T∗ between one and five minutes. Thus, the initial vortices is created within one to five minutes after flow

separation. Vorticity is injected into the dipole also after separation and the circulation in the dipole increases. However, the

order of magnitude of the total increase in the circulation is roughly similar to the circulation in the initial vortices. Therefore,

the circulation of the dipole is well below the maximum possible given by Γmax ≈ U2(T2 −Ts), which occurs if all vorticity470

created in the separated velocity front is injected into the dipole.

8.4 Dipole propagation velocity

As shown by Fig. 15 and 16, Eq. 15 is a good representation of the dipole propagation velocity. However, Eq. 15 gives a velocity

that is twice as large as estimates obtained using Eq. 1. The aspect ratio of our simulated dipoles are mostly small (α� 1)

and the absolute maximum is about 0.5. For these aspect ratios Eq. 1 should be in good agreement with the simulated dipole475

velocities (Delbende and Rossi, 2009; Habibah et al., 2018), but instead the dipole propagation velocities are consistently twice

as large. Recent work (Habibah et al., 2018) expresses the solution to the Navier Stokes equation in form of a power series in

the aspect ratio. To first order the propagation velocity is given by our Eq. 1, and a correction to this only appears in the fifth

order of the aspect ratio. In our case this correction should be small. Also, from Delbende and Rossi (2009) it appears that

the propagation velocity actually decreases for increasing aspect ratio. Equation 1 gives the propagation velocity of a dipole480

moving in a non-moving ocean with no external forces acting on the dipole. These approximations are probably not valid in a
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tidal strait, where a strong background flow is present and vorticity and momentum are injected into the dipole by the trailing

jet. We suspect that this is the reason for the discrepancy between Eq. 1 and the tracked dipole velocities.

A derivation of propagation velocity for a dipole connected to a jet is presented by Afanasyev (2006). The budget of volume

and momentum in the dipole leads to a propagation velocity equal to half the channel/jet velocity, in good agreement with485

observations. Afanasyev (2006) investigated a steady jet, but the mechanisms of momentum input from the jet to the dipole

will apply also in our case of an oscillating tidal jet. We don’t know the aspect ratio of the dipole studied by Afanasyev (2006),

but it is not unlikely that it is around 0.5 and that his result therefore is in agreement with our result (Eq. 18). Equations 15 and

18 do not have a clear theoretical basis, but show good fit to our large ensemble of numerical simulations. Further studies of

dipoles formed in tidal straits are needed to fully understand the propagation of these dipoles.490

9 Summary and conclusion

In this study, we have performed a total of 164 numerical simulations of an ideal tidal strait, investigating flow separation, dipole

formation and water exchange for different widths and lengths of the strait. We show that dipoles form and start propagating at

the time of flow separation. The vorticity of the dipole vortices originates from the velocity front created by flow separation. The

simulated dipole propagation velocity is twice as large as the propagation velocity derived for vortex pairs with no background495

flow (Lamb, 1916; Delbende and Rossi, 2009; Habibah et al., 2018) (Eq. 1). This is probably caused by injection of momentum

into the dipole by the tidal jet (Afanasyev, 2006).

We derive two parameters Sd and SL. Sd (Eq. 24) is given by the ratio between sink radius and distance travelled by the

dipole, while SL (Eq. 25) is given by the ratio between strait length and tidal excursion. For SL > 1, the tracer will be contained

within the strait through the whole tidal cycle and net transport is zero. For Sd > 1, the center of the dipole will be inside the500

sink region when the flow turns at t= T/2. However, since the dipole is of finite size a fraction of the dipole may still escape

the return flow causing net tracer transport. From a simple kinematic model we show that the effective tracer transport can be

expressed by Sd, SL and a parameter Xd representing the dipole size relative to the sink region (Eq. 30 and 31). 1/Xd acts as

a weight to Sd. Setting the value of Xd such that effective transports are zero for values of the weighted Sd larger than one,

gives a remarkable good fit between the simple kinematic model and the numerical simulations (Fig. 19).505

The kinematic model (Eq. 19) provides an understanding of the processes creating a net tracer transport through a tidal strait.

In our idealized straits, the sink region is described by a half circle, the coastline curvature at the strait exit is kept constant and

the strait is of uniform width. Along an irregular coast in the real world this will be different, but the physical processes will

still be valid. An interested continuation of this study will be to derive Sd, SL and Xd for a real coastline and investigate how

well we can describe net tidal transports through straits.510

Code availability. Model code is available at http://fvcom.smast.umassd.edu/fvcom/
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Abstract. Vestfjorden in Northern Norway, a major spawning ground for the Northeast Arctic cod, is sheltered from the

continental shelf and open ocean by the Lofoten-Vesterålen archipelago. The archipelago, however, is well known for hosting

strong and vigorous tidal currents in its many straits, currents that can produce significant time-mean tracer transport from

Vestfjorden to the shelf outside. We use a purely tidally-driven unstructured-grid ocean model to look into nonlinear tidal

dynamics and the associated tracer transport through the archipelago. Of particular interest are two processes: tidal pumping5

through the straits and tidal rectification around islands. The most prominent tracer transport is caused by tidal pumping

through the short and strongly nonlinear straits Nordlandsflaget and Moskstraumen near the southern tip of the archipelago.

Here tracers from Vestfjorden are transported tens of kilometers westward out on the outer shelf. Further north, weaker yet

notable tidal pumping also takes place through the longer straits Nappstraumen and Gimsøystraumen. The other main transport

route out of Vestfjorden is south of the island of Røst. Here the transport is primarily due to tracer advection by rectified10

anticyclonic currents around the island. There is also an anticyclonic circulation cell around the islands of Mosken-Værøy, and

both cells have have flow speeds up to 0.2 m/s, magnitudes similar to the observed background currents in the region. These

high-resolution simulations thus emphasize the importance of nonlinear tidal dynamics for transport of cod eggs and larvae in

the region.

1 Introduction15

Increased industrial activity along the Norwegian coast rises concern about potential impacts on the marine ecosystem. To

properly assess risks involved, we need to understand oceanic dynamics in near-shore regions and its associated transport of

nutrients and pollutants. Together with wind and freshwater run-off, tides often dominate the flow dynamics in coastal regions.

While strong tidal currents are known to cause efficient vertical mixing of the ocean, important for bringing up nutrients to

the surface and ventilating the coastal seas, their contribution to net horizontal transport is often underestimated due to their20

oscillating nature. However, when strong tidal currents interact with complex topography in shallow waters, nonlinear flow

dynamics can produce significant time-mean lateral transport (Huthnance, 1973; Parker, 1991).
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In this study we will investigate nonlinear tidal dynamics around Lofoten-Vesterålen in Northern Norway (Figure 1), a major

spawning ground for the Northeast Arctic cod (Hjermann et al., 2007). Spawning of this species takes place all along the middle

and northern Norwegian coast, but as much as 40 percent of the cod spawns in Vestfjorden southeast of the Lofoten-Vesterålen25

archipelago (Ellertsen et al., 1981; Sundby and Bratland, 1987). The cod eggs and larvae spend the first five months drifting with

the ocean currents from Vestfjorden to nursing grounds in the Barents Sea (Ådlandsvik and Sundby, 1994), and the survival

rate during this initial pelagic drift is crucial for the recruitment of the fish stock (Hjort, 1914; Houde, 2008). Therefore a good

understanding of drift and spreading patterns of the cod eggs and larvae is important for identifying particularly vulnerable

regions and factors controlling the recruitment of the Northeast Arctic cod.30

The majority of studies on transport of Northeast Arctic cod eggs and larvae have focused on flow dynamics on the Nor-

wegian shelf where the Norwegian Coastal Current (NCC) and Norwegian Atlantic current (NwAC) quickly transport the cod

larvae northeastward and into the Barents Sea (e.g. Ådlandsvik and Sundby, 1994; Vikebø et al., 2007; Opdal et al., 2008).

The transport out of Vestfjorden itself has been reported to mainly take place around the southern tip of the Lofoten-Vesterålen

archipelago (Vikebø et al., 2007; Opdal et al., 2008), following the larger-scale background currents, notably the NCC, and35

currents that respond to sporadic wind events. But by including stokes drift by wind-generated surface gravity waves, Röhrs

(2014) and Röhrs et al. (2014) found that particles were transported closer to the coast and that the many straits which cut

through the archipelago might be of larger importance than previously assumed.

The straits are well known for hosting strong and vigorous tidal currents. This includes a set of narrow and relatively long

straits along the northern half of the archipelago, but even more so 2–3 wider but short straits over the shallow ridge southwest40

of Lofotodden (Moe et al., 2002). Here, near the southern tip of Lofoten, Moskstraumen is situated, also called the Lofoten

maelstrom and famous for its vigorous and deadly currents. For the interested reader, tales, stories and observations of the

Lofoten maelstrom can be traced all the way back to the medieval ages (see Gjevik et al., 1997). It seems clear that the vigorous

tidal transport and dispersion around Moskstraumen in particular, but also in other straits of Lofoten, can impact the net

exchanges between Vestfjorden and the shelf outside. Existing studies have focused on quantifying tidal dispersion rates (Lynge45

et al., 2010) and on establishing a link between tidal dispersion and transport by time-mean currents (Ommundsen, 2002). There

has, however, been less attention put on identifying and quantifying the underlying non-linear dynamics responsible for tidal

dispersion and transport. Two such nonlinear processes that are likely to be important in our region, and will therefore be the

focus of the present study, are tidal pumping and tidal rectification.

Tidal pumping in a strait is a Reynolds flux of properties caused by a temporal asymmetry in circulation patterns between50

the flood and ebb phases of the tide (Geyer et al., 2001). The process can be explained using the simple model by Stommel and

Farmer (1952), who were the first to investigate this phenomenon. When tidal currents enter a strait, say from the open ocean

side, we expect them to behave roughly as potential flow and be steered by the coastline into the opening. So waters from a

wide region around the opening, the ’sink region’, is pulled into the strait. In contrast, when the flow exits the strait during

the subsequent phase of the tide, the joint effect of friction and an adverse nonlinear pressure gradient as the strait opens up55

might cause the flow to separate from the coastline (Kundu et al., 2016). If there is such flow separation, the exiting water will

continue straight ahead as a tidal jet. The areas covered by the sink region and the tidal jet are equally large, but they clearly

2
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Figure 1. The general ocean surface circulation in the Lofoten-Vesterålen region. Black arrows show the Norwegian Coastal Current (NCC)

and the red arrow shows the Norwegian Atlantic Current (NwAC). The blue two-headed arrow show the location of Moskstraumen, situated

between Lofotodden to its north and the small island Mosken to its south.

take on different shapes. Some regions are overlapping while others are not. The existence of non-overlapping regions will

cause some difference in what waters flow into and out of the strait. More recent studies have found that the presence of a tidal

jet on outflow from a strait is intimately related to the formation of self-propagating dipoles at the strait exit (Wells and van60

Heijst, 2003; Afanasyev, 2006; Nøst and Børve, 2021). The dipoles emerge from vortices that form at the points where the

flow separates from the coastline, one at each side of the strait exit. The vortices become a self-propagating dipole when the

strait is narrow enough for the two to interact, so that the velocity field of one vortex begins to advect the vorticity of the other.

This self-propagating dipole is then trailed by the tidal jet. As it turns out, most of the water that exits the strait is injected into

the dipole and its trailing jet (Nøst and Børve, 2021). Therefore, if the dipole avoids being drawn back into the strait during the65

subsequent potential flow phase of the tide, the result will be a net property exchange through the strait (Kashiwai, 1984; Wells

and van Heijst, 2003; Nøst and Børve, 2021).
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Figure 2. Satellite images from Copernicus Sentinel-II missions showing the surface currents in Moskstraumen and Nordlandsflaget.The

Sentinel-II missions satellites carry a multi-spectral instruments with 13 spectral channels in the short wave infrared and visible/near infrared

spectral range, whereas this image is collected from band B4 (664.6 nm). The satellite imagery was assessed and processes using data from

the Norwegian National Ground Segment for Sentinel data (Halsne et al., 2019, pers. comm. Trygve Halsne).

The second process, rectification of oscillating currents around isolated islands and banks, has been observed in several

regions where cross-slope tidal currents are prominent. The phenomenon can be explained as a response to a nonlinear mo-

mentum transport convergence by the oscillating currents (Huthnance, 1973; Loder, 1980) or, alternatively, a net cross-slope70

vorticity flux by the same oscillations (Zimmerman, 1978; Robinson, 1981). The generation of a net vorticity flux can be under-

stood by imagining following a water column that moves periodically up and down the topographic slope of a bank, driven by

a large-scale tidal potential (Zimmerman, 1978, 1981). In the northern hemisphere, the column attains negative vorticity on its

way up the slope and positive vorticity on its way down due to vortex squeezing and stretching, respectively. Bottom friction

then removes some negative vorticity from the column over shallow regions and some positive vorticity over deep regions.75

A sustained oscillation, driven by the large-scale tidal potential, will hence be associated with a positive vorticity flux from

shallow to deep regions. In a quasi-steady state, the vorticity flux from many such columns may be balanced by bottom friction

acting on a time-mean anti-cyclonic circulation around the bank. Additionally, a net vorticity flux across a sloping bottom

can be generated by differential bottom friction acting on water columns that are made to oscillate along the sloping bottom

(Zimmerman, 1978; Loder, 1980; Pingree and Maddock, 1985; Maas et al., 1987). In this case the direction of the vorticity80

flux will depend on the orientation of the tidal ellipses relative to topography, but the end result will also be time-mean currents

around island and banks.

Indication of large dipole vortices associated with tidal currents have been observed in satellite images from Moskstraumen

(see e.g. Figure 2), indicating that at least tidal pumping may be of importance in the Lofoten-Vesterålen region. The rectifi-

cation of tidal currents has not, to our knowledge, been observed or studied before in this region. But strong tidal oscillations85

around the islands of Mosken, Værøy and Røst off the southern tip of the archipelago suggest that this is a process worth

investigating. In the presence of interactions with smaller-scale non-conservative flow dynamics, such time-mean circulation
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cells may very well act as ’gears’ that transport cod eggs and larvae, as well as nutrients and pollutants, between Vestfjorden

and the outer shelf.

In this paper we will isolate these two potential transport mechanisms by conducting and analysing a purely tidally-forced90

numerical simulation of the region. Modeling non-linear tidal dynamics in such a complex region is challenging. Lynge et al.

(2010) found that modelled tidally-driven transport through Moskstraumen is highly dependent on the model grid resolution

and that a horizontal resolution down to 50–100 m is required to resolve key non-linear dynamics and thus obtain realistic

transport estimates. This resolution in much higher than what is typically used in e.g. operational transport models of the

region. Our approach to this practical problem is to use an unstructured grid model which allows very high resolution in straits95

where nonlinear tidal dynamics is thought to be important. At the same time the flexible mesh allows us to reduce resolution

away from complex geometry, thus enabling us to run simulations over a large enough domain to provide a good representation

of the northward propagating tidal waves. The model setup and a validation against available observations are summarized in

section 2. The two dynamical processes are then discussed separately in section 3. Finally, a brief summary of results in section

4 wraps up the study.100

2 Model description

We use the Finite Volume Community Ocean Model (FVCOM Chen et al., 2003), for modelling tidal flows in the Lofoten-

Vesterålen region. FVCOM is a prognostic, free-surface, three-dimensional primitive equation ocean model which solves the

integral form of the equations on an unstructured triangular horizontal grid and a terrain-following vertical grid. For this study

of lateral transport dynamics we used a two-dimensional version of FVCOM, leaving out buoyancy effects. The model calcu-105

lates momentum advection using a second-order accuracy flux scheme (Chen et al., 2013; Kobayashi et al., 1999), horizontal

diffusion of momentum by the Smagorinsky closure scheme (Smagorinsky, 1963) and quadratic bottom friction using a depth-

dependent drag coefficient. The governing equations are integrated in time using a modified explicit forth-order Runga-Kutta

time stepping scheme (Chen et al., 2013).

The model domain, with coastline and bottom depths, is shown in Figure 3. The unstructured triangular grid enables us110

both to resolve small-scale nonlinear flow dynamics near land as well as the large-scale behavior of the tidal waves. Along

the coast the grid resolution is as high as 30–50 meters, which provides us with a minimum of five grid cells across the

narrowest cross-sections inside straits and inlets. Most straits are, however, resolved with more that five grid cells, as illustrated

by Nappstraumen in the right panel of Figure 3. Such high resolution near land allows us to model flow separation and the

development of eddies, which are important processes for generating nonlinear tidal transports. The grid resolution decreases115

monotonically away from land and steep topography, down to around 5 km along the open boundary away from the coastline.

Along the open boundary, we force the model with prescribed sea surface height (SSH) anomalies due to northward-

propagating tidal waves. We obtain the SSH forcing fields from the TPXO 7.2 assimilated tidal model (Egbert and Erofeeva,

2002) from which we include all major constituents. The surface elevation is specified at the boundary nodes. Velocities in FV-
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Figure 3. The model domain for the unstructured-grid modeling. The left panel a) shows the bathymetry inside the model domain. The dotted

thick black line shows the outer open boundary of the model. The thin black line bordering Vestfjorden outlines the boundary of the region

where we release a tracer. The right panel b) shows an example of the varying triangular grid resolution near Nappstraumen, highlighted by

the red rectangle in the left panel.

COM are calculated in the center of each triangular cell, and not directly at the boundary. The velocities in the open boundary120

cells are calculated based on the assumption of mass conservation (Chen et al., 2003, 2011).

We spin the dynamics of FVCOM up for six months before analyzing the model fields. In order to investigate tidal transport

dynamics, we couple FVCOM with a passive tracer module, the Framework for Aquatic Biogeochemical Models (FABM

Bruggeman and Bolding, 2014). After the six-month spin-up period, we release a passive tracer of concentration 1 m−3 inside

Vestfjorden (bounded by the thin black lines shown in the left panel of Figure 3). The tracer concentration is set to zero outside.125

After this initial tracer release, we run the coupled model for another two more months to ensure that we capture effects of the

the spring-neap cycle.

2.1 Model validation

The large-scale behavior of the M2 and K1 tidal waves and associated currents are shown in Figure 4. The semi-diurnal

M2 wave (left panels) is the dominating constituent in the region. The wave is scattered and deflected around the Lofoten130

archipelago. The fraction of the wave that enters Vestfjorden slows down and the SSH amplitude increases towards the head
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of the fjord due to the geometry of the fjord. In contrast, the fraction of the wave that passes west of the archipelago speeds

up along the narrowing shelf. The result is a small phase shift and a large difference in SSH amplitude between Vestfjorden

and the outer side of the archipelago. This generates strong tidal currents in the straits (lower left panel). Particularly strong

currents are found over the narrow and shallow ridge south of Lofotodden.135

The K1 wave is the dominating diurnal constituent (right panels), but its amplitude in SSH is only about one tenth of the M2

amplitude. The K1 wave behaves similarly to the M2 wave inside Vestfjorden, and a gradient in SSH across the archipelago

produces strong diurnal tidal currents as well through the straits (lower right panel). Interestingly, along the narrow outer shelf

vest of the archipelago we observe that the K1 tidal current amplitude increases northward, particularly west of Vesterålen.

For comparison, the M2 tidal current amplitude decreases in the same area. This prominent amplification of the diurnal tidal140

component, K1, has been attributed to the generation of diurnal continental shelf waves by Ommundsen and Gjevik (2000) and

Moe et al. (2002).

The large-scale behavior of both M2 and K1 waves in our model corresponds well with results reported earlier by Gjevik

et al. (1997) and Moe et al. (2002). Furthermore, the sea surface height and phase from the model fit reasonably well with

observations from five stations provided by the Norwegian Mapping Authority, Hydrographic Service (2021), as shown in145

Figure 5. One notable exception is the phase of the K1 tide which is too small in the model compared to observations from

Andenes, Kabelvåg and Harstad. The modeled tidal current amplitudes also agree well with observations (also shown in

Figure 5c). Here we also observe that the K1 tidal current dominates in station 8, Sortlandssundet, which corresponds to the

enhanced current velocities for the diurnal K1 tide in Vesterålen seen in the lower right panel of Figure 4. In general, we find

that the overall performance of our FVCOM tidal simulation is acceptable, providing a good foundation for investigating tidal150

transport dynamics in the region.

3 Tidally-driven tracer transport in Lofoten

Figure 6 shows a three-day average of the tracer concentration near the end of the simulation period. We observe a pronounced

net tracer exchange between Vestfjorden and the shelf outside, particularly south of Lofotodden. Water with tracer concen-

tration exceeding 0.3 m−3 is transported tens of kilometers westward on the outer shelf from this southernmost region. We155

also observe notable tracer transports through the longer straits Nappstraumen (4) and Gimsøystraumen (5) somewhat further

north. In contrast, only a very small amount of tracer appears to be transported through the long and narrow Raftsundet (6) and

Tjeldsundet (7) even further to the northeast.

A visual comparison with Figure 4 suggest that the transport scales roughly with the intensity of tidal currents, but here

we will have a closer look at the actual dynamics at play. As outlined above, the focus will be on two processes. The first is160

essentially a Reynolds ’pumping’ of a passive tracer through straits, stemming from a correlation between fluctuations in the

tidal velocity and fluctuations in tracer concentration. The the second is the generation of rectified currents around islands.

We set out to clarify and summarize key theoretical aspects of each process as well as check their applicability in Lofoten-

Vesterålen.
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Figure 4. The M2 (left panels) and K1 (right panels) tide in the model. The upper panels show the amplitude (color) and phase (contours)

of SSH for the two constituents. The lower panels show the magnitude of the major axis of tidal currents (colors) and bottom topography

(contours).
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Figure 5. Comparison between modelled and observed tidal properties in Lofoten. Comparisons for the SSH tidal amplitude Aη and phase

shift gη are displayed in panel a) and in panel b), respectively, for five stations in Lofoten: Andenes (A), Harstad (H), Kabelvåg (K), Narvik

(N) and Bodø (B), shown as orange markers in the right panel d). The different tidal constituents considered are M2 (black diamonds), K1

(green circles), N2 (purple squares) and S2 (gray triangles). The observations of SSH are collected from the Norwegian Mapping Authority,

Hydrographic Service (2021). Panel c) shows the comparison between tidal current amplitude in the model and from observations collected

from table 3 of Moe et al. (2002). In total we compare 11 stations in the Lofoten-Vesterålen region, shown as dark gray markers in the right

panel d). We display the M2 tidal current amplitude from all stations, and in addition the K1 tidal current amplitude from station 8 (diamond)

in Sortlandssundet, since this latter station is in a region where the diurnal tidal current (K1) is known to dominate.

3.1 Tidal pumping165

Tidal pumping through a strait is a property exchange associated with zero net mass transport (i.e. a Reynolds flux) caused by

a temporal asymmetric flow field between the ebb and the flood tide (Stommel and Farmer, 1952). The flow asymmetry arises

where inflow to a strait takes the form of a broad potential flow whereas outflow is concentrated in a jet generated after flow

separation. When the tidal current exits a strait, the flow decelerates as the cross-sectional area increases. If the deceleration is

rapid enough for nonlinear dynamics to dominate, there will be a dynamic low pressure in the strait and high pressure outside170

the opening. In that case both the pressure gradient and bottom friction acts against the flow direction, and currents near the

coast where friction is strongest might be brought to halt and even reverse, resulting in flow separation (Kundu et al., 2016;

Signell and Geyer, 1991). Flow separation and corresponding flow asymmetry are typically present in straits that have strong

tidal currents and abrupt openings. As also pointed out in the introduction, the generation of a tidal jet on outflow through an

abrupt strait opening is intimately tied to the presence of a self-propagating dipole.175

Before making quantitative estimates we take a look at the flow field in two of the straits. Figure 7 shows the flow and

tracer field in Nappstraumen (4) through one tidal cycle. The various panels give time slices at 3 and 4.5 hours into the flood

after slack tide and 3 and 4.5 hours into the ebb after the next slack tide (which corresponds to 9 and 10.5 hours after the first

slack tide). At 3 hours we see that the northward-flowing tidal current has separated from the coast near the abrupt opening

in the north. The separation has created two oppositely-signed vortices that are trailed by a jet, in line with previous studies180

(Afanasyev, 2006; Nøst and Børve, 2021). The vortices form a self-propagating dipole pair and grow in time, as can be seen at
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Figure 6. 72-hour average tracer concentration, two months after initial tracer release. The yellow line shows the boundary of the initial

tracer release area. Inside the yellow boundary the initial tracer concentration was one, while everywhere else the tracer concentration was

zero. The contours show the bottom topography.The main straits through the archipelago which will be investigated in this study are: (1)

Røsthavet, (2) Nordlandsflaget, (3) Moskstraumen, (4) Nappstraumen, (5) Gimsøystraumen, (6) Raftsundet and (7) Tjeldsundet. Note that

the numbering do not correspond to the numbering of the stations given in Figure 5.
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Figure 7. Tracer distribution in Nappstraumen (4) during the first full tidal cycle in the simulation. The time is given in hours after slack tide

after ebb.

4.5 hours. The vortices clearly capture and transport waters with high tracer concentration northward as they propagate away

from the strait during flood tide, as expected from theory.

The ebb tide (9 and 10.5 hours in the figure) returns water to the northern opening as potential flow, following the shape

of the coastline. The flow paths are thus distinctly different compared to those during flood tide, and waters with low tracer185

concentration are drawn back in, particularly along the western flanks of the strait. In this particular strait the self-propagating

dipole, formed during flood, is strong enough to escape the return flow. The bulk of the tracer captured by the two vortices

therefore remains at the northern side, contributing significantly to the net tracer transport through Nappstraumen over the

course of the full tidal cycle. At the more gradual southern opening of the strait, there is much less indication of flow separation.

There is suggestion of a small and weak vortex pair forming along the south-western flank, but the net tracer transport appears190

to be limited.
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Figure 8. Same as Figure 7, but for Moskstraumen (3) and Nordlandsflaget (2).

The situation is somewhat different in Moskstraumen (3) between Lofotodden and the island of Mosken, as show in Figure 8.

Here there is flow separation, dipole and jet formation at both exits during flood and ebb tide, respectively. A closer inspection

shows that the dipoles form later in the tidal cycle compared to the generation at the northern exit in Nappstraumen, and their

propagation distance is somewhat shorter when the flow reverses. Even so, their propagation speed is strong enough that the195

bulk of the dipoles avoid being transported back into the strait by the return flow. The inflow to Moskstraumen, in contrast,

also primarily takes the form of potential flow, drawing fluid into the strait from all directions. The result is a large net tracer

transport which is clearly seen in Figure 6. A dipole with a trailing jet is also observed to form during ebb tide (10.5 hours)

in Nordlandsflaget (2) a few kilometers to the south-west between the islands of Mosken and Værøy. This flow feature brings

low-concentration waters into Vestfjorden, but the net effect appears to be somewhat dwarfed by the pumping that takes place200

in Moskstraumen.

3.1.1 Parameters controlling tidal pumping

According to Nøst and Børve (2021), the net transport of a tracer through a tidal strait depends primarily on two non-

dimensional length scales. The first parameter is a purely kinematic one, namely the ratio of the tidal excursionLt (the expected

travel distance of a particle transported by the tidal current) and the length Lxs of the strait:205

L∗ =
Lt

Lxs
. (1)
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If the tidal excursion is shorter than the strait (L∗ < 1), a net transport of properties is not possible. The second non-dimensional

length scale reflects the dynamics at play, namely the travel distance of the self-propagating dipole relative to the extent of the

sink region:

Ls =
Ld

Rs
, (2)210

where Ld is the dipole travel distance during one half tidal period and Rs is the sink radius (a measure of the region covered

by potential flow on inflow to the strait). Ls corresponds roughly to the nondimensional Strouhal number used by Kashiwai

(1984) and Wells and van Heijst (2003). If Ls < 1, the dipole is inside the sink region and will be affected by the potential

flow back into the strait. Depending on the self-propagation velocity of the dipole relative to the sink velocity at its positions,

a smaller or larger fraction of the dipole will be pulled back into the strait.215

While the first non-dimensional parameter, L∗, is relatively easy to estimate in our study, the second parameter, Ls, is more

complicated to work with in a realistic setting. Ls depends on the dipole properties and the shape of the sink regions, both of

which are affected non-trivially by the kind of complex bathymetry and coastlines present in Lofoten. Therefore, instead of

tracking dipole travel distances and estimating sink radii, we here chose to assess the flow asymmetry at the strait openings. In

other words, we set out to investigate the extent to which the inflow through a strait opening behaves as potential flow whereas220

the outflow takes the form of a jet. As such, this relationship is more in line with the original model of Stommel and Farmer

(1952) and follows the procedure recommended by Signell and Butman (1992).

To reiterate, the formation of a tidal jet during outflow from a strait requires flow separation which is driven, in part, by the

build-up of an adverse pressure gradient. The build-up of an adverse pressure gradient, in turn, requires nonlinear advection

of momentum (Signell and Geyer, 1991). So it makes sense to investigate the relationship between non-linearity and flow225

asymmetry in the various straits in Lofoten. In a coordinate system where the x-axis points along the strait, a truncated form of

the along-strait momentum equation is

∂u

∂t
+u

∂u

∂x
=−g ∂η

∂x
, (3)

where u is the along-strait velocity, η is the sea surface height and g is the gravitational acceleration. We have ignored cross-

strait advection and friction for the arguments to follow (skin friction in our simulations is demonstrably small compared to230

the time acceleration at tidal frequencies) . An assessment of the importance of non-linearity in a strait opening can be done

by comparing the advection term to the time rate of change of momentum. The advection term itself can be estimated from

volume conservation as

u
∂u

∂x
∼ ui

ui

∆x

(
Ai

Ae
˘1
)
, (4)

where ui is the velocity at the inner, narrow, part of the strait, and Ai and Ae are the cross-sectional areas covered by the235

current at the inner part of the strait and the strait exit, respectively. Finally, ∆xmeasures the distance over which the change in

cross-sectional area takes place. If the tidal current is large and the change in cross-sectional area is large and abrupt (meaning

Ae�Ai and ∆x is small), then the nonlinear advection will be strong.
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Figure 9. A sketch illustrating flow asymmetry. The left panel a) shows the tidal current entering the strait from all directions during ebb

tide. The right panel b) show a tidal current exiting the same strait during flood tide. However, now the flow separates from the coastline and

a dipole with a trailing jet has formed and propagated away from the strait. U is the tidal current speed and A is the cross-sectional area. The

notations i and e corresponds to the inner and outer side of the strait opening, respectively. ∆x is the length of the strait opening where we

evaluate the flow asymmetry and the nonlinearity of the flow dynamics.

The non-linearity of the flow is then found by dividing (4) by ui/T , where T is half a tidal period. So we get the non-linearity

parameter240

Snl =
uiT

∆x

(
Ai

Ae
− 1
)
. (5)

As shown by the sketch in Figure 9, the area covered by the jet at the strait exit, Ae, can be quite different between inflow and

outflow. On inflow the appropriate scale for Ae is the actual width of the strait exit, while on outflow the scale may be that of

the jet—if a jet forms. So the maximum strength of non-linearity is best measured on inflow, i.e. using values of Ai and Ae

gathered from the strait geometry.245

To assess flow asymmetry, we will use the model’s pressure or sea surface height field. To understand how flow asymmetry

will manifest itself in the pressure field, we again return to the sketch in Figure 9. If the inflow takes the form of potential flow

while the outflow is in the form of a jet (as indicated in the figure), the non-linear pressure gradient across the strait opening

(i.e. over distance ∆x) will be larger during inflow than during outflow. This observation suggests that the magnitude of the

difference in pressure gradient between inflow and outflow will be a measure of the asymmetry.250

We start by forming normalized pressure gradients across each strait openings:

∆̃η =
∆ ηo/∆xo

∆ηs/∆xs
, (6)
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where ∆ηo/∆xo is the pressure gradient across the opening and ∆ηs/∆xs is the corresponding gradient across the entire

strait. The latter should primarily reflect the large-scale pressure gradient, so normalizing by this will help isolate the nonlinear

contribution to the pressure gradients around the strait exits. The flow asymmetry around a given strait exit is then measured255

by the magnitude of the difference between ∆̃η at flood and ebb tide:

Axo = |∆̃ηflood− ∆̃ηebb| (7)

A small value of Axo should indicate negligible flow asymmetry while a large value should indicate large flow asymmetry and

thereby the potential for prominent tidal pumping.

We calculated ∆̃η at ebb and flood tide for each M2-tidal cycle at both openings of all the straits shown in Figure 6. Individual260

estimates for each strait opening and each phase of the tides were then averaged over the whole simulation period. Finally, a

mean asymmetry parameter Axo was calculated for each opening. Since we deal with realistic geometries, the definition of the

openings is somewhat subjective. But we tried to apply similar criteria to all strait openings, choosing the most obvious outer

strait entrance/exit and the corresponding closest narrow cross section inside. The outer opening would typically be where flow

separation and dipole formation could potentially occur and contribute to tidal pumping. An example is the northern exit of265

Nappstraumen, which is defined to start at the narrow cross-section where the flow separates and dipole forms (see Figure 7).

Corresponding nonlinearity parameters Snl were also estimated over the same openings for each M2 tidal cycle and averaged

over these.

The estimates of Axo and Snl for the seven straits are shown in Figure 10. The calculation reveals considerable scatter but

indicates a near-linear relation between the two parameters. This suggests that most straits that have nonlinear flow dynamics270

also have a flow asymmetry that may be linked to formation of tidal jets. We made estimates for both openings of each strait

since the geometries on the two sides may be widely different. Nappstraumen (4) is the most notable example. At its northern

opening, the flood exit, abrupt changes in the coastal geometry causes the flow dynamics to be highly nonlinear and asymmetric

between flood and ebb. And we saw from Figure 7 that the asymmetry here is closely tied to prominent dipole formation

during flood tide. In contrast, at the more gradual opening in the south, non-linearity, dipole formation and asymmetry are275

much weaker.

The largest nonlinearities and asymmetries are found in the northern opening of Nappstraumen (4), in both openings of

Moskstraumen (3) and in the southern (ebb) opening of Nordlandsflaget (2). It is interesting to note that the non-linearity in

Røsthavet (1) is comparable to that in the northern (flood) opening of Nordlandsflaget, but that the asymmetry is lower. As it

turns out, Røsthavet is the widest strait in the whole region. So although tidal currents are just as large as in Nordlandsflaget and280

there is actually flow separation here during both phases of the tide (not shown), the vortices formed are too far apart to form a

self-propagating dipole and a trailing tidal jet. The longer straits in the north (5–7) all have moderate to low nonlinearities and

asymmetries. The reason for this is probably that the overall flow dynamics becomes more linear as the strait length increases

(Nøst and Børve, 2021). This brings down the current speeds, and hence the nonlinearity, in these long straits.
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Figure 10. Estimates of the flow asymmetry Axo at the openings of each strait plotted against the non-linearity parameter Snl. Green dots

are values at the flood exit (directed out of Vestfjorden) while light gray dots are values at the ebb exits (directed into Vestfjorden). Both

parameters are plotted on log scales.

Measuring tidal pumping strength285

To finally evaluate the strength of the tidal pumping, we calculate a tracer transport efficiency for each strait. The transport

efficiency T ∗p is defined as the actual tracer transport through the strait divided by a ’transport potential’ made up of the time-

averaged magnitude of the along-strait velocity |u|, the time-averaged mean tracer concentration difference between the two

strait openings ∆c and the strait cross-sectional area A. So

T ∗p =
∫∫
u′c′ dA

∆c |u|A
. (8)290

where overbars indicate the time mean and primes indicate perturbations from that mean, so that u′c′ is the Reynolds flux of

c. The transport efficiency for a given strait is estimated in the same manner as the non-linearity and flow asymmetry, i.e. by

calculating a value for each M2 tidal cycle and then averaging over the whole simulation period.

Figure 11 shows T ∗p for all straits plotted against asymmetry parameter Axo and the nondimensional tidal excursion L∗. The

asymmetry parameter for a given strait is the average from the two strait openings. As already discussed, and as seen in panel295
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Figure 11. The tracer transport efficiency T ∗p plotted against non-dimensional parameters Axo (a), L∗ (b) and AxoL∗ (c). Two estimates of

Axo are shown for Gimsøystraumen (5).

(a), three straits stand out in terms of flow asymmetry: Nordlandsflaget (2), Moskstraumen (3) and Nappstraumen (4) (where

the high value comes from the northern opening). We now see that these are also the three straits with the highest transport

efficiency. But even though Nappstraumen has the largest flow asymmetry of all straits, the transport efficiency is notably

lower than in Nordlandsflaget and Moskstraumen. The likely reason is tied to the fact that Nappstraumen is a relatively long

strait, as can be seen in panel (b). The tidal excursion in Nappstraumen (4) is only twice the strait length, while the excursion in300

Nordlandsflaget (2) and Moskstraumen (3) is almost ten times longer than the strait length. Hence, just by considering the strait

length, we expect the net effect of flow asymmetries in Moskstraumen and Nordlandsflaget to be larger than in Nappstraumen.

Røsthavet (1) is also a short strait, where the tidal excursion is much larger than the strait length. However, in this strait the

flow asymmetry is weak and we thus expect little tidal pumping. We have at present no underlying theory for tidal pumping

efficiency as a function of both Axo and L∗. But since the transport efficiency must depend on both flow asymmetry and short305

strait length compared to the tidal excursion, we plot T ∗p against the product of the two parameters in panel (c). The scatter is

now reduced and the data from the various straits roughly follow a linear relationship.

In forming the various estimates above some subjective decisions will impact the results. In particular, the exact value of the

asymmetry parameter Axo depends on the location chosen for the inner and outer opening of a strait (to calculate a pressure

drop). Complex strait geometries typically make clear-cut choices difficult. Gimsøystraumen (5) is the strait which has the310

most complex geometry, having two regions where the strait widens in the north (not shown). In Figure 11 we have therefore

shown two estimates ofAxo for this strait, based on pressure differences taken across these two distinct northern openings. The

exercises suggest that Axo for this strait ranges from 0.8 to 5.5, where the latter value begins to approach the asymmetry of

Nappstraumen. We take the span of values in Gimsøystraumen as an upper bound for the general uncertainty inAxo. Raftsundet

also has a complex opening in the north, however, the length of this strait is the main limiting factor for net transports by tidal315

pumping, and the result will not change notably due to the nonlinearity parameter. The uncertainty for the other straits, with
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simpler geometries, is lower. Given this level of uncertainty, we therefore take the above calculations as clear indication that the

transport efficiency through the various straits in Lofoten-Vesterålen are closely linked to the level of flow asymmetry caused

by flow separation, dipole and jet formation, and to the length of the straits relative to the tidal excursion.

3.2 Rectified tidal currents320

The second nonlinear process to be assessed is the rectification of oscillating tidal currents around the islands off the southern

tip of Lofoten. Residual tidal currents encircling banks and islands have been observed in various places around the world,

like the Norfolk islands and Georges bank (Huthnance, 1973; Loder, 1980). The key process, as outlined in the introduction,

appears to be net vorticity fluxes generated by vortex stretching and squeezing by oscillating tidal flow over sloping bottom

topography—in the presence of some irreversibility, like bottom friction.325

In Lofoten, the distortion of the northward-propagating tidal waves produces particularly strong tidal currents across the

shallow ridge south of Lofotodden (Figure 4). Tidal rectification around the islands located here, Mosken, Værøy and Røst,

seems likely. And indeed, a zoom in on on this region in Figure 12 reveals time-mean anticyclonic (clockwise) circulation cells

around the islands. There are two distinct circulation cells, one around Røst and another around Værøy-Mosken. The circulation

cells reach speeds of about 0.2–0.25 m/s, which is similar in magnitude to observed background currents in the region (Mork,330

1981). In Moskstraumen, the model’s mean current speeds exceed 0.5 m/s, but the strongest flow here is associated with a

rectified anticyclone on the inside of that strait—an anticyclone we will return to later. Figure 12 also shows the time-mean

tracer field, revealing that the circulation cells advect low-concentration waters into Vestfjorden northeast of the island groups

and high-concentration waters out of the fjord on the southwest sides. Much of the net tracer transport is clearly associated

with the tidal pumping mechanism investigated above, but transport of tracer out of Vestfjorden south of Røst is clearly mainly335

tied to the anticyclonic flow around this island.

3.2.1 Vorticity flux and residual currents

Before doing a quantitative analysis of these currents, we will review some of the relevant theory. One useful starting point

(following e.g. Zimmerman, 1978, 1981) is the vorticity balance derived from the shallow-water equations:

∂ξ

∂t
+∇ ·u(f + ξ) =−∇×

(τ b

H

)
, (9)340

where ξ =∇×u is relative vorticity, f is the Coriolis parameter, τ b is a bottom stress and H is the water depth. We have

neglected forcing by a surface wind stress and also, for simplicity, lateral viscosity. In the simplified treatment below we will

also only consider linear bottom friction, so that τ b =Ru. Finally, we will ignore the sea surface height contribution to the

water column thickness, i.e. apply the rigid lid approximation. Integration of (9) over the area bounded by a closed depth

contour s, followed by the use of Stokes’ theorem, gives345

d

dt

∮
u · t̂ds+

∮
u(f + ξ) · n̂ds=− 1

H

∮
Ru · t̂ds, (10)
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a) b)

Røst

Værøy
Mosken

Figure 12. Time-mean tracer concentration (a) and time-mean currents (b) around the southern tip of Lofoten near the end of the simulation.

Thin contours show the bottom topography.

where t̂ and n̂ are unit vectors tangential (positive clockwise) and normal (positive outwards) to the contour. We now apply the

Reynolds decomposition to velocity and vorticity, splitting into means over a tidal cycle and perturbations from such means. If

considering the Coriolis parameter to be constant (a very good assumption for the scales considered here), then a time average

over a tidal cycle gives the approximate balance350

d

dt

∮
ū · t̂ds+

∮
u′ξ′ · n̂ds=− 1

H

∮
Rū · t̂ ds, (11)

where, as before, overbars indicate the time mean and primes perturbations from that mean. We have ignored a term involving

transport of mean vorticity by mean currents since this can be assumed to be small for oscillatory tidal forcing. Note that after

the time averaging, the time evolution left in (11) is over scales longer than the fast tidal oscillations. So the expression states

that a net Reynolds flux of vorticity out of a closed depth contour will cause an acceleration of anticyclonic flow around the355

contour (at time scales shorter than T ∼H/R) and, eventually, a time-mean anticyclonic flow which balances the vorticity flux

with bottom friction.

The total response to arbitrary forcing can be found by Fourier-transforming the above integral equation in time. The ex-

pression for each individual Fourier-component becomes
∮
iωū · t̂ds+

∮
u′ξ′ · n̂ds=−

∮
Ru

H
· t̂ds, (12)360

where, now, velocity and vorticity are functions of frequency rather than time. Depth H is constant along a closed s contour,

and if we assume that R is constant as well we get an expression for dynamic response of the mean circulation around the

contour:
∮
ū · t̂ds=−

∮
u′ξ′ · n̂ds
R/H + iω

. (13)
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Figure 13. Reynolds vorticity flux (u′ξ′, dashed lines) out of closed depth contours that wrap around Mosken-Værøy (orange) and around

Røst (black), and azimuthal velocity (ūθ = ū · t̂, solid lines), both averaged around the same closed contours. All quantities have been

smoothed over four M2 cycles and also averaged over a set of closed contours between 30 and 70 meters. Sea surface height fluctuations

(gray thick line) over southern Lofoten are also shown.

So the prediction is a circulation whose magnitude is equal to the integrated vorticity flux scaled by |R/H + iω| and whose365

phase lag is φ= tan−1(ωH/R). The full response to forcing over a range of frequencies can then be found by solving (13)

for each frequency, followed by an inverse Fourier transform. The time-dependent problem is essentially an f-plane equivalent

to that of wind-driven closed-f/H variability studied by Isachsen et al. (2003), but with wind stress forcing replaced by lateral

vorticity fluxes.

The primary slow time scale variation in forcing for our problem is the spring-neap cycle. So ωsn = 2π/14.75 rad days−1.370

Using a typical value for bottom friction, R= 10−3 m s−1, and a depth H = 50m, we expect a spin-up time of approximately

14 hours which corresponds to a phase lag φ of about 0.24 radians or 14 degrees. We now test these predictions on the time-

mean flow cells observed around the islands near the tip of Lofoten. Figure 13 shows the Reynolds vorticity flux out of closed

depth contours that wrap around Mosken–Værøy and around Røst. For each contour, a contour-averaged Reynolds flux has

been calculated for each sequential M2 tidal cycle. The resulting time series has then been low-pass filtered using a Hanning375

filter of width equal to four M2 cycles. Finally, for each island group (Mosken–Værøy and Røst) an average has been made

over several such closed contours. The calculation clearly reveals a positive vorticity flux out of the contours (towards greater

depths) at all times, and this flux is roughly in phase with the spring-neap variations in sea surface height over the region (also

shown). Finally, the figure shows the low-passed azimuthal velocity (tangent to a contour) averaged around the same sets of

contours. The circulation is anticyclonic and thereby in agreement with the sign of the vorticity flux.380

However, the figure also reveals that the two circulation cells respond differently to the spring-neap cycle. The cell around

Røst is nearly in phase with the Reynolds flux forcing, with a phase delay of only about half a day—close to the theoretical

prediction. But the flow variability around Mosken-Værøy is more erratic and, on average, lagging the forcing by 9-10 days.

The amplitude of the spring-neap flow variations around Mosken-Værøy is also smaller than that around Røst even though the

amplitude of the Reynolds flux forcing is larger. Taken together, these results indicate that the theory works well at describing385
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the slowly-evolving anticyclonic circulation around Røst but that additional dynamics must be considered to understand the

cell around Mosken-Værøy. We will return to this issue below but will first examine the underlying process that sets up the

vorticity flux through these closed depth contours.

3.2.2 The source of the vorticity flux

The direction of the vorticity flux may be understood by following a water column that moves periodically up and down a390

topographic slope, driven by a large-scale tidal potential (Zimmerman, 1978, 1981). Substituting the shallow-water continuity

equation into (9) gives

D(f + ξ)
Dt

=
(
f + ξ

H

)
DH

Dt
−∇×

(
Ru

H

)
, (14)

where D/Dt= ∂/∂t+u ·∇ is the total (Lagrangian) time rate of change experienced by the moving water column. Applying

the rigid-lid and f-plane approximations, assuming τ b =Ru and splitting up the friction term, gives395

Dξ

Dt
=
(
f + ξ

H

)
u · ∇H +

R

H2
u×∇H − R

H
ξ, (15)

from which we can see that relative vorticity of the column has two source terms and one sink term. The first term on the

RHS is vorticity production due to stretching or squeezing of the water column by flow over uneven bottom topography. If

f + ξ > 0 motion towards deeper (shallower) water induces positive (negative) relative vorticity perturbations. The second

term is production of vorticity due to flow along a sloping bottom and often referred to as a bottom friction torque. The last400

term on the RHS is a loss of vorticity to bottom friction.

If we assume |ξ|. f (see e.g. Table 1 of Zimmerman, 1978), then the sizes of the two production terms are

(f + ξ)
H

u · ∇H ∼ fUh′

DL
,

R

H2
u×∇H ∼ RUh′

D2L
,

where U is tidal current amplitude,D is mean water depth and h′ and L are the height and length scales of the topographic fea-405

ture. Comparing the magnitude of the two terms, using typical values for Mosken/Værøy and Røst (D ∼ 50m, R∼ 10−3 m s−1

and f ∼ 10−4 s−1), gives fD/R∼ 5. This suggests that vorticity production by flow up and down topography is quite a bit

larger than production by bottom friction torque. If |ξ|> f the production term by squeezing and stretching of the water col-

umn becomes increasingly larger compared to production of bottom friction torque for the same depth. For simplicity we will

therefore neglect the latter term in the following, leaving the approximate expression410

Dξ

Dt
=

(
ξ+ f

H

)
u · ∇H − R

H
ξ (16)

=
(
ξ+ f

H

)
DH

Dt
− R

H
ξ, (17)

or, cast in terms of potential vorticity (PV),

D

Dt

(
f + ξ

H

)
=−R

H
ξ. (18)
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In the absence of bottom friction, PV is conserved, and the relative vorticity of a water column will only be a function of415

depth (on the f-plane). So as the water column oscillates up and down a sloping bottom, it will gain just as much negative

(anticyclonic) vorticity on its way up the slope as it gains positive (cyclonic) vorticity on its way down the slope. The net

vorticity transport by the column across a given depth contour will therefore be zero. Crucially, friction changes this since the

column will then lose some negative vorticity over shallow waters and lose some positive vorticity over deep waters. Thus, on

passing any given depth contour the column will carry an excess of positive vorticity on its way towards deep waters and an420

excess of negative vorticity on its way towards shallow water. The end result is a transport of positive vorticity towards deep

waters. A simple sketch of the rectification process is shown in Figure 14 and a simplified mathematical model is offered in

the Appendix.

Figure 14. A sketch of mean-flow generation around a bank from oscillating flow across the bank topography. A water column oscillates up

and down topography, attaining negative vorticity on its way up the slope and positive vorticity on its way down due to vortex squeezing and

stretching, respectively. Bottom friction removes some negative vorticity from the column over shallow regions and some positive vorticity

over deep regions. A sustained oscillation, by a large-scale tidal potential, will hence be associated with a positive vorticity flux from shallow

to deep regions. The vorticity flux from many such columns is balanced by a mean anti-cyclonic circulation around the bank.

The net effect after integrating over the movement of many such water columns is a positive relative vorticity flux towards

deep regions. Hence, (11) predicts anticyclonic currents around a bank or island, and this is indeed what we observe in Figures425

12 and 13. It is worth noting that the vorticity flux is down the large-scale background PV gradient qs = f/H. So when we

ignore Reynolds transport of layer thickness (in line with the rigid lid approximation), the process is qualitatively consistent

with the idea of potential enstrophy dissipation via a down-gradient PV flux (Bretherton and Haidvogel, 1976; Ou, 1999).

The magnitude of the rectified current depends on the steepness of the topographic slope and the strength of the cross-slope

tidal oscillations (Zimmerman, 1978; Loder, 1980; Wright and Loder, 1985). From the scaling argument above we found that430

the main driver of rectification is the generation of relative vorticity by advecting water columns up and down the bottom
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topography. Thus, by identifying the regions of max potential for generation of relative vorticity by cross-slope tidal currents,

we can identify the areas where tidal rectification is to be expected. To look at this we ignore the effect of bottom friction,

leaving

Dξ

Dt
=
f + ξ

H

DH

Dt
. (19)435

Hence, the relative vorticity change ξ′ experienced by a water column forced across variable topography scales as

ξ′ =
f + ξ0
H0

h′, (20)

where ξ0 andH0 are initial vorticity and depth, respectively, and h′ is the topographic variation. If we assume a constant bottom

slope α, then h′ = αL where L is the lateral excursion of the water column. A topographic length scale can then be defined

as that which gives a depth excursion equal to the initial depth, or H0 = αLB . By (20), such an excursion would produce440

the maximum relative vorticity deviation and hence the maximum potential for rectified currents. The actual lateral excursion

experienced by parcels is given by the tidal excursion LT =
∫
u · n̂dt where, again, n̂ points down the topographic gradient

and where the integral is taken over half a tidal cycle. Thus, h′ = αLT . If LT � LB then vorticity chances will be small since

the full potential for stretching/compression is not utilized. And if LT � LB then the net vorticity changes integrated over

half a tidal cycle will likely also be small due to sign reversals as the column is advected up and down topographic ’bumps’.445

Intuitively then, and as verified numerically by Zimmerman (1978), one expects that the largest potential for the generation of

rectified currents where LT ∼ LB (see also Loder, 1980; Polton, 2015).

The ratio between time-mean LT and LB off the tip of Lofoten is shown in Figure 15. The topographic scale LB has been

calculated from bathymetric data and the tidal excursion LT has been estimated using the mean M2 tidal current amplitudes

across topography. The figure also shows the time-mean flow, and there is clear indication that the rectified currents around450

Mosken-Værøy and around Røst are most pronounced where LB/LT & 1. We take this as supportive evidence that the rectified

currents around these islands are driven by oscillating flows over topography subject to weak bottom friction. Figure 16 shows

the strength of the rectified currents around the above-studied closed H-contours as a function of LT /LB , where LT is now

allowed to vary as a function of time (i.e. with the spring-neap cycle). Around Røst residual currents attain a maximum for

LT /LB ∼ 1.75, with declining strengths for both smaller and larger values of the ratio. This is in agreement with theory. In455

contrast, the plot does not show any optimal value of LT /LB for the flow around Mosken-Værøy. The residual current strength

here instead decreases monotonically with larger values of the ratio. As we will see next, the reason for the anomalous behavior

around these islands turns out to be finite-amplitude non-linear effects.

3.2.3 Non-linear dynamics around Mosken-Værøy

The sign of the residual currents around Mosken-Værøy is in agreement with the sign of the Reynolds vorticity flux across the460

closed depth contours there. But, as seen above, the time variability does not correlate trivially with the spring-neap variations

in the vorticity flux. So additional dynamically processes must be at play here and, as indicated by Figure 12, a semi-persistent

anticyclone southeast of Moskstraumen is likely the culprit. During each ebb tide, when the flow entering Vestfjorden through
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Figure 15. The ratio LT /LB around southern Lofoten. Arrows show the time-mean rectified flow while black contours show bottom topog-

raphy.

Moskstraumen separates from the coastline, a dipole is formed, as seen in Figure 8. After flow reversal, the cyclonic half of

the dipole is typically drawn back into Moskstraumen whereas the anti-cyclonic vortex remains on the southeastern side of the465

strait. The position of the anticyclone varies somewhat over time, but it is consistently strengthened by new vortex formation

during each ebb phase.

Figure 17 shows streamlines of the time-mean flow in the vicinity of Mosken-Værøy. The streamlines that wrap around these

two islands generally follow depth contours. But the anticyclone east of Mosken is strong enough to break topographic steering

in the northeast. Streamlines that encircle the island group detach from topography just north of Mosken to wrap around the470

anticyclone. The closed depth contours around Mosken-Værøy thus pass through the southwest flank of the anticyclone, so

that currents from the vortex are here in the opposite direction compared to the rectified currents along the rest of the contours.

In essence, the strong anticyclone has deformed the geostrophic contours guiding the time-mean flow, and the integral

analysis of (13) needs to follow this modified path. Figure 17 shows the vorticity flux and circulation around a streamline that

wraps around the island group and the anticyclone. Following this modified integration path shows that the circulation cell is475

indeed in near-phase with the Reynolds flux forcing. The figure also shows the average azimuthal velocity integrated along
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Figure 16. The strength of the rectified tidal currents around Røst (black dots) and around Mosken and Værøy (organge dots) are plotted

against the ratio LT /LB averaged around closed depth contours. Each dot correspond to a time mean velocity averaged over one tidal

cycle. The bright thicker lines show the mean values of the residual tidal current corresponding to a given value of LT /LB +/- 0.1. Shading

indicates one standard deviation around the mean.
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Figure 17. Close-up of the flow field around around Mosken-Værøy. The left panel shows time-mean streamlines (gray contours with arrow

heads) as well as a set of depth contours that wrap around the island group (orange contours). The right panel shows the Reynolds vorticity

flux (dashed black line) through one closed streamline which wraps around the island group and the anticylone east of Mosken (thick black

contour in left panel). Also shown is the circulation around the same contour (solid black line) as well as the circulation along an incomplete

depth contour south and west of the island group (orange solid line). The sea surface height variation is shown with thick light gray line.

an incomplete stretch of the original depth contours, south and west of the island group. The flow here is also in near phase

with the spring-neap variations. So the circulation cell around the island group is forced by Reynolds vorticity fluxes, by the

mechanism outlined above. But the strong nonlinearity in Moskstraumen makes the dynamics more complex than around the

island of Røst to the south.480
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4 Summary and conclusions

While the tides in Lofoten-Vesterålen are well known to be strong and vigorous, dominating the short-term ocean dynamics,

particularly in straits and around topographic features (Gjevik et al., 1997; Moe et al., 2002), their contribution to long-term

transport has gained relatively little attention. The one notable exception is Moskstraumen which is recognized as one of the

main transport routes out of Vestfjorden (Ommundsen, 2002; Vikebø et al., 2007; Opdal et al., 2008; Lynge et al., 2010). Our485

unstructured-grid tidal simulations of the entire Lofoten-Vesterålen region confirms that Moskstraumen and, more generally,

the region off the southern tip of the Lofoten archipelago is indeed the primary location for tidal dispersion in this key spawning

region for the Northeast arctic cod. The main focus of this study, however, has not been quantification of transport but rather

the identification of the underlying nonlinear dynamics responsible for dispersion and transport.

The flexible model grid, and the ability it offers to increase resolution in key regions, allowed us to confirm that tidal490

pumping, caused by flow separation and vortex dipole formation at the openings of the many straits in Lofoten-Vesterålen, is

a near-ubiquitous process here. But not all straits are created equal. Strong non-linearity due to high flow speeds and abrupt

strait openings, as well as short strait lengths, appears to be the explanation for why Moskstraumen and Nordlandsflaget have

the highest tidal transport efficiencies in the region. The longer straits further north all have lower pumping efficiencies. But

notable pumping also takes place in Nappstraumen and Gimsøystraumen.495

Our simulation also revealed non-linear rectification of tidal oscillations, leading to the generation of time-mean anticy-

clonic circulation cells around the island groups of Mosken-Værøy and Røst off the southern tip of the archipelago. From

our knowledge, tidal rectification in southern Lofoten has neither been investigated nor recognized before. But the observed

rectification in our model seems to be in agreement with well-established theory of vorticity fluxes driven by cross-topographic

tidal oscillations in the presence of bottom friction. The model predicted rectified current speeds up to 0.3–0.4 m/s, values that500

are comparable with observed background currents in this region. The circulation cell around Røst appears to be a particularly

important and hitherto unknown mechanism for tracer transport around the southern tip of the archipelago.

The nonlinear tidal dynamics studied here, particularly flow separation and dipole formation, occurs on small spatial scales.

In studying idealized model simulations of tidal pumping, Nøst and Børve (2021) found that a grid resolution of 50 m along the

coast was necessary to realistically capture flow separation in the viscous boundary layer, but maybe not sufficient to properly505

resolve the vortices that form at the separation point. More specifically, the study showed that the vortices consistently formed

near the smallest scale that could be resolved by that model. Lynge et al. (2010) also found that particle dispersion in realistic

model simulations of Moskstraumen was highly sensitive to grid resolution and that a resolution of 50–100 m was needed

for obtaining what they reported to be realistic dispersion rates. In our unstructured-grid model most of the straits had a grid

resolution of 30–50 m near the coastline, so the underlying mechanisms of flow separation and vortex formation were fairly510

well resolved. However, due to computational constraints we had to decrease the resolution considerably away from the straits

and coastlines. So since the properties and behavior of the dipoles might be influenced by grid resolution along their travel path,

we expect our simulations as well to be hampered by resolution issues. Thus, we refrained from making quantitative estimates
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of transport parameters like relative dispersion and lateral diffusivities, which are known to be sensitive to model resolution

(Geyer and Signell, 1992; LaCasce, 2008; Lynge et al., 2010).515

Our simulations were also limited by their 2D nature. A 2D configuration was chosen to help isolate nonlinear lateral tidal

dynamics, but the model was thus unable to account for baroclinic effects, e.g. the possible generation of hydraulic jumps and

vertical mixing around strait openings (Lynge et al., 2010) or the establishment of density fronts around the rectification cells

(Ou, 2000). In reality, baroclinic flow dynamics will impact tracer transport, both vertically and laterally. But key features of

the model’s lateral flow dynamics appears to be robust. Flow separation and dipole formation in Moskstraumen, for example, is520

largely in agreement with observational evidence, seen e.g. in satellite data (Figure 2). The suggestion that there are anticyclonic

time-mean currents around the island groups of Mosken-Værøy and Røst, generated by tidal rectification, is however worthy

of a new and dedicated observational study.

Notwithstanding model limitations, the present study supports previous claims that tides are an important contributor to the

transports of Northeast Arctic cod eggs and larvae out of Vestfjorden. Even if the main transport routes due to tides coincide525

with transport routes following the mean flow, i.e. through Moskstraumen and south of Røst, the net transport could potentially

be significantly enhanced when nonlinear tidal dynamics are present. In truth, the connectivity between the inner and outer

shelf likely relies on the interaction between tidal dispersion and transport by the time-mean currents (Ommundsen, 2002).

Additionally, our study suggests that tidal pumping through straits further north along the archipelago, in particular Napp-

straumen and Gimsøystraumen, could provide alternative transport routes to the shelf. In an on-going study, we analyze 3D530

unstructured-grid simulations driven by realistic atmospheric, river and lateral boundary forcing. The aim there is to investigate

the relative importance of tidally-induced transport of cod eggs and larvae compared to, or in combination with, other transport

processes in this region. The more realistic 3D study will hopefully also add to the general understanding of the role of nonlin-

ear tidal dynamics in similar coastal regions, with the ultimate aim of providing more accurate transport estimates of fish eggs

and larvae, as well as pollutants, nutrients and other properties that affect the coastal ecosystem.535

Data availability. Data is available on request

Appendix A: A one-dimensional model of tidal rectification

We consider the Lagrangian time evolution of a water column subject to linear bottom friction:

D

Dt

(
f + ξ

H

)
=− 1

H
∇× Ru

H
. (A1)

For simplicity we will assume that the RHS is dominated by velocity gradients, giving540

D

Dt

(
f + ξ

H

)
=− R

H2
ξ. (A2)

As formally laid out by e.g. (Zimmerman, 1978), we now consider the situation where the column is forced to move up and

down topography by tidal currents that are dictated by remote dynamics. Thus, H =H(t) is specified. The relative vorticity
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ξ however is assumed to be a local response to the vortex compression/stretching by this movement across topography and to

the effects of friction.545

Equation (A2) can be written out to give a first-order ordinary differential equation:

Dξ

Dt
−
(

1
H

DH

Dt
− R

H

)
ξ =

f

H

DH

Dt
. (A3)

This takes the form of a forced equation for ξ with damping, where the damping coefficient is non-constant. We now define

p(t) =
1
H

DH

Dt
− R

H
, (A4)

and multiply (A3) by exp
(
−
∫
p(t)dt

)
= exp

(∫
R/H dt

)
/H before integrating in time. The expression becomes (after ap-550

plying integration by parts to both sides):

t∫

0

D

Dt

(
ξ

H
e
∫

R/H dt

)
dt=−

t∫

0

D

Dt

(
f

H
e
∫

R/H dt

)
+

t∫

0

fR

H2
e
∫

R/H dt dt, (A5)

and the solution is

ξ(t) = (ξ0 + f)
H

H0
e−

∫ t
0 R/H dt

︸ ︷︷ ︸
T-I

−f


1−RHe−

∫ t
0 R/H dt

t∫

0

1
H2

e
∫ t
0 R/H dt dt




︸ ︷︷ ︸
T-II

, (A6)

where ξ0 and H0 are the relative vorticity and bottom depth at t= 0. Here terms T-I describe an exponentially-decaying555

adjustment from the initial state, whereas terms T-II describe a part of the solution which achieves statistical equilibrium with

the forcing. After a few tidal cycles exp
(
−
∫ t

0
R/H dt

)
→ exp(−rt) , where r is an inverse time scale for the adjustment

from initial to steady state. As seen, this spin-up time scale depends on the friction coefficient and the bottom depth variations

experienced by the column.

We now evaluate (A6) numerically for a very simplified configuration consisting of forced flow over a linear topography,560

i.e. for H =H0−αr(t), where α is the bottom slope and r(t) is the cross-slope excursion from r(t= 0) where H =H0.

For added simplicity we assume a sinusoidal cross-slope tidal current, vr(t) =Acos(ωt) for tidal amplitude A and frequency

ω, so that H(t) also becomes sinusoidal. A solution, for parameter choices ξ0 = 0, H0 = 500m, α= 0.1, A= 0.5ms−1,

ω = 1.4× 10−4 rads−1 (M2) and R= 0.003ms−1, is shown in Figure A1. The relative vorticity of the water column reaches

a statistically-steady state after about 10 tidal periods (about 5 days for M2 tidal forcing), this corresponding to 2–3 e-folding565

scales. The column then has positive and negative relative vorticity over deep and shallow parts, respectively. The amplitude

is largest over deep parts due to the inverse dependence of depth in the friction term (see eqn. A2). Interpolating this vorticity

field to mid-depth (H =H0) and taking the product of the velocity gives the Eulerian vorticity flux. The result is shown in

Figure A2 for two choices of bottom friction R and five choices of initial vorticity ξ0. The initial vorticity flux can be up or

down the slope, depending on ξ0. But after the initial adjustment period (which depends inversely on R), the end result is570

always a positive vorticity flux towards deep water. The magnitude of the flux is linearly proportional to R, as can be deduced

from (A6).
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Figure A1. Vorticity evolution of a water column forced to oscillate over a linear bottom slope, for ξ0 = 0, H0 = 500m, α= 0.1, A=

0.5ms−1, ω = 1.4×10−4 rads−1 (for M2) and R= 0.003ms−1. The red line is the transient solution (terms T-I in eqn. A6), the blue line

is the statistically-steady solution (terms T-II) and the black line is the full solution.
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Figure A2. Vorticity flux averaged over an integral number of tidal period as a function of time, for the solution of (A6). Positive values

indicate a vorticity flux towards deep waters. The left and right panels show results for R= 0.003m/s and R= 0.0015m/s, respectively,

starting from five different initial vortices ξ0. The other parameters are as in Figure A1.
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a b s t r a c t

Spatially damped continental shelf waves (CSWs) with diurnal tidal frequency outside Lofoten–
Vesterålen in north-west Norway are studied theoretically for an idealized shelf topography. Wave
damping is caused by the exchange of fluid on the shelf with an inner archipelago through a permeable
coastline. This exchange is modelled by the application of a Robin condition at the coastal boundary.
It is shown that CSWs with diurnal frequencies are possible in a small wave number range centred
around zero group velocity. By calculating the nonlinear radiation stress components in the spatially
damped CSWs, we find the time- and depth averaged Lagrangian mean drift current to second order
along the coast. We show that the Lagrangian mean drift current is independent of the value of the
damping coefficient, however small, as long as it is nonzero. This illustrates the singular behaviour of
the Lagrangian wave drift problem for CSWs.

© 2021 The Author(s). Published by ElsevierMasson SAS. This is an open access article under the CC BY
license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

We study sub-inertial wave motion over variable bottom to-
pography. Longuet-Higgins [1,2] has described how such waves
can propagate along a sloping bottom. The focus here is on
wave motion along a continental shelf that is limited laterally
by a coastal boundary; see e.g. Buchwald and Adams [3]. Such
waves have become known as continental shelf waves (CSWs).
The classic investigation on how CSWs are generated by the wind
is that of Gill and Schumann [4]. We here focus on the shelf west
of Norway. Traditionally, wind systems hitting the southwestern
part of Norway has a storm track with an oblique angle to the
coast. This generates CSWs that propagate northward along the
Norwegian continental shelf, see e.g. [5] and [6]. These generation
events are more frequent (and stronger) in the autumn and the
winter, but they are in all cases sporadic.

A more regular mechanism for the generation of CSWs is the
tidal diurnal motion, in particular, strong tidal motion through
straits. We here refer to [7–9] for the generation of CSWs along
the Australian shelf from tides in the Bass Strait. Even in cases
without a strait, CSWs with diurnal tidal frequency may be gen-
erated on the shelf slope if the local group velocity is close to zero
due to changes in topography; see [10] for the shelf near St. Kilda
in the UK, and [11] for the Greenland shelf.

In north Norway, the tidally driven Moskstraumen is a clear
parallel to the tidal motion in the Australian Bass strait, pressing

∗ Corresponding author.
E-mail address: j.e.weber@geo.uio.no (J.E. Weber).

water back and forth across the depth contours of the shelf
outside Lofoten. The cross-shelf transport has been modelled
in [12]. For the interested reader, Moskstraumen is the famously
strong Lofoten Maelstrom with written accounts back to medi-
aeval times; see Gjevik et al. [13]. In Fig. 1 we have inserted a
map of the Norwegian coastal area, with special reference to the
Lofoten–Vesterålen region.

Usually, in modelling CSWs, the coastline is taken to be a solid
wall. However, along the Norwegian coast there are a myriad of
small islands and narrow fjords with a lateral scale much smaller
than the CSW wavelength, as is evident from Fig. 1. Hence, since
CSWs have a velocity component normal to the depth contours,
which usually follows the coastline, there will be an exchange of
fluid between the shelf and the narrow fjords and small islands.
In the fjord system, the dissipation will be considerable. This will
remove energy from the CSW, and lead to spatial damping as
the wave propagates along the shelf slope. We note that this
phenomenon is a clear parallel to the damping of surface waves
over a permeable seabed by Reid and Kajiura [14]; see also [15]
for surface waves over coral reefs.

We demonstrate that a non-zero velocity normal to the coast-
line inevitably will lead to a spatial damping of the CSWs. This
is done by applying a Robin condition [16,17] at the coastal
boundary. The Robin condition is a weighted combination of
Dirichlet boundary conditions and Neumann boundary conditions
and is common in many branches of physics. The Robin condition,
through a small parameter, allows for a small velocity normal
to the coastline, which is exactly what happens when we have

https://doi.org/10.1016/j.euromechflu.2021.05.003
0997-7546/© 2021 The Author(s). Published by Elsevier Masson SAS. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/
4.0/).
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Fig. 1. (a) Map of the Norwegian coastal area with bottom contours. The relevant region here is the narrow shelf outside Lofoten and Vesterålen. (b) Close-up of
the Lofoten–Vesterålen region where a red arrow indicates the position of Moskstraumen.

an inner archipelago with narrow fjords and small islands. The
damping rate is then obtained as a function of the small Robin
parameter.

As pointed out by Phillips [18], the vertically integrated flow
between material surfaces (bottom and free surface) yields the
Lagrangian volume fluxes. These fluxes are forced by the radi-
ation stresses; see [19]. Weber and Drivdal [20] calculate the
Lagrangian mean drift when the wave decay is due to bottom
friction, which also affects the mean flow. Similar calculations are
made in the present paper, where the wave decay is due to the
nonzero flux condition at the permeable coastal boundary. Now
the sloping shelf region is taken to be inviscid. This simplifies
the calculation of the Lagrangian mean drift current, which is
discussed for parameters that are typical for the shelf outside
Lofoten.

2. Linear analysis for idealized bottom profiles and an imper-
meable coastal wall

We first discuss the presences of CSWs with diurnal frequency
outside Lofoten–Vesterålen with the usual adoption of a solid
coastal wall. In a forthcoming paper [21], it is found from a
barotropic numerical model for tidal motion that a distinct am-
plification of the current speed occurs in the Lofoten–Vesterålen
region for the diurnal K1 tidal component. This is shown in
Fig. 2, where the intensity of the red colour marks the areas
with prominent K1 tidal current amplification. The amplification
of the K1 tidal current through Moskstraumen is closely related to
the distortion of the northward propagating tidal wave when it
interacts with the Lofoten archipelago. The tidal wave is scattered
and deflected around the island chain resulting in an east–west
pressure gradient in the southern Lofoten, which enhances the
tidal flow through Moskstraumen. The tidal flow is forced across
the shallow ridge extending southwestward from the archipelago,
which further enhances the current speed amplitude. Outside
Vesterålen, on the other hand, the amplification in the K1 tidal
current amplitude cannot be explained by topographic features
along the narrow and shallow shelf. Here, the K1 amplification
has been attributed to generation/conversion to continental shelf
waves with diurnal frequency [22,23].

The places of particular interest here are the steep shelf re-
gions outside Vesterålen; see Fig. 1b. For a closer study, we have
chosen three particular transects, depicted in Fig. 3.

Fig. 2. Current speed amplification for the diurnal K1 tidal component near
Moskstraumen and along the shelf outside Vesterålen, based on Fig. 2 in [21].

Fig. 3. Positions of transects T1, T2, T3 across the shelf outside Vesterålen.

We idealize the shelf geometry as in [3], but allow for a

small flat inner shelf of width D and depth H0, before the depth
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Fig. 4. Bottom profiles in transects T1, T2, T3 in Fig. 3.

Fig. 5. Dispersion diagrams for transects T1, T2, T3 outside Vesterålen (first
mode), showing non-dimensional frequency ω/f vs wave number k. Here f is the
constant Coriolis parameter. Solid lines represent an inner shelf where D ̸= 0,
and dashed lines the case when D = 0. The upper horizontal dashed line is the
non-dimensional tidal frequency for the K1 component.

increases exponentially towards the deep ocean; see [6] and [11].
We place the x axis along the coast. The y axis is directed towards
the sea, and the z axis is vertically upwards. The bottom profile
is given by

H =

⎧⎨⎩
H0, −D ≤ y ≤ 0
H1 = H0 exp (2by) , 0 ≤ y ≤ B
H2 = H0 exp (2bB) , y ≥ B.

(1)

Here b is a constant describing the steepness of the slope, and B
is the width of the sloping shelf.

Outside Vesterålen the flat part of the shelf is narrow, and
we present the bottom profiles in Fig. 4 from transects T1, T2, T3
with a small D (solid black lines), and with D = 0 (dashed lines).

We use the analysis in [6] to compute the dispersion diagrams
for the idealized exponential bottom profiles in Fig. 4. The results
are depicted in Fig. 5.

We note from Fig. 5 that the effect on frequency of a nar-
row inner shelf is practically negligible in the region outside
Vesterålen. More importantly, CSWs with a frequency corre-
sponding to the diurnal K1 component of the tidal motion are
possible, as seen from the intersections with the upper broken
line in Fig. 5. Furthermore, we note that at all transects the
group velocity is close to zero for the diurnal frequency, which

Fig. 6. A diagram showing the configuration with an exponential shelf, con-
tinued by a flat deep ocean. The shelf edge is located at y = B. The coastline
at y = 0 is permeable (indicated by grey shading) and modelled by a Robin
condition.

is similar to the findings in [11] for the Greenland shelf. This
means that wave energy accumulates in the region, which may
explain the current amplification along the shelf in Fig. 2. The
existence of short CSWs on the shelf outside Vesterålen with
diurnal frequency has also been reported by Moe et al. [22].

3. Linear waves with a robin condition at the coast

Having established that CSWs with a diurnal frequency may
form in the Lofoten–Vesterålen region, we proceed to investigate
some non-linear properties of these waves. For a solid coastal
wall at y = 0, this problem has been studied in [20]. However,
it is fair to say that the western coast of Norway bordering the
continental shelf is far from impermeable. We note from Fig. 1
that this region contains a myriad of narrow fjords and small
islands through which the shelf water may intrude. Therefore,
we adapt a novel approach, and take that the coastal boundary
is partly permeable. This has important consequences for the
wave-induced drift, as will be shown in the following sections.

The linear wave problem starts out in a classic fashion [3,4].
We have already shown that the effect of a narrow, flat inner shelf
outside Lofoten can be neglected. Our idealized shelf geometry is
therefore as in [3] with D = 0, see (1), but we now introduce a
novel feature at the coast. Here we apply a Robin condition [16,
17] to model a permeable boundary (see Fig. 6).
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The Robin condition is a weighted combination of Dirichlet
boundary conditions and Neumann boundary conditions, and is
common in many branches of physics. In our case, we can write
it as

rvy + v = 0, y = 0, (2)

where v is the velocity in the y direction and the subscript
denotes partial derivation. Here r is a real positive quantity (the
Robin parameter) that characterizes the physical conditions at the
boundary. For example, if r = 0, we have an impermeable coastal
wall. If on the other hand r → ∞, then vy → 0 and there is
no hindrance for particles to move through the boundary. In our
case we take that r is small. Since vy always must be finite, this
means we now consider a small normal velocity at the coastline.
This will be appropriate for an inner region with many narrow
fjords and small islands.

In the Lofoten–Vesterålen region the relevant physical param-
eters typically are H2 = 2300m, H0 = 50m, B = 60 km and
b = 3.2 · 10−5 m−1. Furthermore, the Coriolis parameter f is
taken to be constant and equal to 1.3 ·10−4 s−1. Using mid-depth
as a reference depth, the barotropic Rossby radius a0 is typically
larger than 800 km. Hence, in the shelf region B2/a20 ≪ 1. This
means that we can make the rigid lid approximation [4]. In fact,
a more thorough analysis for the CSW eigen-modes, allowing for a
moving surface, shows that the rigid lid approximation is indeed
well fulfilled for the Lofoten region; see [6] (their Fig. 5).

Generally, the velocity components in the x, y, z directions
over the shelf are u, v, w, and the surface elevation is η. Further-
more, we introduce the notation H (y) = H1(y) for simplicity.
With the rigid lid approximation, the continuity equation allows
for the introduction of a stream function ψ such that ũH = −ψy,
and ṽH = ψx, where a tilde denotes the linear part of the wave
field. We assume that the waves are so long that the pressure
is hydrostatic in the vertical direction. Neglecting any effects of
friction in the shelf region, the linearized momentum equations
become

−ψty − fψx = −gHη̃x, (3)

ψtx − fψy = −gHη̃y. (4)

Here g is the acceleration due to gravity. We now introduce a
travelling wave solution [24] by

ψ = H1/2ϕ (y) exp i(κx − ωt), (5)

where κ is the complex wave number (to allow for spatial damp-
ing), and ω is the real frequency. Then the governing equations
reduce to

ϕ′′
+ l2ϕ = 0, (6)

where the asterisk denote derivation with respect to y, and

l2 = 2fbκ/ω − b2 − κ2. (7)

At the edge of the shelf y = B, we must generally have
continuity of pressure (here surface elevation) and normal fluxes.
Utilizing that the deep ocean has a flat bottom, it easy to show
that the continuity conditions imply for the stream function at
the shelf edge that

ψy + κψ = 0, y = B, (8)

see [20]. In terms of the ϕ function in (5), the boundary condition
becomes

ϕ′
+ (b + κ)ϕ = 0, y = B. (9)

Writing the solution to (6) as

ϕ = H−1/2
0 [A sin l (y − B)+ C cos l(y − B)], (10)

we find by applying (9) that C = −lA/(b + κ). Hence,

ϕ = AH−1/2
0 [sin l (y − B)− (l/(b + κ)) cos l(y − B)]. (11)

We note right away that if the coastal boundary is impermeable,
i.e. ϕ(0) = 0 and κ real, (11) yields the familiar relation for the
eigen-modes: tan (lB) = −l/(b + κ), as shown in [3]. In terms of
ϕ, we can write (2)

rϕ′
+ (1 + rb) ϕ = 0, y = 0. (12)

Using the solution (11), we then find the complex dispersion
relation from (12). It becomes

(b+κ) sin lB+ l cos lB = −r[
(
b2 + l2 + bκ

)
sin lB− lκ cos lB]. (13)

In this paper, we consider spatial damping, i.e.

κ = k + iα, (14)

where α/k is a small quantity. It is then seen from (7) that l
is complex. We take that the modified frequency is ω = ω0 +

O(α/k)2 (to be verified later). From (7) we then obtain

l = l0(1 + iδ). (15)

Here

l20 = 2fbk/ω0 − b2 − k2, (16)

while the small imaginary part is

δ = (α/k)[b2 + l20 − k2]/(2l20). (17)

Inserting (16) and (17) into (7), we find

ω = ω0(1 + α2/k2), (18)

as anticipated, where ω0 is determined by (16).
Using (14), and expanding the trigonometric functions ap-

pearing in (13), we find from the real part to lowest order that

tan l0B = −l0/(b + k), (19)

as in [3]. From the imaginary part, we find to O(α/k) that

α/k = [2Bl20{(b + k)2 + l20}/{
(
b2 + l20 − k2

)
L − 2kl20}]r/B, (20)

where L = b + k + B (b + k)2 + Bl20, and r/B is the small non-
dimensional Robin parameter. In this problem, we can relate the
attenuation coefficient directly to the group velocity cg = dω/dk.
From [20], eqn. (A.12), we find for CSWs(
b2 + l20 − k2

)
L − 2kl20 = cg

(
b2 + l20 + k2

)
L/c. (21)

where c = ω0/k. By substituting into (20), we arrive at

α/k = [2Bl20{(b + k)2 + l20}/{
(
b2 + l20 + k2

)
L}](c/cg )(r/B). (22)

Since c is always positive (CSWs propagate with shallow water
to the right in the northern hemisphere [1]), we note from (22)
that the sign of α is entirely dependent on the sign of cg . For
the present case of waves with K1 frequency outside Lofoten,
we notice from Fig. 5 that the wave number span for possible
CSWs is rather small. Approximately, we find a permissible region
4 · 10−5 m−1 < k < 7 · 10−5 m−1, with zero group velocity for
a critical wave number kc ≈ 5.4 · 10−5 m−1. For k < kc , the
wave energy propagates northwards, and the non-dimensional
damping coefficient is positive. For example, k = 4 · 10−5 m−1

yields α/k = 3.0r/B from (22). For k > kc , the group velocity
is negative, and the energy propagates southwards. In this case,
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with x < 0, we must have α < 0 for damped waves. Taking
k = 7 · 10−5 m−1, we obtain α/k = −1.7r/B from (22).

We note that α/k in (22) becomes infinitely large when cg →

0 (positive when approached from the smaller wave number side
and negative when approached from the larger wave number
side). Obviously, our calculations assuming a small damping rate
is not valid here, but this singular behaviour indicates that no
wave energy escapes in either direction from the point where the
group velocity is zero.

For the application in the nonlinear calculations in the next
section, we state real parts of the linear velocity components.

ũ = −ψy/H = −[AH−1
0 exp(−αx − by)/(b + k)]

× [
(
bF + F ′

)
cos θ − δl0(bG + G′) sin θ ], (23)

ṽ = ψx/H = −[AH−1
0 exp(−αx − by)/(b + k)]

× [kF sin θ + (αF + kδl0G) cos θ ], (24)

where θ = kx − ωt is the phase function, and

F = (b + k) sin l0(y − B) − l0 cos l0(y − B), (25)

G = (y − B) [(b+k) cos l0 (y − B)+ l0 sin l0(y−B)]−d cos l0(y−B).
(26)

Here

d =
(
b3 + bl20 − bk2 + b2k − l20k − k3

)
/[(b+k)(b2+ l20−k2)]. (27)

4. The nonlinear drift problem

As demonstrated in [20], the spatial damping of the CSW field
leads to nonzero radiation stresses [19] which drives the mean
Lagrangian volume fluxes. In many cases of ocean wave problems,
the damping is taken to be the result of bottom friction. For very
long wave periods the theory by Charney and Eliassen [25] of
vertical pumping in a quasi-steady Ekman bottom layer yields
wave damping in the inviscid part of the fluid; see [24] for
CSWs. For shorter periods (typically diurnal), the Ekman bound-
ary layer is not properly developed, which makes this modelling
dubious [26]. To avoid these problems, the usual approach is to
assume a bottom stress that is linear or quadratic in the mean
velocity [27].

The new idea of the present paper with a permeable coastal
boundary, yields damping of the CSWs without the need to im-
plement bottom friction. Although this makes the calculation
of the radiation stress components lengthier due to the more
complicated cross-shelf structure of the wave field, it simplifies
considerably the derivation of the Lagrangian drift current.

In the previous sections, we considered the linearized equa-
tions. In calculating the mean drift, we need the equations to sec-
ond order in wave steepness. We first define the mean nonlinear
fluxes

U =

∫ η

−H
udz, V =

∫ η

−H
vdz, (28)

where the over-bar denotes average over the wave cycle. These
are actually the mean Lagrangian fluxes, since we integrate be-
tween material surfaces [18,28]. As before, we take that the waves
are long enough to make the hydrostatic approximation. Integrat-
ing the inviscid governing equations in the vertical, and utilizing
the full nonlinear boundary conditions at the free surface and
the sloping bottom, we obtain for the mean quantities, correct
to second order in wave steepness [18]:

U t − f V = −gHηx + R(x), (29)

V t + f U = −gHηy + R(y), (30)

ηt = −Ux − V y. (31)

Here R(x), R(y) are the local radiation stress components; see [20],
defined by

R(x) = −
1
2
g(η̃2)x −

(
Hũ2

)
x
− (Hṽũ)y, (32)

R(y) = −
1
2
g(η̃2)y − (Hũṽ)x −

(
Hṽ2

)
y
. (33)

It was pointed out in [20] that since here B2/a20 ≪ 1, the surface
elevation terms in (32) and (33) are negligible compared to the
velocity square terms.

We realize that the system of Eqs. (29)–(31) has time depen-
dent free solutions (when we neglect the forcing from radiation
stress terms) in the form of CSWs. These solutions vanish when
we average over the wave period. We are here interested in the
forced stationary solution to these equations. When ∂/∂t = 0, it
is found from the curl of (29) and (30) that

2bgHηx = R(y)x − R(x)y . (34)

We note from (32) and (33) that if the waves are not spatially
damped, i.e. if the x-derivative of the mean quantities is zero,
both sides of (34) vanish, and it is not possible to determine η.
In this case, Lagrangian drift velocity along the bottom contours
will contain an arbitrary part in geostrophic balance with a mean
cross-shore surface tilt [29]. However, for spatially damped waves
we find

gHη = (1/(4αb)) [R(x)y − R(y)x ]. (35)

Hence, from (35)

gHηy = −(1/(4αb))[2b
(
R(x)y − R(y)x

)
− R(x)yy + R(y)xy ]. (36)

By inserting into (30), we finally obtain for the Lagrangian mean
flux

U = (1/f )[R(y) + (R(x)y − R(y)x )/(2α) + (R(y)xy − R(x)yy )/(4αb)]. (37)

From the definitions (32) and (33) it is seen that R(x)y and R(x)yy are
proportional to the small damping rate α. Hence, the Lagrangian
mean flux along the shelf is independent of the damping rate
(apart from the small amplitude attenuation). Calculation of the
terms in (37) by applying (23) and (24), leads to

U =
[
A2 exp (−2αx) /

(
fH0(b + k)2

)]
× [−2k2FF ′

+ k2
(
FF ′′

+ F ′2) /(2b) + Q ′/4 − Q ′′/(8b)]. (38)

Here

Q = 2(bF + F ′)2 − [(bF + F ′){F +
(
b2 + l20 − k2

)
G/(2l0)}

−
(
b2 + l20 − k2

)
(bG + G′)F/(2l0)]′, (39)

where F and G are given by (25) and (26), respectively. The cor-
responding along-shore Lagrangian drift velocity then becomes

uL = U/H. (40)

Since the constant A in the stream function (5) has dimension
m3 s−1, we can introduce a dimensional scaling factor u0 for the
drift velocity as

u0 = A2b3 exp(−2αx)/(fH2
0 ). (41)

The Lagrangian mean velocity can then be written

uL = u0[exp(−2by)/(8b4 (b + k)2)]
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× [−16bk2FF ′
+ 4k2

(
FF ′′

+ F ′2)
+ 2bQ ′

− Q ′′
]. (42)

In Fig. 7 we have depicted the non-dimensional Lagrangian drift
current (42) for B = 60 km, and b = 3.2 · 10−5 m−1, which are
typical parameter values for CSWs with diurnal frequency outside
Lofoten. With reference to Fig. 5, we first consider the region
where the group velocity is positive (northward propagating en-
ergy) and take k = 4 · 10−5 m−1. The corresponding value of the
cross-shelf wave number then becomes l0 = 4.3 · 10−5 m−1. Sec-
ondly, we compute the Lagrangian drift current for the case when
the group velocity is negative (southward propagating energy). In
this case we take k = 7 · 10−5 m−1, and l0 = 4.5 · 10−5 m−1.

We observe from the figure that the Lagrangian drift velocity is
basically located over the shallow part of the shelf with a positive
value at the inner 10 km, and a distinct maximum at the coast.
Between 10 km and 40 km the drift is negative (southward) with
a smaller maximum value. We note that in the case of negative
group velocity (dashed curve) the maximum at the coast as well
as the southward flow are larger.

In the present formulation, we obtain directly the Lagrangian
mean flow, as pointed out in [18]. Quite often, however, the
Stokes drift [30] is taken to represent the particle drift in periodic
waves. This can be misleading, as we show below.

To second order in wave steepness, the Stokes drift uS can be
written (Longuet-Higgins [31]):

uS = (
∫

ũdt)ũx + (
∫
ṽdt)ũy. (43)

It is readily found from (23) and (24) that

uS = u0(b2+ l20+k2)[exp(−2by)/(4b4 (b + k)2)][2bFF ′
+FF ′′

+F ′2
].

(44)

The Stokes drift is related to the mean momentum in the wave
motion, and is virtually independent of the effect of a small fric-
tion. However, as pointed out in [31], for problems with decaying
waves the mean wave momentum will not be lost, but reappear
as Eulerian mean currents. Hence, we can write the Lagrangian
mean velocity as

uL = uS + uE, (45)

where uE is the mean Eulerian current. Accordingly, we have for
the Eulerian mean current that

uE = uL − uS . (46)

To compare the magnitude and spatial variation of the vari-
ous non-dimensional drift components, we have plotted them in
Fig. 8 for B = 60 km, b = 3.2 · 10−5 m−1, l0 = 4.3 · 10−5 m−1, and
k = 4 · 10−5 m−1, i.e. positive group velocity as seen from Fig. 5.

We note that the Stokes drift (blue curve) is positive over al-
most the entire shelf. Accordingly, by considering only the Stokes
drift, this would yield a very incomplete picture of how floating
particles in the sea (cod egg and larvae, oil spill) are transported
by CSWs along the shelf. In particular, one would miss the larger
maximum drift velocity at the coast, as well as the negative drift
over the upper part of the slope, as seen from the black curve in
Fig. 8.

5. Hydrographic conditions west of Norway

West of Norway we find two northward flowing currents. Here
the relatively fresh and cold Norwegian Coastal Current (NCC)
is trapped at the coast. It is wedge shaped, reaching down to
about 100 m at the coast, with a typical width of 50 km, and
near-surface velocities of the order 0.3m s−1 [32]. The saltier and
warmer Norwegian Atlantic Current (NwAC) is located further

west. Outside Lofoten the core is typically 30 km wide. It reaches
down to about 600 m, and has a maximum outside the shelf
break with surface velocities of the order 0.3m s−1 [33]. From
our results, we realize that it is the NCC, with its location over the
shallow part of the shelf, which mostly may affect the Lagrangian
wave-induced drift due to diurnal CSWs. In our earlier example
with B = 60 km, b = 3.2 · 10−5 m−1, l0 = 4.3 · 10−5 m−1,
and k = 4 · 10−5 m−1, we find that the phase speed is c =

ω/k = 1.8m s−1. In this case we obtain for the group velocity
from [20] that cg = 0.4m s−1. For negative group velocity, with
k = 7·10−5 m−1, and l0 = 4.5·10−5 m−1, we find c = 1m s−1, and
cg = −0.26m s−1. We thus see that little (if any) wave energy
will be located south of Lofoten in this case.

6. Discussion and concluding remarks

Numerical modelling of the tidal motion in the Lofoten–
Vesterålen region [21,22] reveals a distinct amplification of the
currents for the tidal diurnal K1 component. By analogy with
the generation of CSWs due to tidal flow in the Bass strait [7–
9] we suggest that the strong Moskstraumen is instrumental in
generating diurnal CSWs along the narrow continental shelf out-
side Lofoten; see also [22]. This is supported by results from the
dispersion relation, showing that CSWs with diurnal frequencies
are possible in a small wave number range centred around zero
group velocity.

At the inner part of the shelf west of Norway, there are a
multitude of small islands and narrow fjords. We here attempt
to model the effect on the CSWs when the coastal boundary is
permeable, through the application of a Robin condition. This is a
novel approach that leads to spatial damping of the CSWs in the
inviscid region over the sloping shelf. Nonlinearly, this damping
makes it possible to determine the radiation stress components
that force the Lagrangian depth averaged mean current along the
shelf.

As an alternative to the Robin condition, it is possible to
model the coastal archipelago as an idealized macroscopic porous
medium governed by Darcy’s law [34], and study the wave-
induced exchange of fluid between the shelf and the porous
inner layer. Now continuity of normal flow and pressure (here
surface elevation) must be assumed at the common permeable
boundary. A similar nonlinear problem of surface waves over a
porous bottom layer has been studied in [15] and in [35]. With
a porous inner shelf, the damping rate becomes a function of
the macroscopic permeability and the eddy viscosity. However,
this modelling complicates the algebra considerably. We will
therefore not pursue this idea here.

The present analysis assumes a barotropic ocean, whereas
the Lofoten region in reality is stratified. Huthnance [36] has
considered the effect of stratification on trapped shelf waves in
terms of the Burger number; see also [37]. However, idealized
numerical model runs in [38] and [39] have revealed that the
effect of stratification on CSWs are small along the Norwegian
shelf. This indicates that the Burger number is small, as pointed
out in [6].

The most interesting result of the nonlinear analysis of the
present paper is that the Lagrangian mean current is independent
of the value of the damping coefficient, however small, as long as
it is nonzero. This is a clear parallel to the singular behaviour of
the wave-drift problem in a direct Lagrangian description. In this
formulation, the limit of solutions as a small viscosity ν → 0 is
different from solutions obtained with ν = 0; see [40]. Since the
Stokes drift represents the inviscid mean wave momentum, it is
the Eulerian mean current that is independent of the magnitude
of the damping in this problem. This is special, since the Eule-
rian mean current normally increases when the effect of friction
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Fig. 7. The non-dimensional Lagrangian drift velocity uL/u0 over the sloping shelf as function of the seaward coordinate. Solid curve: k = 4 · 10−5 m−1 (positive
group velocity). Dashed curve: k = 7 · 10−5 m−1 (negative group velocity).

Fig. 8. Nondimensional drift velocities uL/u0 (black), uS/u0 (blue) and uE/u0 (red) over the sloping shelf as function of the seaward coordinate for k = 4 · 10−5 m−1

(positive group velocity). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

(bottom friction or bulk friction) increases. In digression, it could
be mentioned that for the case where the damping is caused by
the interaction with an inner porous shelf instead of the Robin
condition, as mentioned above, the result that the Lagrangian
mean drift is independent of the damping coefficient becomes the
same.

From the present calculations we note that by considering only
the wave-induced Stokes drift, as often done, one would assess
that particles, like cod egg and larvae, would drift northward over
the entire shelf, and with a smaller speed than they actually have.
This shows the importance of calculating the Lagrangian mean
drift (Stokes plus Euler) when assessing wave-induced transports
in the ocean. Concerning the dimensional magnitude of the La-
grangian drift, we note from Moe et al. [22] that the observed
surface amplitude of the K1 component in this area lies in the
range 5–10 cm (their Table 2). If we take

⏐⏐η̃K1 ⏐⏐ = 7 cm as a typical
value, and calculate the stream function amplitude from (3), we
find that the Lagrangian drift velocity scale (41) then becomes
u0 = 1.4 cm s−1. From Fig. 7 we thus infer that the dimensional

Lagrangian drift velocity over the shallow part of the shelf due to
the diurnal CSW is comparable in magnitude to the NCC.

Finally, it should be emphasized that the drift results for CSWs
with a permeable coastal boundary is not valid only for diurnal
waves as shown here, but applies in general to longer waves
generated by moving weather systems over the continental shelf.
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