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Abstract 
 
When magma intrudes organic-rich shale, the heat triggers contact-metamorphism, 
hydrocarbon generation and hydrothermal flow. Intrusions may also reconfigure basin-scale 
permeability distribution and thus impact long-term fluid migration. For both processes, 
fracturing in and around intrusions is a critical factor. However, our understanding of 
fracturing of igneous intrusions and the surrounding host rock is still limited. Therefore, this 
thesis investigates fracturing mechanisms and fracture network properties, as well as the 
effects of fracturing of intrusions on hydrothermal flow and geophysical properties. 
 
To address these issues, I first present a geological field study of fracturing in outcropping 
sill intrusions in the Neuquén Basin, Argentina. The study identifies four main fracture types 
in the intrusions, including cooling joints, bitumen injection structures (dykes), hydrothermal 
calcite veins, and tectonic fractures. The bitumen occupying the fracture network is strongly 
graphitized, indicating a high-temperature environment. Fracture intensity, orientations, 
connectivity, and length vary considerably, and correlate with the distribution of the different 
fracture types. 
 
The outcrop observations motivate a numerical study of hydrothermal flow in and around 
igneous sill intrusions, and compare impermeable vs. permeable (i.e., fractured) intrusions. 
Results show three distinct flow phases: (1) contact parallel flow below the sill and 
hydrothermal plume initiation before complete solidification. (2) “flushing” of hydrocarbon-
rich fluids upward through the hot intrusion once it is solidified and permeable, which may 
explain graphitization. (3) partial backflow of hydrocarbons into the sill. This three-phase 
flow pattern strongly differs from hydrothermal flow around impermeable intrusions, which 
shows sustained contact-parallel flow below the sill and plume formation. 
 
To improve the understanding of hydrocarbon expulsion and migration in heated shale, I then 
present a hydromechanical modeling study of fracture network evolving from initial 
microfractures. The results show that network evolution and fluid expulsion include three 
main phases. (1) initial growth of cracks with limited fracture opening and propagation 
angles aligning with far-field stresses. (2) fracture interaction and coalescence. (3) fluid 
expulsion, stress relaxation and closure of fractures. Highest network connectivity is achieved 
if far-field stresses are nearly isotropic and initial fractures are randomly oriented, or if mild 
stress anisotropy is combined with aligned initial fractures. 
 
Finally, I present a workflow for realistic forward-modelling of intrusions based on cm-
resolution 3D outcrop models and well data. The results illustrate that sub-seismic scale 
intrusion features may cause characteristic interference patterns in the seismic image that can 
be used as a signature to detect intruded intervals. In addition, variability of seismic 
properties of both intrusions and their host rocks can lead to very different seismic 
expressions of intrusions. Intrusions are very well imaged if acoustic impedance contrasts 
between intrusions and their host rocks are consistently large. However, reduced impedance 
contrasts can lead to poorly imaging. This is the case in the Neuquén Basin, where fractured 
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andesitic intrusions are emplaced in a succession with strong internal acoustic impedance 
contrasts, and intrusion are challenging to detect. 
 
In conclusion, the fracture networks of shale-hosted intrusions can be substantially more 
variable than previously thought. The intrusions investigated in this study developed fracture 
networks and became accessible to hydrothermal fluids and hydrocarbons while they were 
still hot enough to cause graphitization. Numerical modeling supports this scenario, and 
shows that if intrusions become permeable upon solidification, hydrocarbon-rich fluids flow 
through the intrusion and may be exposed to temperatures of more than 400°C. This 
represents a valuable addition to our view on hydrothermal flow around intrusions since the 
igneous bodies are generally assumed to be impermeable. 
 
For igneous petroleum systems, this means that migration into fractured igneous intrusions 
during their cooling phase may destroy locally generated hydrocarbons. However, the field 
data indicate that reservoir properties of intrusions locally benefit from additional fracturing 
through bitumen dykes or hydrothermal veins. For the igneous intrusions acting as reservoirs 
in the Neuquén Basin, this thesis provides additional data to improve reservoir models. 
 
Lastly, the seismic modelling results expand our view on the range of seismic expressions of 
intrusions. The example of the Neuquén Basin demonstrates that seismic reflections from 
intrusions can vary between strong reflections to transparent, depending on fracturing, 
igneous rock type and host rock variability. Therefore, locally calibrated seismic forward 
modelling based on outcrop analogues can be of great value for seismic interpreters. 
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1. Introduction and Aim 
 
Magmatic activity is one of the most fascinating geological processes on Earth. While most 

people will think of magmatism mainly as volcanic eruptions, only a relatively small amount 

of magma reaches the surface. Most of the molten rock mass solidifies in the Earth’s crust. 

When magma enters other rock formations such as sedimentary rocks and crystallizes in the 

subsurface, we define this as magmatic or igneous intrusions. Such igneous intrusions and 

their interactions with the surrounding sedimentary rock formations (termed “host rocks”) are 

the central topic of this thesis. 

 

Interactions between igneous intrusions and sedimentary rocks include coupled thermal, 

hydraulic, mechanical, and chemical processes (Aarnes et al., 2012; Iyer et al., 2017). 

Excluding the mechanical deformation resulting from the forceful emplacement of the 

intrusion, all processes are driven by the immense heat input that magma introduces into the 

geological system. The heat may, for instance, cause fast generation of liquid and gaseous 

hydrocarbons around igneous intrusions in organic-rich rocks like shale (Aarnes et al., 2010). 

If hydrocarbon gases are released into the atmosphere, they can cause global climate change 

and contribute to mass extinction events (e.g., Svensen et al., 2004; Aarnes et al., 2010). 

However, if the hydrocarbons remain underground, they can form economically relevant 

resources. As igneous intrusions cool down, they progressively solidify and often develop 

networks of cooling joints. If these joint networks remain open, they may provide pathways 

or storage space for the hydrocarbons, forming unconventional reservoirs (e.g., Senger et al., 

2017; Witte et al., 2012).  

 

This thesis aims to improve our understanding of fracturing in and around igneous intrusions 

and its link to magma-sediment interactions. It focuses on the setting of the Neuquén Basin, 

Argentina, where intrusions have generated hydrocarbons in the surrounding rocks and 

simultaneously act as fractured igneous reservoirs. The thesis combines three elements: field 

observations, numerical modelling, and seismic modelling. 

 

The main foundation of any geological study are observations. The first element of this thesis 

is thus a detailed field study of fractured, shale-hosted intrusions in the Neuquén Basin, 

Argentina, to investigate and document fracture networks and intrusion-sediment 

interactions. The outcropping igneous sills in my study area constitute direct analogues to 

producing igneous reservoirs in nearby oil fields. Our understanding of the link between 

fracturing processes and fracture network properties in such intrusion reservoirs is still 

sparse, and conclusions on fracture network properties of igneous sill intrusions in general 

are conflicting (Senger et al., 2015; Witte et al., 2012). Therefore, the first aim of this thesis 

is as follows: 

 

Identify fracture mechanisms and quantify their influence on fracture networks in igneous 
intrusions emplaced in organic-rich shale, focusing on intrusions that act as fractured 
hydrocarbon reservoirs. 
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The field observations provide insights to fracturing processes in and around igneous 

intrusions emplaced in organic-rich shale, but outcrops only offer the possibility to study the 

end-product of these processes. To investigate the dynamics of the involved physical and 

chemical processes around intrusions on different scales, numerical modeling techniques 

have been used extensively (e.g., Iyer et al. 2013; Iyer et al. 2017). However, the focus of 

previous numerical studies has neglected the impact of fracturing of the intrusions 

themselves. Thus, I combined outcrop observations with two numerical modeling studies to 

address the second aim of this thesis: 

 

Investigate the influence of porosity and permeability generation in a cooling sill and its 
metamorphic aureole due to fracturing on local hydrothermal flow and hydrocarbon 
transport. 
 

Finally, seismic data have been playing a critical role in understanding the emplacement and 

distribution of igneous intrusions and their effects on sedimentary basins (e.g., Planke et al. 

2005; Schofield et al., 2015). Igneous intrusions (especially sills) are commonly described as 

easy targets for seismic interpreters, because large property contrasts between intrusions and 

their sedimentary host rocks are large, causing strong reflections. Nevertheless, several 

aspects such as limited resolution and interference of seismic reflections from thin sills pose 

significant challenges (Magee et al., 2015; Planke et al., 2015; Schofield et al., 2015). 

Additionally, the prevailing assumptions of high seismic property contrasts between igneous 

intrusions and their host rocks are based on specific settings of mafic intrusions emplaced in 

siliciclastic host rocks. This may not always be the case, because intrusions can be more 

silicic and/or fractured or emplaced in high-velocity host rocks like carbonates or evaporites. 

My study area in the Neuquén Basin represents such a case and is thus ideal to explore the 

range of seismic expressions of igneous intrusions. In this way, we can combine the 

geological understanding from outcrop and process modeling studies with geophysical 

exploration. The third goal of this thesis is therefore: 

 

Develop an outcrop-based workflow to model realistic seismic images of igneous sill 
intrusions and use this workflow to understand how elastic property variations of sills and 
their host rock, for instance due to fracturing or varying lithology, change the seismic 
expression. 
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2. Scientific Background 
 

2.1 Volcanic Basins 

Volcanic basins are sedimentary basins that contain a significant amount of igneous rocks. 

Both extrusive volcanism and emplacement of igneous intrusions in the subsurface not only 

add new rock types to a sedimentary basin, but also influence its structural and thermal 

evolution (Galland et al., 2018; Svensen et al., 2004). Figure 1 illustrates important elements 

and processes typical for volcanic basins, such as surface features like volcanoes and the so-

called ”magmatic plumbing system”, including subsurface sheet intrusions like horizontal or 

saucer-shaped sills and vertical dykes (Galland et al., 2018; Jerram and Bryan, 2017; 

Schofield et al., 2015). Note that although most of the thesis deals with sill intrusions, I will 

mostly use the more general term igneous intrusions. The findings will often be applicable 

not only to sills, but also dykes or other shallow intrusion types with slightly different 

geometries like laccoliths or inclined sheets. 

 
Figure 1. Schematic sketch of the main elements of a volcanic sedimentary basin (w. permission from Planke et al., 2018). 

Volcanic basins with extensive sill complexes exist on all continents and are usually located 

along rifted and compressional continental margins (Figure 2), where sedimentary basins are 

abundant and magmatism or its remnants are concentrated (Senger et al., 2017). Some 

prominent examples of volcanic basins include the Karoo Basin in South Africa (Svensen et 

al., 2012), the Vøring-Møre and Faroe-Shetland Basins in the NE Atlantic (Bell and Butcher, 

2002; Berndt et al., 2000; Planke et al., 2005; Schofield et al., 2015), the Siberian Tunguska 

Basin (Kontorovich et al., 1997) and the Neuquén Basin in Argentina (Kay et al., 2006; 

Spacapan et al., 2018). Intrusive complexes in such basins can cover enormous subsurface 

areas on the order of 104-106 km2 and affect all stratigraphic levels and rock types present in a 

sedimentary basin (Magee et al., 2016; Spacapan et al., 2020a; Svensen et al., 2012). 

The interactions between magma and sedimentary units have attracted the attention of 

scientists for many decades, especially due to hydrothermal flow triggered through igneous 

intrusions (Berndt et al., 2016; Delaney, 1982; Einsele et al., 1980; Jamtveit et al., 2004). 

Magmatic heat input initiates this hydrothermal flow, which can last 1000s to 100000s of 

years for a single intrusion or intrusive complex (Galerne and Hasenclever, 2019; Iyer et al., 
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2013; Rodriguez Monreal et al., 2009). Active hydrothermal systems around intrusions 

evidence this link, for instance through the eruption of hydrothermal fluids at the surface such 

as the LUSI mud eruption (Mazzini et al., 2007) or on the seafloor (e.g., in the Guyamas 

Basin, Berndt et al., 2016; Einsele et al., 1980). 

This type of magma-sediment interaction is relevant both from a research and economic 

perspective because hydrothermal activity due to sill intrusions may have caused global 

climate crises during the Earth’s history (Aarnes et al., 2010; Iyer et al., 2017; Svensen et al., 

2004), and also influences the generation of hydrocarbons (Delpino and Bermúdez, 2009; 

Schutter, 2003; Senger et al., 2017). Ancient, extinct hydrothermal vent complexes of 

enormous extent are documented for instance in the Vøring-Møre Basin and the Karoo 

Basins (Kjoberg et al., 2017; Planke et al., 2005). It is a widely accepted hypothesis that in 

these basins, intrusions have triggered the generation of greenhouse gases like CH4 and CO2 

on the order of 103 gigatons, which were emitted into the atmosphere through many (in some 

cases thousands) of hydrothermal vents (Galerne and Hasenclever, 2019; Iyer et al., 2017; 

Svensen et al., 2004). Thermal input and hydrothermal flow may also generate and transport 

hydrocarbons in the subsurface and thereby affect petroleum systems (Delpino and 

Bermúdez, 2009; Senger et al., 2017). As indicated in Figure 2, we find such igneous 

petroleum systems affected by intrusions worldwide, for instance in the Neuquén Basin or the 

NE Atlantic (Schofield et al., 2015; Spacapan et al., 2020a). In addition, igneous intrusions 

affect local and basin-scale fluid flow long-term. After intrusions have cooled and solidified, 

they permanently alter the permeability structure of a volcanic basin and may represent 

everything between a highly efficient flow path to a regional barrier for fluid flow (Rateau et 

al., 2013; Senger et al., 2017). The following section will introduce the role of igneous 

intrusions in igneous petroleum systems in more depth. 

 

 
Figure 2. Global distribution of sedimentary basins and large igneous provinces (w. permission from Senger et al., 2017). 

 



  5 

2.2 Effects of Igneous Intrusions on Petroleum Systems 
 

When magmatism affects a petroleum system, we can define it as an igneous petroleum 

system. Igneous petroleum systems involving intrusions like sills, dykes or laccoliths exist in 

several volcanic basins globally (Senger et al., 2017). Intrusions may positively or negatively 

impact all elements of a petroleum system, which makes exploration and production in these 

systems challenging (Delpino and Bermúdez, 2009; Rohrman, 2007; Senger et al., 2017). To 

understand the effect of intrusions, it is important to define the main elements of a petroleum 

system which after Senger et al. (2017) comprise: 

• charge (hydrocarbon generation from an organic-rich source rock) 

• migration (flow of hydrocarbons from the source rock through the subsurface and 

towards the reservoir) 

• reservoir (porous and permeable rock formation that allows storage of hydrocarbons) 

• trap (a geological structure leading to accumulation) 

• seal (impermeable formation preventing vertical or lateral discharge of the reservoir 

within the trap). 

The following paragraphs will briefly summarize both positive and negative effects of 

intrusions on each of these elements known from various igneous petroleum systems 

worldwide and focus on those of relevance for this thesis. Figure 3 visualizes different 

potential impacts of intrusions and volcanism on an igneous petroleum system within a 

volcanic basin as presented by Planke et al. (2018). 

 

 
Figure 3. Synthesis of potential impacts of intrusions in igneous petroleum systems in a compressive margin setting (w. 

permission from Planke et al. 2018). 

The main influence on the charge is the heat input provided by intrusions. In source rocks 

with low thermal maturity, the heat can generate a beneficial additional pulse of hydrocarbon 

generation (Spacapan et al., 2018). Such effects have been documented in parts of the 
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Neuquén and Parnaíba Basins in Argentina and Brazil, respectively (de Miranda et al., 2018; 

Rodriguez Monreal et al., 2009; Spacapan et al., 2018). In contrast, sediments can become 

overmature if magmatic intrusions lift the temperatures too much. This is the case in the 

innermost part of the host rock aureole close to the intrusion contact, where temperatures can 

reach 400-600°C for hundreds of years (Aarnes et al., 2010; Spacapan et al., 2018) and if 

intrusions enter source rocks at higher depth where background temperatures and maturity 

levels are high (Iyer et al., 2017; Sydnes et al., 2018). In addition to the expected correlation 

of intrusion thickness with the extent of the thermal aureole, clusters of stacked sills can 

significantly enhance maturity in the host rock layers due to superposition of the thermal 

effects of individual sills (Aarnes et al., 2011; Spacapan et al., 2018; Sydnes et al., 2018).  

Intrusions affect hydrocarbon migration in several ways. While a newly emplaced intrusion 

cools down, its heat drives hydrothermal fluid flow and thus transport of hydrocarbons 

(Rodriguez Monreal et al., 2009). For instance, convection cells may initially transport 

hydrocarbons away from the intrusion and back towards it as it cools down (Rodriguez 

Monreal et al., 2009). Intrusions themselves can represent impermeable barriers for fluid 

flow, which can be both positive or negative, since hydrocarbons may either be redirected 

towards traps or away from them (Rateau et al., 2013). Fractured intrusions and fractured 

aureoles can also be preferred pathways rather than barriers, which can be an efficient 

mechanism to enhance vertical migration from lower levels (Rateau et al., 2013; Schofield et 

al., 2020; Senger et al., 2015). A basin may also inherit permeable structures like 

hydrothermal vents and breccia pipes from intrusions, which can serve as effective vertical 

fluid pathways (Hamilton and Minshell, 2019). 

Fractured igneous intrusions can become excellent reservoirs. A network of cooling joints 

and possible tectonic fractures typically constitutes the main porosity of such unconventional 

reservoirs (Bermúdez and Delpino, 2008; Gudmundsson and Løtveit, 2014; Witte et al., 

2012). For instance, fractured intrusions constitute the main reservoirs in currently exploited 

igneous petroleum systems of the Rio Grande Valley located in the Neuquén Basin 

(Spacapan et al., 2020a; Witte et al., 2012). Additionally, fracturing owing to fluid 

overpressure in the aureole during contact metamorphism can extend fractured sill reservoirs 

in shale formations (Spacapan et al., 2019). On the negative side, contact metamorphism 

around sills emplaced in sandstones may reduce reservoir porosity due to alteration or 

precipitation of minerals, and impermeable sills and dykes can compartmentalize 

conventional reservoirs, leading to challenges for hydrocarbon production (Jackson et al., 

2020; Senger et al., 2017). 

Intrusions can either form traps themselves or generate traps in the overburden. For instance, 

impermeable igneous sills and christmas tree laccoliths form traps in several oil and gas 

fields in Brazil and Thailand (de Miranda et al., 2018; Schutter, 2003). Elastic bending of the 

overburden can create so-called "forced fold", which then form four-way closures (Hansen 

and Cartwright, 2006; Jackson et al., 2020). Intrusion of magma into existing traps, however, 

can destroy them by generating escape routes for hydrocarbons (Senger et al., 2017). 
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Whether intrusions represent effective seals or not depends on their thickness, lateral 

continuity, and their bulk permeability properties (de Miranda et al., 2018; Senger et al., 

2017). The latter depends to a large degree on the existence of an open fracture network. If 

fractures are absent, sills and dykes provide excellent top as well as lateral seals, while 

fractured intrusions can act as seal-bypass systems (Cartwright et al., 2007; Senger et al., 

2015; Senger et al., 2017). 

From the above it is clear that in addition to thermal maturation triggered by the magmatic 

heat input, fracturing plays a key role in determining the effect of igneous intrusions on 

petroleum systems. The significant uncertainty around this topic requires more systematic 

reserach on fracture systems in and around intrusions as well as the different processes of 

fracturing. This is one the central goals of this thesis. 
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2.3 Fracturing of Igneous Sill Intrusions 

As described in the previous section, fractures are a critical part of the pore space within 

igneous intrusions, because they can add significant porosity and often control the bulk 

permeability of igneous intrusions.  

First, let us define the possible elements of the pore space in igneous intrusions. For igneous 

rocks in general, we distinguish primary from secondary porosity (Petford, 2003; Zou, 2013). 

Table 1 summarizes this classification in an adapted version for igneous intrusions by 

Bermúdez and Delpino (2008). Primary porosity includes pore space formed during 

emplacement and the cooling and solidification of magma, i.e., cooling joints (columnar and 

intracolumnar), flow joints, intercrystalline and vesicular porosity. Secondary porosity 

comprises all elements of the pore space added through processes that alter the intrusion after 

its solidification, such as mineral alteration through hydrothermal fluids or tectonic joints and 

faults. Petford (2003) additionally subdivides primary porosity according to the rate of 

diffusive transport vs. transport by flow supported by the respective part of porosity. Primary 

pores like vesicles or intercrystalline pores are often isolated. Thus, intrusions typically 

require both cooling joints and other types of macro- or microfractures to enhance 

connectivity and develop significant porosity and permeability to allow efficient fluid flow or 

even storage (Bermúdez and Delpino, 2008; Jamtveit et al., 2014; Petford, 2003; Senger et 

al., 2015). However, minerals precipitation may seal the fractures fully or partially, which 

may limit fluid flow (Ogata et al., 2014; Senger et al., 2015).  

Table 1. Porosity classification for igneous rocks edited after Bermudez and Delpino (2008) and Petford (2003). 

Porosity Type Primary Secondary Transport regime  

 
 
Fractures 

 
Columnar joints 
Intracolumnar joints 
Flow joints 

 
Tectonic joints 
Faults and associated fractures 
Microfractures 

 
 
Flow dominated 
(class F) 
 

 
Cavities 
 

Vesicles 
Intercrystalline voids 
Miaroles 
 

Intercrystal and intracrystal voids 
(alteration, dissolution) 

Diffusion dominated 
(class D) 

 

We see from the porosity classification that fracture networks in intrusions may evolve in 

several stages related to different processes, which mainly include cooling joint formation 

during magma solidification and tectonic fracturing (Gudmundsson and Løtveit, 2014; 

Senger et al., 2017). This evolution depends on the involved fracturing processes, such as 

intrusion geometry, thickness, or fault proximity, why can lead to spatially heterogenous 

fracture networks (Galland et al., 2019; Senger et al., 2015; Witte et al., 2012). To understand 

fracturing of igneous intrusions and its influence on fluid transport properties, we therefore 

need to understand two aspects: (1) the physical mechanisms and characteristics of fracturing 

processes, especially cooling joints, and tectonic fractures and (2) how to quantify fracture 

network parameters and their link to bulk transport properties. 
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Cooling joints and tectonic fracturing in igneous intrusions 

Cooling joints are the most common fracture type observed in igneous intrusions. Based on 

field observations, laboratory modelling with analogue materials and numerical calculations, 

it is now generally accepted that cooling joints form due to contraction of cooling magma 

(Goehring and Morris, 2008; Hetényi et al., 2012; Jaeger, 1961; Müller, 1998). As magma 

cools due to conductive heat loss to its host rock, its volume continuously decreases. When 

the magma reaches its solidus temperature, the contraction leads to the build-up of thermal 

stress which increase until the stress exceeds the tensile strength of the solidified igneous 

rock, resulting in fracturing (Hetényi et al., 2012). The fracture front thus follows a front of 

tensile stress that represents the level of thermal contraction, which usually also corresponds 

to a path perpendicular to the respective isotherm (Hetényi et al., 2012).  

Cooling joints in intrusions grow orthogonal to the magma-host contact, i.e., vertical in the 

center and radially around bends or near the lava flow or intrusion tip (Galland et al., 2019; 

Kattenhorn and Schaefer, 2008). The joint surfaces are often randomly oriented and form 

columns (“columnar jointing”), which are famous for their often polygonal shapes (Goehring 

and Morris, 2005). However, cooling joints may also record far-field stresses during 

solidification by aligning with principal stress directions (Maher et al., 2020). Horizontal or 

oblique fractures are common where columns connect, which may lead to fracture zonation 

that is summarized in Figure 4 and explained below. 

Temperature gradients and thus cooling rates control joint scaling and spacing, where larger 

cooling rates cause smaller column diameters and thus spacing (Goehring et al., 2006; 

Müller, 1998). Since cooling rates are controlled by the boundary conditions, three important 

controls on joint scaling are (1) intrusion thickness, (2) intrusion geometry, (3) magma 

chemistry (i.e., initial magma temperature), and (4) emplacement depth, i.e., host rock 

temperature (Hetényi et al., 2012). Joint spacing and orientation commonly show a zonation 

Figure 4. Model for joint zonation in igneous intrusions, modified w. permission from Senger et al. (2015).  
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(Figure 4). Senger et al. (2015) describe intensely jointed zones near the contact (“chilled 

margins”) and a generally less fractured intrusion interior but including a zone of complex 

fracturing near the center, where both cooling joint fronts meet (“entablature”). Bermúdez 

and Delpino (2008) document increasing cooling joint density towards the center, and a zone 

of cavities in the center due to late-stage volatiles. In summary, cooling joints in sheet 

intrusions are a common occurrence, but there is no consensus on their spatial distribution.  

Igneous intrusions are concentrated along rifted and compressional tectonic margins, and 

therefore emplaced near potentially active faults. The interactions between magmatic and 

tectonic activity can encompass exploitation of pre-existing faults by intrusions (Galland et 

al., 2006; Galland et al., 2003; Galland et al., 2007; Magee et al., 2013), control of the 

tectonic stress regime on intrusion geometries (Galland et al., 2006; Menand, 2011), and 

tectonic jointing, deformation or even faulting of intrusions after their emplacement (Senger 

et al., 2015; Senger et al., 2017; Spacapan et al., 2020a; Witte et al., 2012). Some of these 

interactions are visualized in Figure 3. Tectonic joints and damage zones around faults that 

cross-cut intrusions can locally or regionally increase fracture density and connectivity, 

improving permeability in igneous intrusions (McCaffrey et al., 2003; Senger et al., 2015; 

Senger et al., 2017; Sidney and Clapp, 1932; Witte et al., 2012). In addition, pre-existing 

fractures like cooling joints may be reactivated and reopened by tectonic processes, providing 

additional effective fracture porosity (Spacapan et al., 2020a; Witte et al., 2012). 

 

Quantification of fracture networks 

Quantitative fracture network characterisation is critical to decipher fracture evolution, 

provide scaling relationships, and model fractured reservoirs (Bonnet et al., 2001; Zeeb et al., 

2013). Sampling along 1D profiles (“scanlines”), in 2D windows, or circular scanlines 

provides important fracture network parameters including distributions of orientation, density 

or intensity, length, aperture, and connectivity (Healy et al., 2017; Zeeb et al., 2013). In 

studies of fractured reservoirs, these values are usually obtained either from boreholes that 

yield in-situ 1D data, or analogue outcrops that allow 2D/3D data collection but may not 

perfectly represent subsurface conditions (Casini et al., 2016; Zeeb et al., 2013). The 

collected parameters are then typically used to estimate fracture porosity and permeability, 

and to create discrete fracture networks (DFNs) for reservoir modeling (Casini et al., 2016). 

While this procedure is standard to describe fracture networks in sedimentary rocks, fracture 

networks of igneous intrusions are not nearly as well described or understood. To the best of 

my knowledge, only a handful of studies exist that quantify fracturing in igneous intrusions 

(Festøy, 2017; McCaffrey et al., 2003; Senger et al., 2015; Witte et al., 2012). The reported 

observations vary substantially. Fracture networks may be very heterogenous in terms of 

fracture orientation and density both between different study sites and within single outcrops, 

which is related to a combination of emplacement-related cooling joints and tectonic 

fractures (Senger et al., 2015). On the other hand, the fracture network parameters of a 

mixture of cooling and tectonic joints can also be laterally consistent and their scaling may 

follow power-law relationships (McCaffrey et al., 2003; Witte et al., 2012).  
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2.4 Magma-sediment interaction:  
Thermo-hydro-mechanical-chemical (THMC) processes 

In addition to the processes inside a cooling intrusion, the host rock aureole experiences 

temperature-driven contact metamorphism and hydrothermal flow (Aarnes et al., 2010; 

Delaney, 1982; Einsele et al., 1980; Svensen et al., 2004). In this thesis, I focus on settings 

where the host rock is organic-rich shale, although many processes are generally valid for 

sedimentary rocks intruded by magma. Magmatic heating of shale leads to coupled thermo-

hydro-mechanical-chemical (THMC) processes with important consequences for volcanic 

sedimentary basins (section  2.1) and igneous petroleum systems (section 2.2). Figure 5 

illustrates the THMC processes, which mainly comprise thermally driven fluid generation 

leading to fluid overpressure and fracturing. Our understanding of the THMC processes relies 

greatly on field, laboratory and numerical modeling studies at different scales, which I will 

summarize in this section. I will begin with temperature-driven metamorphic chemical 

reactions, then outline the impact of these reactions and general heating on the pore fluid 

pressure and fluid flow, and finally discuss the resulting mechanical processes in the host 

rock, i.e., fracturing.  

 

Figure 5. Illustration of coupled thermo-hydro-mechanical-chemical (THMC) processes in shale: a thermally driven 

reaction front leads to rapid fluid or gas generation in the host rock aureole. This results in strong overpressure which may 

eventually cause fracturing if fluid pressure exceeds the fracture pressure.  

TL = liquidus temp., TS = solidus temp., TC = contact temp., Tr = temp. at reaction front, Thr = host rock background temp., 

Pr = fluid pressure in reacted host, Pfr = fracture pressure, Phr = background fluid pressure in host rock (edited w. 

permission from Aarnes et al., 2012). 
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Chemical reactions 

The two most important metamorphic reactions in strongly heated shale include (1) 

dehydration of minerals containing bound water and (2) transformation of solid organic 

material into hydrocarbons, which are primarily (exponential) functions of time and 

temperature (Aarnes et al., 2010). There is a long record of documented chemical alterations 

in the thermal aureoles, especially when it comes to enhanced maturation of organic matter 

and associated hydrocarbon production (Aarnes et al., 2015; Muirhead et al., 2017; Sidney 

and Clapp, 1932; Simoneit et al., 1978; Spacapan et al., 2018). While the conversion may 

take millions of years under shallow burial conditions, these reactions may be completed 

within years, months, days in the thermal aureole of igneous intrusions, where temperatures 

can reach values of 300-600°C (Aarnes et al., 2010; Panahi et al., 2018; Pytte and Reynolds, 

1989; Spacapan et al., 2018). 

Unaltered clay minerals contain bound water which is released into the pore space as clay 

minerals transform under elevated temperatures. Probably the most important example is the 

illite-smectite transition which happens between 70-250°C under burial conditions. This 

corresponds to similar temperature range as oil and gas generation in hydrocarbon source 

rocks (Pytte and Reynolds, 1989). At higher temperatures of 200-400 °C, also other silicate 

and carbonate minerals may dehydrate (Panahi et al., 2018). The stable mineral assemblage 

for sediments of varying initial compositions can be calculated as a function of temperature 

based on thermodynamic considerations, which yields the amount of water released into the 

pore space during contact metamorphism (Aarnes et al., 2010; Connolly, 2009). 

Organic matter transformation into hydrocarbons is the second important reaction in the 

metamorphic aureole. It includes the conversion of solid matter into liquid or gas, which are 

released into the pore space. Typical parameters to describe and quantify the degree of 

thermal maturity are the reflectance of vitrinite particles Ro under the microscope (Price, 

1983), or Pyrolysis parameters such as hydrogen index, transformation ratio, and total 

organic carbon (TOC) in the host rock (Espitalié et al., 1985). These methods were originally 

developed to analyze petroleum source rocks in general but have been widely adopted to 

characterize thermal effects of igneous intrusions, both in field and modeling studies (e.g., 

Aarnes et al., 2010; Iyer et al., 2013; Iyer et al., 2018). 

The strongly increased temperatures usually lead to a typical aureole of high thermal maturity 

around igneous intrusion emplaced in organic-rich shale, which may have a width of 30-

250% of the respective sill thickness (Aarnes et al., 2010). Documenting this aureole using 

vitrinite reflectance or transformation ratio of organic matter represents a crucial task for any 

geological study of contact metamorphism around sills because it constrains the extent of the 

thermal impact and background maturity in the sedimentary host rock (Aarnes et al., 2015; 

Muirhead et al., 2017; Simoneit et al., 1978; Spacapan et al., 2018). The inner aureole close 

to the intrusion usually shows full transformation and thermal overmaturity, while the outer 

aureole typically reflects thermal maturity corresponding to the gas or oil windows. 
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Hydro-mechanical processes and host rock fracturing 

The sudden addition of fluids or gases to the pore space and the thermal expansion of pore 

fluids generate strong fluid overpressure (Aarnes et al., 2012; Delaney, 1982; Townsend, 

2018). If the rate of overpressure generation exceeds pressure dissipation through flow, the 

consequence is the formation of hydrofractures that open fluid pathways and additional pore 

space (Aarnes et al., 2012; Jamtveit et al., 2004). Key evidence for this process is the general 

observation from field and seismic studies that the density of tensile fractures increases 

towards the intrusion contact as well as the observation of breccia pipes and hydrothermal 

vents originating from igneous intrusions (Aarnes et al., 2012; Jamtveit et al., 2004; Senger et 

al., 2015; Spacapan et al., 2019; Zhang et al., 2017). 

Laboratory and numerical modeling studies significantly improved our understanding of the 

dynamics of dehydration and organic matter transformation in shale, and their coupling to 

hydrofracturing and fluid release. The coupled processes involve three stages including (1) 

fracture initiation in response to overpressure, (2) fracture propagation and coalescence and 

(3) fluid expulsion and closure of fractures (Kobchenko et al., 2014; Panahi et al., 2018; 

Panahi et al., 2019). Experiments involving heating of immature shale over several hours to 

days showed that microfracture formation around ellipsoidal kerogen patches starts at around 

300-350°C (Kobchenko et al., 2011; Panahi et al., 2018; Teixeira et al., 2017). The fluid 

generation leads to a periodic process, where fractures open due to overpressure 

accumulation, allowing expulsion and subsequent closing of fractures (Panahi et al., 2019). 

Figure 6 illustrates the fracture network of heated shale samples with clearly visible oil stains 

due to expulsion along the fractures. 

Interestingly, all the above studies intended to model hydrocarbon generation under burial 

conditions. However, due to the necessity to speed up the process to an observable time scale, 

the temperature conditions in the shale experiments (300-750°C) are very well suited to apply 

the results to magma-shale interactions. 

The experimental results also help to validate numerical models of the coupled THMC 

processes, which are currently mainly modeled as hydromechanical (HM) processes and only 

implicitly include chemical and thermal effects. Both experimental and numerical results 

indicate that the layered nature of shale as well as the stress regime control the propagation of 

fractures and formation of a percolating network (Chauve et al., 2020; Panahi et al., 2018; 

Teixeira et al., 2017). Under isotropic stresses, the hydraulic fractures tend to exploit the 

mechanical weakness along shale layers and propagate layer-parallel, i.e., horizontally 

(Chauve et al., 2020; Teixeira et al., 2017). Therefore, the presence of a differential stress 

with the largest stress being vertical is likely an important factor, since tensile hydraulic 

fracture propagate in the direction of this stress (Teixeira et al., 2017). Despite recent 

progress in numerical modeling, it remains challenging to quantify the effect of fracturing on 

the hydraulic properties of the shale. The available modeling studies did not yet explore the 

continuous evolution of fracture networks in terms of fracture network parameters, or the 

cyclic fracturing and expulsion process observed in experiments. 
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Figure 6. Fracturing in a laboratory sample of strongly heated, initially immature shale, showing how fast hydrocarbon 

generation may lead to the creation fracture networks. (A) sample with oil stains after heating, (B) horizontal fracture 

surfaces from microtomography after experiment without differential stress, (C-D) visible networks of horizontal and 

vertical microcracks in sample heated under differential stress (w. permission from Teixeira et al., 2017). 

Large-scale models of THMC processes on volcanic basins 

The described coupled THMC processes strongly impact hydrothermal fluid flow and 

hydrocarbon migration around intrusions emplaced in organic-rich rock units within volcanic 

sedimentary basins. Therefore, these processes need to be considered for models of 

hydrothermal flow on the scale of intrusions or even whole volcanic basins. The most 

common approach includes the application of the finite element method (FEM), which is 

used to model 1D or 2D thermal evolution, associated transformation reactions and/or fluid 

flow of sills and the surrounding host rock in volcanic sedimentary basins (Aarnes et al., 

2010; Galerne and Hasenclever, 2019; Iyer et al., 2013; Iyer et al., 2017; Iyer et al., 2018; 

Rodriguez Monreal et al., 2009; Svensen et al., 2010). 

For instance, the formation of hydrothermal vents and release of the generated hydrocarbons 

depend on the THMC processes and has been thoroughly investigated using FEM modeling 

(Galerne and Hasenclever, 2019; Iyer et al., 2013; Iyer et al., 2017). The combination of fluid 

generation and low permeability leads to progressive hydraulic fracturing and flow-focusing 

along the intrusions toward their tips, where breccia pipes and hydraulic vents form only 

some decades after emplacement (Aarnes et al., 2012; Galerne and Hasenclever, 2019; Iyer et 

al., 2013; Iyer et al., 2017). Aarnes et al. (2012) and Jamtveit et al. (2004) formulated limiting 

conditions based on emplacement depth (i.e., lithostatic pressure to overcome for fracturing), 

permeability and total organic carbon (TOC) content that create conditions that favour 

fracturing and vent formation, which then control upward flow of hydrothermal fluids and 

hydrocarbons. 
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Moreover, hydrothermally driven migration of hydrocarbons generated close to intrusions has 

been proposed as an important mechanism in igneous petroleum systems (Rodriguez Monreal 

et al., 2009; Spacapan et al., 2018; Witte et al., 2012). Understanding and evaluating this 

mechanism in petroleum system modeling relies on a correct implementation of THMC 

processes, because they change the porosity-permeability distribution in the affected rocks 

over time, e.g., due to fracturing. However, most petroleum-related thermal modeling studies 

involving sills do not consider thermal effects and fluid flow as coupled THMC problems. 

Instead, the thermal effect on shales, i.e., additional maturation, is normally treated as a 

simple conductive problem separate from later fluid migration (Spacapan et al., 2018; 

Spacapan et al., 2020b; Sydnes et al., 2018). To my knowledge, only Rodriguez Monreal et 

al. (2009) attempted to include hydrothermal transport in their analysis of the effect of 

laccolith emplacement within organic-rich shale, but they did not account for fracturing. 

Thus, there is a need to investigate the effects of intrusions on igneous petroleum systems 

with a model including coupled THMC processes. 
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2.5 Geophysical Exploration of Igneous Intrusions 

In addition to geological fieldwork, seismic reflection data have been playing a key role in 

the study of volcanic sedimentary basins. In fact, much of the evidence for the importance of 

the processes discussed in the previous chapters, such as hydrothermal vent formation, 

originally stems from seismic data (Jamtveit et al., 2004; Svensen et al., 2004). Igneous 

intrusions are usually characterised by high seismic velocities and high densities, giving them 

a much higher acoustic impedance than many of their sedimentary host rocks (Planke et al., 

2015). This situation is to a large degree responsible for the success of seismic imaging of 

intrusions, because the large impedance contrasts generate bright reflections and make 

intrusions relatively easy targets for interpretation (Magee et al., 2018; Planke et al., 2015). 

Figure 7 shows a seismic image from offshore Norway, illustrating a typical example of a 

clearly imaged igneous sill complex. 

 

Figure 7. Example of a sill complex imaged by a seismic reflection survey, illustrating the typical strong reflections and 

different sill geometries (w. permission from Galland et al. 2018). 

Seismic properties of igneous intrusions 

Two main factors control the seismic properties of crystalline igneous rocks such as 

intrusions or lava flows: (1) primary and secondary mineral composition, and (2) porosity 

and fracturing (Berge et al., 1992; Mark et al., 2018; Planke et al., 2015; Smallwood and 

Maresh, 2002). Table 2 contains ranges for P-wave velocities and densities for intrusions of 

varying composition taken from selected studies, and put them into perspective with the 

range of velocities for possible sedimentary host rocks. 

P-wave velocity data from mafic intrusions like dolerites are very well documented, for 

example from borehole data and seismic refraction surveys along the rifted margin of the NE 

Atlantic. Reported values vary significantly and lie between 4.5 - 7.4 km/s (Berndt et al., 

2000; Planke et al., 2015; Smallwood and Maresh, 2002). However, average values of 5.5-6 

km/s are usually assumed, which combined with an average density of around 3000 kg/m3 
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make mafic intrusions bodies of very high acoustic impedance  (Berndt et al., 2000; Planke et 

al., 2015; Smallwood and Maresh, 2002). S-wave velocities are less available, but range 

between 2.2-3.8 km/s, leading to VP/VS ratios around 1.8-2.0 in massive basaltic rocks 

(Berndt et al., 2000; Klarner and Klarner, 2012; Planke et al., 2015; Smallwood and Maresh, 

2002). 

However, more silicic and/or hydrothermally altered igneous intrusions often show much 

smaller seismic velocities (Mark et al., 2018; Mordensky et al., 2018). VP and VS in this case 

are closer to that of many sedimentary rocks (cf. Table 2). This means that depending on the 

specific composition of intrusions and their host rocks, seismic property contrasts might be 

relatively small, leading to rather dim reflections more challenges for seismic interpretation. 

For instance, Mark et al. (2018) reported several silicic and altered intrusions that appeared as 

intermediate-amplitude reflections in seismic reflection data, and were erroneously 

interpreted as hydrocarbon-bearing sandstones. Moreover, the data presented in Table 2 show 

that some sedimentary rocks, including highly cemented sandstones, carbonates and 

evoparites may even exhibit VP values comparable to relatively high-velocity igneous rocks. 

Table 2. Summary of typical compressional wave velocities of igneous intrusions and their sedimentary host rocks. 

References: B = Berndt et al. (2000), K = Kearey et al. (2002), Ma = Mark et al. (2018), Mo = Mordensky et al. (2018),  

Sc = Schön (2015), Sm = Smallwood & Maresh (2002) 

Rock type P-wave velocity [km/s] 

Mafic intrusions (dolerite) 4.5-7.4Sm, B 
Felsic (granite, dacite) / altered intrusions  3.3-5.85Ma, Mo, Sc 
  
Siliciclastics (Sandstone/Claystone) 2.0-6.0K, Sc 
Carbonates 3.0-6.5K 
Evaporites (Salt, Anhydrite) 4.5-6.5K 

 

Benefits and challenges of seismic imaging and interpretation of igneous intrusions 

Seismic reflection data have many advantages over other geophysical methods in the imaging 

of igneous intrusions. High-quality 2D and 3D seismic data from hydrocarbon exploration are 

readily available from industry collaboration or even open data bases in many countries 

worldwide. This is reflected by the global distribution of seismic studies of igneous intrusive 

complexes, which have been conducted in many countries with prolific hydrocarbon 

provinces such as Norway (Berndt et al., 2000; Kjoberg et al., 2017; Planke et al., 2005; 

Schmiedel et al., 2017), the UK (Mark et al., 2018; Schofield et al., 2015), New Zealand 

(Bischoff et al., 2017; Infante-Paez and Marfurt, 2017), Australia (Jackson et al., 2013; 

Magee et al., 2015a; Magee et al., 2017) and China (Sun et al., 2014).   

Seismic data reach vertical resolutions of meters to tens of metres in shallow crustal depths 

relevant for volcanic sedimentary basins, which greatly exceeds the resolution of other 

geophysical imaging methods like controlled-source electromagnetic (CSEM), magneto-

telluric (MT), magnetic or gravimetric surveying (Magee et al., 2018; Planke et al., 2015). 
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Specifically, for a typical sill of 5500 km/s velocity and a signal frequency 13-45 Hz, sills 

down to 105-30 m thickness would be resolvable, i.e., with top and bottom contact imaged as 

separate reflections (cf. Figure 8). For most cases the resolution limit, which is approximated 

as a quarter wavelength, lies somewhere between these values (Magee et al., 2015b). The 

detectability limit is even smaller, such that under optimal conditions, even sills of just a few 

meters thickness can theoretically be visible (Eide et al., 2017; Magee et al., 2015b; Planke et 

al., 2015). 

 

Figure 8. Resolution (separability) and detection (visibility) limits for typical dolerite sills (Vp = 5500 m/s) imaged at 

different peak signal frequencies presented by Magee et al. (2015). Reprinted w. permission. 

This makes it possible to image large complexes of layered intrusions like sills, and assess 

basin-scale magma transport on the basis of lateral intrusion extent and connectivity, as well 

as detailed intra-intrusion structures like lobes and magma fingers that can serve as magma 

flow indicators (Magee et al., 2016; Schofield et al., 2012; Schofield et al., 2015). Sills can 

appear as laterally discontinuous reflections that may be layer-parallel, saucer-shaped, 

transgressive (i.e., climbing up or down through stratigraphic levels) or follow pre-existing 

faults (Planke et al., 2005). These «seismic sill facies» units were developed from seismic 

datasets (e.g., Figure 7) but correspond well to field observations from exposed igneous sills 

(Eide et al., 2016; Galland et al., 2019; Magee et al., 2015b; Schofield et al., 2012; Schofield 

et al., 2010). 

Despite the many benefits, several challenges remain for seismic interpretation of intrusive 

complexes. Especially in areas with insufficient knowledge on the possible subsurface 

lithology, igneous intrusions can be confused with geological bodies with similar seismic 

properties, like carbonate build-ups or gas-charged sandstones (Infante-Paez and Marfurt, 

2018; Klarner and Klarner, 2012; Mark et al., 2018). Additionally, seismic reflections from 

thin and stacked intrusions can cause tuning and interference effects which make thickness 

estimates and identification of single sills challenging or impossible in some cases, especially 

where splitting and merging of several intrusions occurs (Eide et al., 2017; Planke et al., 
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2015; Schofield et al., 2015). Finally, high-angle inclined sheets and dykes are difficult to 

image directly since the reflected waves from interfaces with high angles to the horizontal do 

not reach the receivers (Planke et al., 2015). 

Seismic forward modelling of igneous intrusions 

Seismic forward modelling represents an important tool to meet some of these challenges and 

improve confidence in interpretations of intrusions. In most cases, this forward modeling is 

done via convolution. A geological model with seismic properties allocated to intrusion and 

host rock results in a seismic reflectivity model, which is then convolved with a source 

function (wavelet) representing the seismic signal to give a synthetic seismic image (Lecomte 

et al., 2016; Magee et al., 2015b). Whether the synthetic seismic image is a realistic 

representation of a real image depends on the important factors including the geometrical 

complexity of the target, illumination, vertical and lateral resolution and seismic survey 

geometry (Lecomte et al., 2015; Lecomte et al., 2016). Recently developed space-domain 

2D/3D convolution technology offers similar speed and ease of use as the “classic” time-

domain 1D convolution but produces much more realistic results, because it considers the 

factors mentioned above (Lecomte et al., 2015; Lecomte et al., 2016).  

Simple geometries such as wedges, bars, "stair-like" steps help to assess tuning and 

interference behaviour of igneous intrusions, for instance as a function of seismic velocity, 

signal frequency or source-receiver offsets (Magee et al., 2015b; Planke et al., 2005). These 

idealised shapes may even give initial hints at more complex interference behaviour, for 

example due to interaction of a sill intrusion with surrounding sediments or other igneous 

bodies (Magee et al., 2015b).  

However, since detectability limits are in the range of meters for many igneous intrusions, 

more detailed and realistic model representations of intrusions based on field analogues add 

further insight. The basis of such field-based, realistic intrusion shapes for seismic modeling 

are usually 3D digital outcrop models created from remote sensing data, e.g., LiDAR, 

or structure-from-motion photogrammetry. The results of such field-based modeling is 

particularly useful to constrain the seismic response in specific geological settings analogous 

to those studied at high detail in the outcrops (Anell et al., 2016; Eide et al., 2017). 
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3. Geological Setting – The northern Neuquén Basin, Argentina 
 
This thesis makes extensive use of field observations from the northern Neuquén Basin, 

Argentina. In this volcanic sedimentary basin, it is possible to collect and combine geological 

and geophysical data from fieldwork and subsurface. As illustrated in Figure 9, commercial 

hydrocarbon production of igneous petroleum systems has generated large datasets from 

wells and seismic exploration, and the neighboring fold-thrust belts offer spectacular 

outcrops of direct analogue systems (Spacapan et al., 2020a; Witte et al., 2012). Our study 

area comprises the Río Grande Valley and Sierra Azul mountain range in the southern 

Mendoza province, ca. 70 km south of the town Malargüe (Figure 9a). In the following, I will 

briefly summarize the geological history of the northern Neuquén Basin and the current 

understanding of the igneous petroleum systems of Río Grande Valley. 

 

 
Figure 9. (a) Satellite imagery of the study area around the Río Grande Valley, indicating oil fields and outcrop localities. 

(b) Panorama of the spectacular outcrop at El Manzano in the Sierra Azul range, which features a km-scale sill complex 

emplaced in organic-rich shale formations. (c) Structural section through Rio Grande Valley and Sierra Azul, showing the 

analogy between subsurface sills and outcrops. Figure from Rabbel et al. (in prep., this thesis). 
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3.1 Basin History and Volcanism 
 

The Neuquén Basin represents a volcanic sedimentary basin in compressive tectonic setting. 

It developed in three main phases, including (1) an initial rift phase, (2) a phase of thermal 

subsidence, and (3) foreland basin phase (Howell et al., 2005). During the rift phase (late 

Triassic-early Jurassic), several isolated halfgrabens developed, resulting in continental and 

volcaniclastic synrift deposits. As extension ceased, continued thermal subsidence and a shift 

to a marine environment (early Jurassic-early Cretaceous) lead to a connection of the 

depocenters and deposition of a thick succession of marine sediments. This part of the 

succession contains sedimentary rocks of all kinds, including siliciclastics, carbonates and 

evaporites. For this thesis the Mendoza Group (late Jurassic-early Cretaceous) is the most 

important one, because it contains the organic-rich Vaca Muerta and Agrío shale formations 

that represent the main source rocks of the igneous petroleum systems investigated in this 

work (Howell et al., 2005; Spacapan et al., 2020a). Massive carbonates (Chachao Fm.) 

locally separate these two shale formations, which are overlain by the evaporitic Huitrín Fm. 

From the late Cretaceous and onwards, Andean compression controlled the development of 

the Neuquén Basin, which now represents a foreland basin. Reactivation of the Triassic 

normal faults created several fold-thrust belts along the western basin margin, which also 

comprise the Sierra Azul range (Manceda and Figueroa, 1995). The proposed onset of uplift 

in the Sierra Azul varies between late Cretaceous and middle Miocene (Folguera et al., 2015; 

Silvestro and Atencio, 2009). 

 

Contemporaneous to tectonic uplift, the northern Neuquén Basin including Sierra Azul and 

Río Grande Valley experienced extensive volcanism (Combina and Nullo, 2011; Kay et al., 

2006). This caused the emplacement of thick lava flows as well as subvolcanic intrusive 

complexes, which include networks of predominantly andesitic to basaltic sills, but also 

dacitic dykes and laccoliths (Rodriguez Monreal et al., 2009; Schiuma, 1994). Spacapan et al. 

(2019) mapped the Río Grande Valley sill complexes and found that they extend over more 

than 100 km2. The volcanism in the study area occurred in two main episodes in the late 

Oligocene, Miocene and Pliocene termed the Molle and Huincán Eruptive Cycles (Combina 

and Nullo, 2011; Witte et al., 2012). Although nearly all sedimentary formations host 

intrusions, they are preferentially emplaced as sills in the organic-rich Agrío and Vaca 

Muerta formations, which host the igneous petroleum systems  (Rodriguez Monreal et al., 

2009; Schiuma, 1994; Spacapan et al., 2020a). Magmatic heat input has also been suggested 

as an important factor in the formation of bitumen dykes, which are common around volcanic 

centers in the Neuquén Basin and have been mined since the early 20th century (Cobbold et 

al., 2014; Rassmuss, 1923; Zanella et al., 2015). 
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3.2 Igneous Petroleum Systems of Río Grande Valley 
 

The igneous petroleum systems of the Río Grande Valley area include several commercially 

producing oil fields with up to 25 million barrels of recoverable oil per field (Witte et al., 

2012). The reservoirs in these fields are fractured igneous sills emplaced mainly in the Vaca 

Muerta and Agrío formations and were discovered nearly 40 years ago (Perea et al., 1984). 

After initial description of these reservoirs as tabular andesitic intrusions by Schiuma (1994), 

it took ca. 20 years before renewed efforts were made to develop models for the evolution of 

the fractured igneous reservoirs and their impact on the local source rocks (Spacapan et al., 

2018; Witte et al., 2012). Below, I will present the current conceptual model for the evolution 

of the Río Grande Valley igneous petroleum systems (Figure 10), which is primarily the 

result of extensive subsurface and modeling studies published in the last 12 years (Rodriguez 

Monreal et al., 2009; Spacapan et al., 2018; Spacapan et al., 2020a; Spacapan et al., 2019; 

Witte et al., 2012). 

 

 
Figure 10. Conceptual model comprising (a) thermal stage, (b) cooling stage, and (c) tectonic stage of the evolution of the 

igneous petroleum systems in the Río Grande Valley. With permission from Spacapan et al. (2020a). 
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Emplacement of sill clusters during Miocene times was crucial to facilitate hydrocarbon 

generation, because shallow burial depth of the Agrío and Vaca Muerta formations (2-2.5 km 

depth) prevented significant burial-driven maturation (Spacapan et al., 2018). Spacapan et al. 

(2020a) term this phase of intrusion-driven charge the thermal stage (Figure 10a). 

Geometrically complex sill clusters intruded the shale formations in several pulses, leading to 

a strong but heterogeneous heating of the source rocks and thus a wide range of thermal 

maturity (Spacapan et al., 2018). Rodriguez Monreal et al. (2009) made similar observations 

in a nearby oilfield featuring fractured laccoliths within the source rock intervals and 

concluded that the variable heating may explain the wide range of observed oil gravity.  

 

During the cooling stage (Figure 10b), the sills solidified and developed primary porosity 

such as cooling joints and vesicles. Meanwhile, fluid generation due to chemical reactions in 

the aureole continued, causing overpressure and generation of fracture networks in the low-

permeable shale (Spacapan et al., 2020a; Spacapan et al., 2019). The model assumes that 

generation of porosity in the sills caused local underpressure, generating an inward-directed 

fluid pressure gradient that promoted initial hydrocarbon migration into the sill (Spacapan et 

al., 2020a; Witte et al., 2012). Note, however, that this early migration pulse has been 

proposed conceptually based on a study from another basin (Svensen et al., 2010), but timing, 

dynamics and P-T-conditions remain unclear in Río Grande Valley. In addition to cooling 

joints within the intrusion, hydrofractures in the aureole may enhance overall porosity and 

permeability in the vicinity of the sill intrusions and establish migration pathways for 

hydrothermal fluids and hydrocarbons (Spacapan et al., 2020a). 

The post-magmatic tectonic stage (Figure 10c) includes tectonic faulting and fracturing of the 

sills, which generates more fracture porosity and better connectivity of flow paths in the sill 

reservoirs (Spacapan et al., 2020a; Witte et al., 2012). Faults may also allow further upward 

migration of hydrocarbons, thereby potentially allowing hydrocarbons to accumulate in upper 

sill levels, for instance in less organic-rich formations. In general, traps seem to be largely 

stratigraphic, and the organic-rich shales representing the source rocks are the sealing 

formations at the same time (Spacapan et al., 2020a; Witte et al., 2012). However, fractured 

dykes or transgressing sill limbs may provide seal-bypass mechanism (Spacapan et al., 

2020a). 
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4. Summary of manuscripts 
 
The review of the scientific background provided the not only the context and state of the art 

for the topic of my thesis, but also highlighted some of the existing knowledge gaps. The 

overarching goal of this work is to advance the understanding of fracturing in and around 

igneous intrusions and its influence on fluid flow and connect this knowledge with seismic 

exploration of intrusions in volcanic sedimentary basins. The thesis applies a wide spectrum 

of methods and consists of four separate manuscripts, of which three are published or 

accepted for publication by peer-reviewed journals and one is in final preparation for 

submission. I will use the following paragraphs not only to summarize the main findings of 

each individual manuscript, but also to point out the connection between the articles. For this 

purpose, I will present the manuscripts in an order that seems most natural to create this 

connection rather than sorting them by publication date. 

 

As a reminder, the three main scientific aims of this these are to: 

 

(1) Identify fracture mechanisms and quantify their influence on fracture networks in 

igneous intrusions emplaced in organic rich shale, focusing on intrusions that act as 

fractured hydrocarbon reservoirs. 

 

Addressed by Manuscript 1. 

 

(2) Investigate the influence of porosity and permeability generation in a cooling sill and 

its metamorphic aureole due to fracturing on local hydrothermal flow and 

hydrocarbon transport. 

 

Addressed by Manuscripts 1, 2 and 3. 

 

(3) Develop a workflow to model realistic seismic images of igneous sills, and use this 

workflow to understand how elastic property variations of sills and their host rock, 

e.g. due to fracturing or varying composition, change the seismic expression. 

Addressed by Manuscript 4. 

 

All manuscripts, including supplementary material, are available in the Appendix of this 

thesis. The graphical abstract on page V visualizes the combined results of this thesis. 
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Manuscript 1: “Fracture networks in shale-hosted igneous intrusions: Processes, 
distribution, and implications for igneous petroleum systems“ 
(Journal of Structural Geology, in press; available online 21.06.2021 

 
To address the first aim of th thesis, this work documents the range of fracture types and their 

involvement in fluid migration and storage and quantifies fracture network variability. The 

presented geological data from the El Manzano sill complex in the northern Neuquén Basin 

(cf. Figure 9) include field observations of different fracture types, geochemical analysis of 

host rock maturity and bitumen composition as well as detailed fracture network maps 

derived from high-resolution orthophotographs. 

 

The fracture networks of the sills at El Manzano comprise four different fracture types that 

are associated with different physical processes: (1) Cooling joints resulting from thermal 

contraction of the cooling sill intrusion during magma solidification, (2) tectonic faults and 

tectonic, (3) bitumen dykes and injection structures and (4) hydrothermal calcite veins. The 

latter two fracture types are interpreted as the result of hydrofracturing due to fluid 

overpressure in a hydrothermal environment since they carry rock fragments from sills and 

the surrounding shale, and the bitumen is strongly graphitized. All fracture types may host 

solid bitumen or liquid hydrocarbons and are thus act as potential fluid pathways or storage. 

 

Geochemical data shows that the sills were crucial for local hydrocarbon generation and 

migration at El Manzano. Background maturity of the organic-rich host rocks (Agrío Fm.) is 

very low because of relatively shallow burial depths (2-2.5 km) but increases strongly 

towards the intrusions. The bitumen dykes are localized around the sills and originate in the 

contact aureole. They usually consist of multiple dykelets, indicating several pulses of fluid 

flow. Raman spectra of samples from the bitumen dykes and good electrical conductivity 

evidence graphitization of the bitumen. Graphitization at such shallow burial must be driven 

by magmatic heat input. Thus, we argue that hydrocarbons migrated into the intrusions while 

they were still hot and were graphitized, probably at >350-400°C. 

 

The combination of four different fracture types creates a highly heterogenous fracture 

network. The analysis of a 2D fracture map shows strong lateral variations of the fracture 

network. Faults and bitumen dykes increase fracture intensity and connectivity, a wider 

orientation distribution and a varying fracture length distribution relative to background 

fracturing with only cooling joints. Thus, not only faults, but also bitumen dykes can 

contribute to increased fracturing and improve fluid flow properties. Length distributions are 

variable but follow a log-normal distribution rather than previously suggested power-law. 

 

In summary, the study extends the understanding of fracture networks of igneous sill 

intrusions emplaced in organic-rich shale, which can be much more variable than previously 

thought. Except tectonic fractures, all fracture types form due to intrusion cooling or 

intrusion-driven hydrothermal processes. The study provides new geological data to constrain 

and interpret numerical modeling results (manuscripts 2 and 3) of the underlying THMC 

processes, but also for reservoir modeling of igneous intrusions. 
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Manuscript 2: ”Impact of permeability evolution in igneous sills on hydrothermal flow 
and hydrocarbon transport in volcanic sedimentary basins“  
(in final preparation before submission) 

The second manuscript builds upon and extends the geological field evidence presented in the 

first manuscript and integrates it with numerical modeling. Using the finite-element method 

(FEM), we simulate intrusion-driven hydrocarbon generation, fracturing and hydrothermal 

flow around impermeable vs. permeable intrusions emplaced in a low-permeability host rock. 

In this way, the study investigates the influence of permeability evolution on hydrothermal 

flow and transport of hydrocarbons generated around intrusions (scientific aim 2). 

The extended field evidence shows that graphitized bitumen within intrusions also occurs in 

other outcropping sill complexes in the study area. Additionally, the manuscript provides 

observations of bitumen or fluidized bituminous shale occupying the cooling joint network. 

Both shale fluidization and graphitization of bitumen requires high temperatures (>350-

400°C) and fluid overpressure. We use these observations to argue that the early fracture 

network of intrusions, including cooling joints and bitumen dykes, must become accessible to 

fluid flow shortly after the magma has solidified. 

Accordingly, the modelling part of the study investigates hydrothermal flow and transport of 

locally generated hydrocarbons around an intrusion that becomes porous and permeable once 

it reaches the solidus temperature, i.e., cooling joints are formed. We identify three main flow 

phases. (1) Before the sill becomes fully permeable, strong overpressure and hydrofracturing 

drives hydrothermal fluids and hydrocarbons towards the intrusion tips, where initial plumes 

form. (2) When the sill becomes fully permeable, the fluids exploit the newly established 

pathway, and the flow suddenly becomes vertical. Hydrocarbons trapped in the aureole below 

the sill are “flushed” through the sill, releasing much of the fluid overpressure. In this phase, 

the sill is >400°C hot. This fits very well with the field observations of graphitized bitumen 

observed in the fractures inside the sills. (3) Finally, the change in the fluid pressure field 

initiates backward flow towards the sill tip, which may lead to some accumulation of 

hydrocarbons in the intrusion. Parameter testing indicates that the last phase (backward flow) 

only occurs for sills that are at least 30 m thick. The flow patterns around permeable 

intrusions differ markedly from an impermeable sill, which has been the standard scenario in 

previous modeling studies of hydrothermal flow around sills. An impermeable sill can sustain 

high fluid overpressures in the host rock aureole below them, which may drive flow and 

hydrocarbons to the tip and feed hydrothermal upward migration in plumes. 

Overall, the results have some important implications for hydrothermal flow in volcanic 

basins. Permeability evolution in igneous sills can reconfigure hydrothermal flow and 

efficiently release fluid overpressure. This can drive hydrocarbons into the hot sill and lead to 

formation of graphite or graphitic bitumen, which means that initial hydrocarbon migration 

into the sill is likely not beneficial from a petroleum system standpoint. For the understanding 

of hydrothermal flow in volcanic sedimentary basins, this study shows that hydrothermal 

flow and hydrocarbon transport through fractured sills should be considered as a possibility. 
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Manuscript 3 “Numerical modeling of fracture network evolution in organic-rich 
shale with rapid internal fluid generation“  
(Published in Journal of Geophysical Research – Solid Earth on 3rd June 2020) 

 

The third manuscript focuses on the evolution of fracture networks in shales with fast internal 

fluid production. These fracture networks control fluid expulsion and migration in shale, but 

their complex evolution is not captured in the large-scale hydrothermal simulations used in 

the second manuscript. Therefore, this manuscript aims to better understand the fracture 

network evolution and fluid expulsion on the cm-scale and assess the effect of far-field 

stresses and initial micro-fracturing on fracture geometry and connectivity. 

 

The study uses the extended finite element method (X-FEM) to simulate coupled 

hydromechanical propagation of a 2D fracture network. The network starts as a grid of 

microcracks with high pore fluid pressure representing initial cracks around hydrocarbon-

generating kerogen patches. We compare fracture propagation and network evolution under 

varying stress anisotropy and initial microcrack orientation by quantifying the cumulative 

fracture length, opening, average propagation angle and network connectivity for each 

simulation. We then combine the evolution of this set of network parameters with the stress 

field in the model to link the fracture network evolution to the local stress state. 

 

The simulations show that the dynamics of fracture network growth and fluid expulsion 

follow three main phases. First, we observe initial growth of cracks with limited fracture 

opening and propagation angles aligning with far-field stresses. In the second phase, fractures 

begin to interact and coalesce, leading to local stress redistribution and deviation from the 

previous propagation direction. Finally, fluid expulsion occurs from the fully developed 

fracture network, stresses relax, and fractures close. This behavior fits with laboratory 

observations from heated shale, which show pulses of opening and closure corresponding to 

fluid generation and pressure build-up followed by expulsion-related pressure relaxation. 

 

Furthermore, the study shows that higher stress anisotropy causes stronger fracture alignment 

with the largest principal stress and larger fracture opening, leading to a network that consists 

of aligned fracture arrays and shows high directional, but relatively low overall connectivity. 

Highest network connectivity is achieved if either stress is nearly isotropic and the initial 

fractures are randomly oriented, or if mild stress anisotropy (5-10%) is combined with 

aligned initial microcracks. The latter scenario is particularly interesting when interpreting 

the results in the context of layered organic-rich shale. 

 

This work represents a step towards bridging the gap between small-scale fracturing and 

large-scale simulations of magma-shale interactions. The results show that connectivity of 

fracture networks in shales can be highly anisotropic and variable in their overall 

connectivity. Large-scale simulations will need to be informed by further small-scale 

laboratory and modeling studies to correctly implement the effect of fracturing on 

permeability evolution, especially in terms of potential permeability anisotropy. 
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Manuscript 4: “From field analogues to realistic seismic modelling: a case study of 
an oil-producing andesitic sill complex in the Neuquén Basin, Argentina 
(Published in Journal of the Geological Society on 2nd March 2018) 

 

In the fourth manuscript, the focus shifts to seismic exploration of igneous intrusions to 

address the third aim of the thesis. A realistic seismic forward-modelling workflow should 

consider geological complexity of the target, detailed information on the distribution of 

seismic velocity and density and adequate modelling technique that correctly implements 

resolution and illumination. We use the kilometer-scale outcropping sill complex at El 

Manzano to develop and demonstrate such a workflow. The results help us to understand how 

the seismic expression changes with elastic property of sills and their host rock, for instance 

due to fracturing or varying composition. 

 

The workflow comprises three main steps. First, we generate a 3D digital outcrop model of a 

suitable analogue outcrop. In this case, we acquire a set of overlapping aerial photographs 

from the El Manzano sill complex and use structure-from-motion photogrammetry to 

generate the digital model. This model then provides a high-resolution interpretation of the 

sill complex with geometries resolved at the sub-meter scale. We then use well data to build a 

detailed elastic property model of the host rock. Combining the real sill geometries from the 

outcrop with subsurface data creates a realistic geological and geophysical model. Finally, an 

advanced 2D convolution technique generates synthetic seismic images representing realistic 

resolution and illumination conditions. 

 

The results illustrate that including intrusion geometries at the sub-seismic scale, i.e., below 

the “quarter-wavelength” resolution limit, is important to create a realistic forward-modelled 

seismic image. The reason is that, for instance, stacked, thin sills may cause characteristic 

interference patterns in the seismic waveforms, such as “pseudo-faults” or splitting and 

“braided” reflections. Such patterns can then be used to identify intruded intervals in seismic 

images, even if it is impossible to identify single intrusions. 

 

In addition, good knowledge of the lithological variations is key to predict seismic response 

of sill intrusions. If the host rock has relatively homogeneous elastic properties and much 

lower seismic velocities than the intrusions (e.g., dolerite in siliciclastic rocks), strong 

reflections are observed. However, the host rocks in the Neuquén Basin are extremely 

variable and contain high-velocity rocks like carbonates and evaporites. The sills are 

andesitic and heavily fractured, which can reduce velocities compared to more mafic or 

unfractured intrusions. As a result, many sill intrusions are challenging to detect due to low 

reflection amplitudes, and mainly cause subtle disturbance of the sedimentary reflections. 

 

The main conclusion of this work is that one should avoid generalized statements on the 

seismic response of igneous intrusions. It should be reviewed under explicit consideration of 

the factors that may influence the seismic property contrasts, which include host rock 

lithology, fracturing and composition of intrusions. Thus, case-by-case evaluation using a 

realistic, outcrop-based forward-modelling workflow can be a valuable tool for interpreters. 
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5. Discussion and Outlook 
 

In this final chapter, I will put the results of this thesis in context with the current state of 

research presented in chapters 2 and 3. This includes a discussion of the advances made in the 

understanding of geological processes related to intrusion fracturing, magma-shale 

interaction, their implications for igneous petroleum systems in the Río Grande Valley and in 

general, as well as the main take-away messages for seismic exploration targeting intrusions. 

At the end of this chapter, I will additionally provide some recommendations for future 

research based on the findings of my work. 

Fracture network evolution in igneous sills 

The existing literature describes the fracture systems of igneous intrusions mainly as 

networks of cooling joints that may be modified by tectonic faulting and jointing (Senger et 

al., 2015; Witte et al., 2012). These processes are well understood, and it is widely accepted 

that factors like intrusion geometry or fault-proximity control parameters like fracture 

orientation and intensity (Hetényi et al., 2012; Kattenhorn and Schaefer, 2008; Witte et al., 

2012). However, very few studies quantitatively describe fracture network properties of 

intrusions, and their observations are not consistent. Senger et al. (2015) pointed out the 

“pervasive heterogeneity” of fracture networks in studied dolerite intrusions, which were 

highly variable both between different sites and in the same outcrop. Witte et al. (2012) on 

the other hand suggested scale-independency (power-law behavior) and lateral consistency of 

the fracture parameters in andesitic intrusions of the Neuquén Basins. This thesis adds 

another quantitative dataset to the research, and specifically focuses on the question of 

heterogeneity and scaling (manuscript 1).  

 

Based on the results, I argue that fracture networks of igneous intrusion are indeed 

“pervasively heterogenous”, especially when they are emplaced within organic-rich shale and 

located in tectonically active regions. The reason for this is the mix of different fracturing 

mechanisms involved in the fracture network evolution: Thermal contraction (cooling joints), 

hydrofracturing (bitumen dykes and sediment injections), and tectonic shearing and jointing 

all contribute, but often in different locations. Especially bitumen dykes as a fracture 

mechanism of intrusions represent a novel finding, since hydrofracturing and bitumen dyke 

formation due to hydrocarbon generation has usually been described as a process affecting 

the sediments around intrusions, but not intrusions themselves (Aarnes et al., 2012; Cobbold 

et al., 2014; Zanella et al., 2015). Moreover, the field study took extreme care to evaluate 

scaling relationships and can with near certainty rule out power-law behavior of fracture 

lengths. Even the scaling relations themselves are laterally inconsistent, but best described by 

log-normal distributions. This fits well with theoretical considerations of fracture networks 

confined to layers, which certainly applies to sill intrusions (Bonnet et al., 2001). With these 

results in mind, this thesis has advanced our understanding of fracture networks and their 

evolution in igneous sills and provides valuable insight and data for both academia and 

industry.  
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Magma-shale interaction and coupled THMC processes around intrusions 

The presented work also advances our understanding of magma-shale interaction. In studies 

of large-scale THMC processes, such as hydrothermal venting, intrusions have usually been 

assumed to be impermeable (Galerne and Hasenclever, 2019; Iyer et al., 2013; Iyer et al., 

2017). The field observations of liquified shale and/or graphite or graphitic bitumen 

occupying the fracture network of sill intrusions show that intrusions can become permeable 

upon solidification (manuscripts 1 and 2). Although Svensen et al. (2010) describes sediment 

dykes that must have entered intrusions shortly after solidification, graphitic bitumen dykes 

within shallow igneous intrusions represent a novel observation to the best of my knowledge. 

Hydrothermal modelling shows that this finding has important implications, because 

hydrothermal flow patterns and thus hydrocarbon transport paths change distinctly if 

intrusions become permeable during cooling (manuscript 2). While especially thick sills may 

indeed not be fractured, there is increasing evidence that porous and permeable intrusions in 

volcanic sedimentary basins may be found in many sedimentary volcanic basins (Schofield et 

al., 2020; Teske et al., 2020; Witte et al., 2012). Therefore, transport of hydrothermal fluids 

and hydrocarbons through hot sills should be considered a possibility in all volcanic basins. 

Because of the strong impact on flow patterns and hydrocarbon transport, numerical 

simulations need to justify their choice for porosity and permeability of igneous intrusions. 

This adds yet another aspect to consider in the already complex geological processes of 

volcanic sedimentary basins. 

Concerning the understanding of THMC processes in the aureole on the microscale, this 

work advanced modelling of fracturing in shales due to fluid generation by focusing on a 

better quantitative description of the fracture network evolution. Previous studies mainly 

focused on comparing final fracture networks for different scenarios of stress anisotropy, 

kerogen distribution or mechanical layering (Chauve et al., 2020; Teixeira et al., 2017), we 

introduced an easily understandable set of parameters that describe the evolving fracture 

network over time and can be combined with stress maps. In this way, it is possible to 

connect the stress state and its changes to geologically important events like opening or 

closing of fractures, or the development of connectivity. In addition, monitoring the fracture 

propagation and network evolution allows a direct comparison to the observations of natural 

hydrofracturing processes in shale and gelatin experiments. By demonstrating that the 

numerical models show similar dynamics as natural systems, i.e., 3-phase growth and pulse-

like fluid escape (Kobchenko et al., 2014; Panahi et al., 2018; Panahi et al., 2019), the third 

manuscript builds confidence in the presented models as a foundation for studies including 

more realistic setups. Even the results from the simple setup indicate that variable geological 

boundary conditions like alignment of initial microcracks and far-field stress can cause 

significant variations in network connectivity and fracture alignment, which could lead to 

anisotropic permeability. 
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Implications for igneous petroleum systems 

The results also have implications for igneous petroleum systems, especially those in the Río 

Grande Valley, Argentina. The occurrence of graphite suggests that early fracture porosity 

development may indeed lead to a first migration pulse as postulated by previous studies 

(Spacapan et al., 2020a; Witte et al., 2012), but the hydrocarbons migrating into the 

intrusions during this first pulse are unlikely to survive. The hydrothermal modeling 

(manuscript 2) provides an explanation, because instead of slowly migrating into the 

fractured intrusion as previously thought, the hydrocarbons generated in the aureole flow 

towards and through the intrusion at temperatures of >400°C. Likely this has been 

overlooked in previous thermal modeling studies of intrusions in source rock intervals. These 

studies focused on the thermal effect on maturity alone that is well described by conductive 

heat transfer but did not explore early hydrothermal migration (Aarnes et al., 2011; Spacapan 

et al., 2018; Sydnes et al., 2018).  

Based on the results of the first and second manuscript, I argue that thermal and cooling stage 

(Figure 10a, b) are not separable events, but characterized by simultaneous processes. 

Hydrocarbons are continuously generated in the aureole, both before and after formation of 

fractures in the intrusions and in the aureole itself. Nevertheless, our understanding of the 

migration mechanisms and timing remains incomplete because hydrocarbon generation and 

hydrothermal flow involving multiple fractured intrusions have not yet been investigated. 

Seismic imaging of intrusions 

The thesis also raises awareness for the range of possible expressions of igneous sills in 

seismic reflection data and provides an outcrop-based seismic modeling workflow that is 

applicable to different geological settings. Manuscript 4 highlights that seismic velocity and 

thus acoustic impedance contrasts between intrusions and their hosts are not always as large 

as often postulated in the existing literature (e.g., Magee et al., 2015b; Planke et al., 2015). 

High-velocity rocks like evaporites and carbonates may reduce acoustic impedance contrasts 

and seismic reflection amplitudes from intrusion-sediment interfaces. Fractured and more 

silicic intrusions like the sills in the northern Neuquén Basin can reduce the amplitudes even 

more, up to the point where intrusions can be transparent or cause soft reflections. Even 

larger sill complexes like in the Río Grande Valley that we would usually expect to be easily 

detectable may be challenging to detect, if intra-sedimentary seismic properties contrasts are 

high and intrusions are stacked and largely layer-parallel. This means that resolution is a not 

the only limiting factor for the imaging of intrusions in volcanic basins. Importantly, Mark et 

al. (2018) published a study almost simultaneously to manuscript 4, which concurs with the 

findings of our work. They report silicic intrusions in the Faroe Shetland Basin that either 

show relatively low-amplitude reflection or are completely hidden. Therefore, it is crucial for 

interpreters to be aware of the full range of expected property contrasts in the basin of 

interest. Looking for the typical high-amplitude reflections is a proven and often successful 

approach to map sill complexes in seismic data but may also suffer from confirmation bias 

and lead to erroneous or incomplete interpretation results. 
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Outlook 
 
As is the case with most research projects, my thesis sparks at least as many new questions as 

it provides answers. Here, I would like to outline a few suggestions for future research. 

 

Firstly, the occurrence of graphite in the outcrops of my study area could have implications 

for igneous petroleum systems (destroyed hydrocarbons), greenhouse gas release (reduced 

CH4-CO2 emissions) and other economic sectors such as graphite mining. More systematic 

field campaigns focused on this topic can help to quantify the proportion of carbon trapped as 

graphitic bitumen or pure graphite in the sill-aureole systems in volcanic basins. Due to their 

immense size, high outcrop-quality and good accessibility, outcrops like El Manzano are 

ideal for this task. Note that the 5 km of outcrop that we explored in detail for this work 

represents around half of the total outcrop. Reconstructing the emplacement history of this 

large sill complex is a task that, combined with other geological and geophysical data, could 

turn this into a true showcase for igneous petroleum systems. 

 

Secondly, the scale gap in the modeling of THMC processes needs to be reduced, and 

knowledge from laboratory measurements and simulations should be included in large-scale 

hydrothermal models. The effect of permeability increase should be better quantified to 

include e.g., permeability anisotropy depending on the far-field stresses. To take the next step 

towards realistic modeling, simulations of hydrothermal flow around sills also need to 

consider porosity-reducing processes such as mineral precipitation (Townsend, 2018) and a 

more detailed implementation of magma solidification.  

 

I hope that this thesis contributes to the awareness of the wide range of possible seismic 

expressions of igneous sills. Future modeling work should also include lateral variations of 

velocities within the sills. Manuscript 1 shows how variable fracturing along sills can be, and 

this will certainly alter the seismic response. However, the link between geological factors 

related to intrusions, such as fracturing, alteration and primary composition and seismic 

velocities remains qualitative in this work. To extract more information from sonic logs and 

seismic data, relationships between petrophysics and seismic properties need to be 

established, for instance via laboratory analysis and rock physics modeling. Rock physics 

modeling could offer a valuable tool especially for applied geoscientists who need to 

characterize igneous rocks as reservoirs, e.g., in geothermal energy, hydrocarbon exploration 

or carbon-capture and storage projects in igneous rocks. 
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Abstract 

Igneous intrusions in sedimentary basins can influence basin-scale fluid flow and petroleum 
systems in various ways. They may act as barriers, preferential pathways or even reservoirs 
for fluids. The fracture networks of intrusions usually represent the main control of their 
hydraulic properties. However, our understanding of different fracturing mechanisms and 
their quantitative effect on fracture network properties remains limited, and good field 
examples are sparse. Here, we present a comprehensive field study from the Neuquén Basin, 
Argentina, using a reservoir-scale outcrop of a sill complex emplaced in organic-rich shale, 
which constitutes a direct analogue of oil-producing fractured igneous reservoirs. We provide 
field evidence of various fracturing mechanisms affecting the fracture network, including 
cooling joints, bituminous dykes, hydrothermal veins, and tectonic faults. Using high-
resolution digital fracture network quantification, we then tie these fracture mechanisms to 
spatial variations of fracture orientation, intensity, and connectivity. Our results indicate that 
all observed fracture types are involved in hydrocarbon migration and/or storage. Bitumen of 
very high thermal grade within the intrusions implies migration of hydrocarbons into the sills 
in a destructive high-temperature environment. Importantly, bitumen dykes and faults locally 
alter the fracture network, creating zones of strongly increased fracture intensity and 
connectivity and therefore improved reservoir properties. 
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1. Introduction 

Igneous intrusions are present in many sedimentary basins around the world. Their potential 
effects on geological processes and properties in the subsurface are widely recognized both on 
the local and regional scale. These effects include for instance accelerated chemical reactions 
(e.g. organic matter maturation) in the surrounding metamorphosed host rock and altered 
hydraulic properties, with consequences for groundwater exploration, CO2 sequestration and 
petroleum systems (Schutter, 2003; Senger et al., 2017), but also global climate change in the 
geological past (Iyer et al., 2017; Svensen et al., 2004). 
 
With respect to fluid flow, igneous intrusions may act as barriers (Rateau et al., 2013), or 
alternatively, preferred pathways or even reservoirs (Mao et al., 2020; Rodriguez Monreal et 
al., 2009; Senger et al., 2015; Spacapan et al., 2020), and may thus be of great importance for 
basin-scale flow patterns and hydrocarbon accumulations. Due to the typically low primary 
porosity of intrusions, fracturing represents a key factor controlling the overall hydraulic 
properties of igneous intrusions (Heap and Kennedy, 2016; Senger et al., 2017; Witte et al., 
2012). Specifically for igneous intrusions acting as hydrocarbon reservoirs, fracture 
networks represent the main contributors to both porosity and permeability that allow storage 
and production in the first place (Delpino and Bermúdez, 2009; Senger et al. 2017). However, 
there is no consensus on the relative importance of different fracturing mechanisms for 
establishing pathways or storage capacity for fluids, or their effect on quantifiable fracture 
network properties. 
 
Cooling joints constitute the most obvious element of the fracture network in igneous 
intrusions and are commonly believed to provide most of the fracture porosity and 
permeability in intrusions (Delpino and Bermúdez, 2009; Gudmundsson and Løtveit, 2014; 
Witte et al., 2012). Additionally, qualitative fracture evolution models often propose that 
fault-related fracturing and re-opening of cooling joints, as well as hydrothermal veins may 
enhance permeability (Spacapan et al., 2020; Witte et al., 2012). Hydraulic fracturing due to 
fast maturation of organic-rich shales surrounding igneous intrusions is a well-recognized 
process (Aarnes et al., 2012; Zanella et al., 2015), but the potential fracturing of the intrusions 
themselves has been largely ignored. Although these existing models generally seem 
reasonable, there is an acute lack of published observational evidence of the specific 
fracturing mechanisms at play, and particularly their involvement in the hydrocarbon-bearing 
fracture porosity of igneous reservoirs. 
 
Volcanological outcrop studies on cooling joints in intrusions propose a characteristic joint 
size depending on cooling rate, magma chemistry and intrusion geometry (Goehring and 
Morris, 2008; Hetényi et al., 2012). Others suggest power-law (i.e., scale-independent) 
behavior for several fracture parameters (length, aperture, orientation) for outcrop analogues 
of oil-bearing sills and assume laterally consistent fracture network properties (Witte et al., 
2012). Connectivity is often believed to be high in cooling-joint networks, but this statement 
is frequently provided without quantitative evidence, particularly in the context of igneous 
reservoirs (Delpino and Bermúdez, 2009; Gudmundsson and Løtveit, 2014; Witte et al., 
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2012). Significantly, the existing models fail to address the strongly varying effect of igneous 
intrusions on fluid flow and storage. This has been reported both on the global scale (barrier 
vs. pathway, Senger et al., 2017) and locally, e.g., for intrusions acting as hydrocarbon 
reservoirs in the northern Neuquén Basin, Argentina, which exhibit strong lateral variations in 
their hydraulic properties (Spacapan et al., 2020, A. Medialdea, pers. comm.). Thus, 
additional work is required to quantify fracture network properties in igneous intrusions and 
document lateral variations. Specifically, there is a pressing need to link this quantification to 
the underlying fracturing processes in order to improve our understanding of the fracture 
network evolution and potential causes of the observed hydraulic property variations of 
igneous intrusions. 
 
Here, we present a comprehensive field study from the Neuquén Basin, Argentina, using a 
reservoir-scale outcrop of a sill complex emplaced in organic-rich shale, which constitutes a 
direct analogue of oil-producing fractured igneous sills. We show explicit field evidence of 
the wide spectrum of fracture types and mechanisms affecting the fracture network of an 
igneous intrusion emplaced in organic rich shale and combine this with high-resolution digital 
fracture network quantification over more than 200 meters. Our aims are (1) to provide sound 
evidence for the broad range of fracture types contributing to the accessible fracture network 
of igneous sills potentially acting as reservoirs, and (2) to quantify local variability in the 
fracture network parameters arising from the presence, or absence, of these fracture 
mechanisms. Thereby, we aim at providing new insight into fracture network evolution within 
igneous intrusions, with a specific focus on settings where the host rock is organic-rich shale.  
 

 

Figure 1. (a) Satellite image of the study area in the Sierra Azul range, adjacent to the producing fractured 
igneous reservoirs of Rio Grande Valley, with indicated Andean E-W compressive stress regime. (b) Regional 
tectono-stratigraphic framework (modified from Spacapan et al., 2020). 
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2. Geological setting 

The study area is located in the Sierra Azul range in the northern Neuquén Basin, Argentina, 
around 70 km south of the town Malargüe (Figure 1a). The Neuquén Basin represents one of 
the Andean foreland basins and comprises a prolific hydrocarbon province with various 
proven hydrocarbon plays, including commercial oil production from fractured andesitic sills 
emplaced in organic-rich shales (Howell et al., 2005; Spacapan et al., 2020).  

The geodynamic evolution of the basin comprises three main phases (Figure 1b). Initiation of 
the basin started in the Triassic-Jurassic as a series of elongated rifts forming isolated 
depocentres (Howell et al., 2005; Yagupsky et al., 2008). During the early Jurassic period, it 
subsequently transformed into a back-arc basin dominated by regional thermal subsidence 
following the onset of the Andean subduction. This phase lead to formation of the marine 
sediments of the Mendoza group, which include organic-rich shales of the Vaca Muerta and 
Agrio formations (Bettini and Vasquez, 1979; Manceda and Figueroa, 1995) that constitute 
two of the main source rocks of the basin. In the late Cretaceous, the tectonic regime changed 
to compressive, initiating the foreland basin phase. This stage created a series of fold- and 
thrust belts including the Malargüe fold-thrust belt through reactivation and inversion of the 
Rift-related normal faults as well as older basement faults (Manceda and Figueroa, 1995). The 
outcropping El Manzano sill complex described on this study was brought to surface during 
this phase and is located adjacent to one of these inverted halfgrabens, the El Manzano-Liu 
Cullín lineament (Yagupsky et al., 2008). 

During the foreland basin stage, particularly the northern part of the Neuquén Basin 
experienced two main pulses (late Oligocene to Miocene; late Miocene to Pliocene) of 
extensive volcanism and magmatic intrusion of the sedimentary succession (Combina and 
Nullo, 2011; Kay et al., 2006). This magmatism profoundly affected the petroleum systems in 
several ways. First, it provided the necessary heat to generate hydrocarbons from the Vaca 
Muerta and Agrio formations, which are mainly immature in the study area as shown by 
thermal modeling and geochemical analysis (Spacapan et al., 2018). Secondly, it generated 
intrusions that themselves act as naturally fractured reservoirs, constituting atypical petroleum 
systems such as the Rio Grande Valley (RGV) oil fields (Witte et al. 2012; Spacapan et al., 
2020). The El Manzano sill complex presented in this study represents a direct outcrop 
analogue of the RGV petroleum system, as it is located just 10 km west of the oil fields, 
separated by a major thrust fault (Figure 1a). The El Manzano outcrop features an exposed 
seismic-scale sill complex emplaced within the Agrio and Vaca Muerta formations, with 
interconnected andesitic intrusions of 1-20m thickness (Figure 2). Ar-Ar dating yields an age 
of 14 Ma for one of the sills at El Manzano (see supplementary data). This outcrop is 
spectacular not only due to its function as a direct analogue outcrop, but because it’s 
continuous high-quality exposure for several kilometers allows studies ranging from the scale 
of seismic surveys (e.g., Rabbel et al., 2018) to detailed outcrop investigations.  

Some 5 km from the El Manzano sill complex, Borello (1944) first described outcrops of 
solid bitumen. Dykes and sills of bitumen (also termed “asphaltene”) are common in the 
northern Neuquén Basin and have been mined extensively (e.g., Cobbold et al. 1999). Their 
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formation is linked to fracturing and short-distance migration in response to fluid 
overpressure (Parnell and Carey 1995). The causes of overpressure formation have been 
debated for decades and are still uncertain, but strong heating pulses during phases of 
volcanism have repeatedly been proposed, because bitumen occurrence clusters around 
volcanic centers and the heat may trigger fast maturation and overpressure build-up 
(Rassmuss, 1923; Cobbolt et al., 2014; Zanella et al., 2015). 

3. Data and Methods 

3.1. Field documentation, samples and geochemical analyses 

The observations and data presented in this study where obtained during two campaigns 
totaling six weeks of fieldwork at the El Manzano outcrop, including exploration as well as 
detailed sampling (Figure 2). In addition to the overall architecture of the sill complex, we 
focused on documenting the wide range of fracture types observed throughout the locality. 
This included drone surveys (DJI Phantom 3), field photographs, manual structural 
measurements of fault, fracture and bedding planes. We also collected 27 samples of different 
types of veins for hand sample and thin section descriptions, as well as Raman spectroscopy 
and qualitative conductivity measurements using a handheld multimeter setup to constrain the 
thermal alteration of organic matter in terms of potential graphitization (sample locations 
indicated in Figure 2). Since solid, low-maturity bitumen is an insulator but graphite is an 
excellent conductor, any measurable conductivity in dry samples should indicate significant 
graphitization. Raman spectroscopy includes analysis of the positions and intensities of the 
spectral peaks at 1345 cm-1 and 1585 cm-1, termed D (“disorder”) and G (“graphite”) peaks, 
respectively (Potgieter‐Vermaak et al., 2011). For samples undergoing initial thermal 
alteration (prior to long-term thermal metamorphism), the G peak narrows and shifts towards 
1615 cm-1 with increasing alteration but shifts back to ca. 1598 cm-1 if graphite is formed 
(Muirhead et al., 2012). Experimental investigations of short, intense heating of meteorite and 
immature bitumen samples indicate a rise in the peak intensity ratio ID/IG from around 0.6 to 
around 1, which may be used to investigate settings involving local heating due to igneous 
intrusions (Muirhead et al., 2012; Zhou et al., 2014). 
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Figure 2. 3D view of the El Manzano sill complex (intrusions indicated in red), along with a wide-angle drone 
photograph (insert), demonstrating the outcrop scale and relevant locations of data presented in this study. 
Apparent clustering of features and absence in parts of the outcrop results from targeted field campaigns. 

Along a sub-vertical section through the main outcrop cliff (white lines in Figure 2), we 
analyzed 16 shale samples using Rock-Eval pyrolysis. This is a standard tool to evaluate the 
realized and overall hydrocarbon generation potential of source rocks, and thus routinely used 
in the petroleum industry (e.g., Lafargue et al., 1998). RockEval serves as an indicator of 
thermal maturity and type of organic matter and is commonly used to quantify the maturation 
effect of igneous intrusions on organic-rich shale (Aarnes et al., 2011; Einsele et al., 1980; 
Spacapan et al., 2018). During pyrolysis, samples are heated to several hundred degrees in a 
stepwise process to identify the amount of free hydrocarbons (S1 peak), the remaining 
hydrocarbon potential (S2 peak), oxygen index (OI), total organic carbon (TOC) and 
hydrocarbon index (HI) (Espitalié et al., 1985). HI is calculated as S2 / TOC x 100, yielding 
milligrams of hydrocarbons per gram of organic matter. Assuming initial HI from immature 
samples or literature values, this is used to calculate the transformation ratio (TR) of organic 
matter into hydrocarbons. 

3.2. Fracture network quantification 
This study aims to quantify potential lateral changes in fracture network parameters in 
response to the evidence of different fracture processes observed in the field. In addition to 
manual 1D scanlines for ground-truthing (Guerriero et al., 2010), we collected drone-based 
and handheld imagery to obtain high-resolution 3D digital outcrop models and 
orthophotographs from a selected outcrop location (Figure 2) using structure-from-motion 
(e.g., Westoby et al., 2012). Augmenting the previously created large-scale, decimeter-
resolution 3D model to interpret large-scale sill geometries (presented in Rabbel et al., 2018), 
the new 3D model allows mapping of fractures down to the sub-cm scale over a 230 x 20 m 
outcrop section. The model was georeferenced relative to the existing differential GPS-
referenced large-scale model, leading to an integrated digital outcrop dataset across the scales. 
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In addition to collecting manual data, we extracted 3D plane orientation data of fracture 
planes along digital scanlines using the Lime software package (Buckley et al., 2019). 
Scanlines run both parallel and orthogonal to the intrusion boundary in order to minimize 
scanline orientation bias. This also exemplifies the benefit of digital outcrops in fracture 
mapping, as manual collection of fracture plane data from the inaccessible cliff in the 
intrusion center was not feasible. Note that for digital plane measurements, we used models 
with significantly higher mesh resolution compared to standard visualization purposes to 
avoid erroneous measurements resulting from smoothing of the digital outcrop surface. All 
fracture plane orientations were corrected for local dip of the surrounding sedimentary layers. 

As a key element of the fracture network characterization, we generated an ultra-high 
resolution (down to 3 mm/pixel) orthorectified photograph of a 230 m outcrop section with 
exceptional outcrop quality and with many observations evidencing the presence of different 
fracturing processes (Figure 2). We used the orthophotograph to manually pick 2D fracture 
trace maps, which subsequently served as input for automated fracture network analysis using 
the FracPaQ Matlab toolbox (Healy et al., 2017). This software provides comprehensive 
measurements and estimates of fracture network properties, including fracture density and 
intensity, connectivity, trace and segment length distributions, as well as 2D orientation 
distribution of the fracture network. 2D fracture density and intensity, commonly termed P20 
and P21 (e.g., Zeeb et al., 2013), represent number of fractures and length of fractures per unit 
area, respectively, and are measured here using the circular estimator method (Healy et al., 
2017). Similar to the P10 value for 1D fracture intensity, commonly obtained from scanlines, 
P21, in particular, serves as an estimate for the fracture area per unit volume (P32), which is a 
critical input in fracture network modeling controlling the number of fractures in a model.  

Connectivity of fracture networks is quantified using the network topology in terms of relative 
abundance of node types, i.e. crossing (X-node), abutting (Y-node) and isolated termination 
(I-node). Note that any 2D mapping of fractures aimed at quantifying connectivity therefore 
needs to take care to correctly map fracture connections corresponding to the observed node 
types. For a given number N of X-,Y- and I-nodes, we get the average number of connections 
per line as C! =	

"∗(%!&%")
%#&%"

	 (Sanderson and Nixon, 2018). We calculated CL along a moving 

window of 35 m width that was shifted by 15 m, yielding a continuous curve of 15 
connectivity values along the outcrop, each allocated to the position of the center of the 
window. 

Finally, the FracPaQ provides a Maximum-Likelihood-Estimator (MLE) test to assess the 
likelihood of observed trace lengths being drawn from a (i) power-law, (ii) log-normal or (iii) 
exponential distribution (Rizzo et al., 2017). Thereby we aim to (1) avoid misleading results 
for length distribution characteristics from a wrong initial assumption, and (2) gain insight 
into how different fracture processes may alter the fracture length distribution. We performed 
this analysis in three manually selected subsets of the fracture network, according to outcrop-
based observations of distinct processes, i.e., we separated the central area affected by a fault 
and bitumen dykes from the outer areas dominated by cooling joints. In order to account for 
potential truncation bias when fitting a power-law, we applied a lower cutoff according to the 
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recommendations of Bonnet et al. (2001), while we did not apply an upper cutoff, because the 
intrusion gives a natural upper length limit through its size. 

As a trade-off between data size and quality, we integrated two different drone surveys 
conducted from slightly varying distance to outcrop, resulting in different resolutions of 3 and 
12 mm/pixel, respectively. This can be problematic, as the recorded number of fractures is 
often subject to resolution bias (Zeeb et al., 2013). However, we justify our approach by 
comparing digital results to manual scanlines (ground-truthing) and considering on-site 
outcrop observations (cf. supplement S1). Comparison of manual fracture density 
measurements with values from digital data in areas of lower resolution found the values to be 
identical, i.e. we do not expect significant resolution bias at the lower end of the scale. These 
areas show no signs of tectonic deformation or natural hydraulic fracturing, with small-scale 
fracturing absent upon inspection in the field. Where these processes are in fact present, we 
have high-resolution data available and are thus able to map smaller fractures, but without 
compromising comparability of the overall fracture data. 
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Figure 3. Examples of cooling joints within intrusions. (a) intrusion roof with polygonal joint arrangement (see 
red weathering along surfaces), with fractures showing alteration and black and white fill (calcite and bitumen, 
see close-up). (b) Joint surface with plumose structure impregnated with shiny bituminous material, (c) irregular 
joint surface with bitumen. 

4. Results 

4.1. Fracture types 

4.1.1. Cooling joints 

As can be expected for thin sheet intrusions within a fold-thrust belt, we observe that the 
intrusions display strong, though not homogenous, jointing. Note that without additional 
observations (e.g., polygonal arrangement or orientation relative to intrusion-host contact), it 
is inherently difficult to distinguish cooling joints from tectonic joints. Therefore, some of the 
observed jointing may be of tectonic nature or at least may have formed in a stage of active 
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compressive tectonics. However, since some additional observations are available and cooling 
joints represent a ubiquitous feature of igneous sheet intrusions, we refer to the observed 
joints as cooling joints. 

Figure 3 shows examples of cooling joints with bitumen filling or impregnation of their 
fracture surfaces. This is frequently found within intrusions at El Manzano. We occasionally 
observe polygonal joint arrangement typical of cooling joints, especially in places where the 
roof of an intrusion is exposed (Figure 3a). In addition, the polygonal fracture planes are filled 
with a mixture of black and white material, identified as solid organic matter and calcite, 
respectively (Figure 3a, close-up). In some cases, the joints exhibit plumose structures (Figure 
3b). The solid bitumen filling shows no evidence of leftover volatiles and instead appears as 
either a shiny black powder or bitumen (Figure 3b, c). 

4.1.2. Bituminous injection structures 

Throughout the El Manzano sill complex, we observe large structures of injected bitumen or 
bituminous material within and around intrusions (Figures 4 and 5; see Figure 2 for sampled 
localities). Note that throughout this work, we use the term “bitumen” if veins or joints are 
filled or impregnated with pure bitumen, while “bituminous” describes observations where 
such fillings are impure (e.g. mixed with shale) or we are unsure of the exact nature of the 
organic matter. These injection structures occur in the form (1) arrays of pure bitumen dykes 
with observed individual sizes of up to ca 20 m height and 50 cm width (Figure 4a, b), or (2) 
areas of intense and chaotic fracturing, where fractures are filled with a mixture of bitumen, 
shaly material and/or calcite (Figure 5). These spectacular features are localized around the 
sills and originate in the aureoles from where they may extend far into the igneous bodies 
(Figure 4a). We do not observe such dykes outside of the direct vicinity of an intrusion or its 
aureole, i.e. they do not seem to cut the stratigraphy over more than 10-20 meters. On closer 
inspection, the dykes consist not of a single mass, but several branches, which may also cut 
across each other (Figure 4b, c). In other cases, the dykes can mingle with thick calcite veins 
(see section 4.2.3), typically without a clear crosscutting relationship (Figure 4d, e). While we 
did not find an exposed root of a pure bitumen dyke, the shale-bitumen filled fractures 
displayed in Figure 5 appear to originate directly from the contact zone, where we observe 
meter-scale cavities due to missing host rock (Figure 5a, b). 

The zones around such injection structures are intensely fractured and host large amounts of 
mobilized organic matter. While the fractured intrusive rock around the injection structure 
hosting bitumen-shale mixture disintegrates so readily that sampling is impossible (Figure 
5c), we were able to collect several samples of the more solid bitumen dykes (e.g. Figure 4d, 
f, g). The hand sample shown in Figure 4d displays mingling of cm-scale calcite and bitumen 
veins within intrusion. In addition, we observe that the bituminous material in many of the 
dykes has a shiny, fibrous, crystalline-looking appearance (Figure 4f). In some of the samples, 
we found shale fragments and calcite crystals of millimeter to centimeter size in the 
bituminous matrix of such dykes (Figure 4g). Note that due to the crosscutting of different 
types of veins, it is not always possible to keep the description of these features fully 
separated. 



 11 

  

Figure 4. Photographs of bitumen dykes from field and hand samples. (a) Large bitumen dyke crosscutting the 
intrusion-host rock contact and branching within the intrusion. (b) Bitumen dyke array within a metamorphic 
aureole. (c) Internal structure of the dyke shown in (a) with multiple fibrous dykelets. (d, e) Intermingling 
calcite and bitumen veins in a hand sample and at outcrop scale, respectively. (f) Fibrous, shiny sample of a 
bitumen dyke. (g) Calcite crystals and shale pieces entrained in the matrix of a bitumen dyke sample. 
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Figure 6 depicts Raman spectra of three bitumen samples collected from intermingling 
bitumen and calcite veins in the southern part of El Manzano. All spectra show clear disorder 
and graphite peaks, of which the graphite peaks at around 1585 cm-1 are particularly well 
developed. Peak intensity ratios ID/IG lie between 0.85-0.93. In addition, qualitative 
conductivity measurements indicate that dry bitumen samples with fibrous and shiny 
appearance conduct electrical currents. 

RockEval pyrolysis provides results for thermal maturity of the Agrio formation at the El 
Manzano outcrop (Figure 7). Assuming initial HI of 538 mg/g corresponding to the observed 
maximum value, our analysis indicates 0-20% transformation of organic matter in the parts of 
the section that are least affected igneous sills, while the aureole of the sills clearly shows 
increased transformation of up to 99% close to the sills, where injection structures are found. 

Figure 5. Bituminous shale injection structure. (a) Drone-based virtual model showing the sill geometry and 
spatial relation of the fractures and holes in the host rock. (b,c) Field photographs illustrating the missing host 
rock as the apparent origin of a large fracture filled with black material, surrounded by an intensely fractured 
zone. 
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Note that other authors report lower initial HI in the area (e.g., Spacapan et al., 2018), which 
would lead to even smaller TR, especially in the less affected regions. 

 

 

  

 

Figure 6. Raman spectra of bitumen 
obtained from samples of intermingling 
calcite and bitumen veins within the sills in 
the southern part of the outcrop (cf. Fig. 2). 

 

Figure 7. Hydrogen index (HI), transformation ratio (TR) and TOC profile from 
Pyrolysis transect through the intruded Agrio formation. Green area represents lower 
and upper TR estimates based on reference values from Spacapan et al. (2018) and local 
maximum as the initial HI, respectively. 
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4.1.3. Hydrothermal calcite veins  

Throughout the outcrop, we find many large carbonate veins cutting through both aureole and 
sills, that are distinctly different from calcite-filled cooling joints, and also show no signs of 
shear displacement (Figure 8). The veins occur both at sill tips, and along the more central 
part of sills and may crosscut, or be crosscut by, bitumen dykes (Figure 8a, b, also Figure 5e). 
Commonly, these features are several centimeters to a meter wide, tens to hundreds of meters 
long, and include arrays of branching veins (Figure 8a, c), and carry fragments of host rock 

Figure 8. Large calcite veins in the field. (a) Intermingling calcite veins and bitumen dykelets at an exposed 
intrusion tip. (b) Drone based photograph showing a ca. 10 cm thick calcite vein cutting through aureole and 
sill. (c, d) Large, 1 m thick vein cutting the contact aureole of a sill with entrained host rock pieces. (e) Sample 
of a vein with bitumen occupying a cm-scale pore. (f) Calcite vein containing oil stains. 
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(Figure 8d). Millimeter- to centimeter-scale macropores like the one displayed in Figure 8e 
are very common and often filled with bitumen, and release a strong hydrocarbon smell when 
broken up. Fluid inclusions with CO2 were identified using Raman spectroscopy (supplement 
S2). Occasionally, we find stains of highly viscous oil within the veins (Figure 8f). 

4.1.4. Faults and associated damage zones 

Although the El Manzano outcrop is located in the hanging wall of the major thrust front of 
Sierra Azul range, faulting within the outcropping sill complex is limited to small-scale strike-
slip and thrust faults cross-cutting the sills, as summarized in Figure 9. Displacement along 
these faults typically is on the centimeter to meter range and locally causes enhanced 
fracturing in the form of damage zones. These damage zones commonly feature fractures 
filled with solid bitumen and low-viscosity, strongly degraded oil as well as calcite veins 
(Figure 9b-d). Figure 9c shows an example of a bitumen-filled fracture cross-cutting an 
amygdale partly filling primary vesicular porosity. Figure 9e presents an example of a small-
scale thrust fault cutting a sill and the surrounding sediments, which also contain bedding-
parallel calcite veins. Despite the small extent of this fault, its core hosts a damage-zone filled 
with massive calcite veins that (1) show striations indicating shear movement and (2) release 
strong hydrocarbon odor when broken up. 
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Figure 9. Examples of faults and associated damage zones observed at El Manzano. (a) Oblique strike-slip fault 
evident in a drone-based virtual outcrop model. (b) Field photograph of the damage zone associated with the 
fault displayed in image (a). (c, d) Hand samples showing bitumen and oil-filled fractures in the same damage 
zone. (e) Small thrust in a sill comprising a damage zone with thick calcite veins. Note also bedding-parallel 
calcite veins in the shale between the two intrusions. 
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4.2. Lateral variability of the fracture network 

4.2.1. Orientation patterns of fracture types 

As the first step of a quantitative description of the variability of fracture types and their 
distribution, we provide dip-corrected plane orientations of different fracture types collected 
throughout the El Manzano sill complex (Figure 10). Cooling joint data show predominantly 
vertical to subvertical planes. Despite a generally large spread in azimuths, there exists some 
agreement with the orientation of the main tectonic structures of the Sierra Azul range in the 
form of one E-W striking set and two conjugate NE-SW / NW-SE striking sets. Fault plane 
orientations show a NNE-SSW striking reverse fault and two ESE-WNW striking strike-slip 
faults, of which one is slightly oblique and has a reverse-fault component (cf. Fig 9a). 
Bitumen dykes are characterized by vertical to subvertical dip and a pronounced preferred 
orientation in N-S and E-W direction, and thus with the large-scale tectonic structures. 
Orientations of the predominantly vertical hydrothermal calcite veins comprise one strong E-
W striking set, but the remaining plane measurements spread over a wide range of 
orientations. 

 

4.2.2. Influence of sill architecture and structural features 

Overall, we observe that fracture patterns change notably with sill architecture and geometry. 
Although a full documentation of the sill complex architecture and geometries found at El 
Manzano and their influence on the fracture network is beyond the scope of this work, the 
example in Figure 11 qualitatively illustrates some key effects. The digital outcrop model 
illustrated in Figure 11 is located in the northern part of the outcrop and comprises 
amalgamated and stacked sills of varying thickness. The massive sill in the lower left of 
Figure 11 is approximately 11 m thick and terminates in this location, where the sill tip is 
visible. It comprises few, long subvertical joints as well as radial joints, which are 
characteristic for sill tips (see e.g., Galland et al., 2019). On the other hand, the even thicker 
sill on the right side consists of four stacked intrusions, which are distinguished through 
different weathering colour, clear horizontal contacts, and occasionally even thin lenses of 

Figure 10. Dip-corrected orientation data of fracture and fault planes sorted by fracture type (Schmidt equal-
area projection). 
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host rock between them. Here, we find more, but shorter fractures mostly confined to one of 
the thin intrusion layers. 

The fracture orientation and P21 fracture intensity distribution (Figure 12c, d) vary 
considerably along the mapped outcrop section (Figure 12 a,b, inset in Figure 2). The outer 
domains (0-90 m and 160-230 m, respectively) comprise P21 values of 0-2.5 m-1, averaging 
1.2 m-1. Here, fractures are predominantly subvertical or subhorizontal. Contrastingly, we find 
nearly random fracture orientations and higher intensity values in the central domain between 
90-160 m, which includes the fault as well as the bitumen dyke, injection structure and 
intrusion step. Here, average P21 is 2.0 m-1, with minimum values of around 1m-1 and local 
maximum values of up to 3 and 6 m-1 around the fault and injection structures, respectively. 

Finally, Figure 12e illustrates the connectivity variations along the outcrop section in terms of 
average connections per line (CL). We include theoretical thresholds for onset of initial 
fracture connectivity (CL = 2, red line) as well as percolation (CL = 3.57, green dashed line) 
for reference. Again, we identify that connectivity in the two outer domains differs markedly 
from the central domain. In the outer domains, we obtain connectivity values of 1.47-2.47 and 
2.12-2.44, respectively, i.e. partly below the threshold for a connected network. In the central 
domain, values vary between 3.25-4.02 average connections per line, i.e., the network is well 
connected and partly percolating 

Figure 11. (a) Digital outcrop model showing several amalgamated and stacked intrusive bodies. (b) 
Interpretation of the different intrusive bodies and layers based on the model and outcrop observations, with 
brown colours representing igneous bodies, and the grey background representing sedimentary host rock. 
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Figure 12. Fracture network quantification using a high-resolution digital outcrop model. (a) Orthophotograph 
indicating main geological features and scanline locations. (b) 2D fracture map of the outcrop. (c) Stereograms 
with poles of fracture planes measured along virtual scanlines on the 3D model. (d) Map of fracture intensity 
(P21). (e) Connectivity along outcrop based on fracture network topology. 



 20 

4.2.3. Trace length statistics and MLE results 

Statistical analysis results of the fracture trace length are presented in Figure 13. For a 
qualitative overview, we display the fracture trace map color-coded by length Figure 13a. It is 
already possible to see that the left and right domains (0-90 m, 160-230 m) are dominated by 
fewer, longer fractures compared to the central domain comprising fault and injection 
structures in addition to cooling joints (90-160 m). Also, we generally observe more and 
shorter fractures close to the contacts compared to the center. The overall trace length 
histogram indicates that small fractures dominate the mapped population with a peak at 
approximately at 0.4 m, and more than 80% smaller than 3 m. Interestingly, there is a small 
second peak at around 17 m, leading to a strongly asymmetric bimodal distribution. 

We aim to quantify the lateral variability of the length distribution and assess the best 
mathematical description. Therefore, we present results of MLE fitting for power-law (Figure 
13c-e) and log-normal distributions (Figure 13f-h) organized in three columns corresponding 
to the left, center and right parts of the outcrop, respectively, with a lower cutoff applied to 
account for truncation effects (red dotted line, supplement S3 for details). Table 1 summarizes 
the estimated likelihood for both distributions as well as exponential distribution, both with 
and without a cutoff. As a reminder, the MLE method estimates the likelihood that a 
population of values is drawn from a specific distribution. 

For a power-law as well as exponential distribution, irrespective of an applied correction for 
truncation effects, the result is zero or near-zero percent likelihood (Table 1). For the power-
law analysis shown in Figure 13c-e, this is reflected in a visibly poor fit in all three domains 
of the outcrop. We also observe a clear “kink” resulting from a change in slope for fractures 
large than around 15 m, especially in the outer domains where cooling joints dominate (Figure 
13 c, e). Note in general that only the central domain data still stretch significantly more than 
one magnitude if a possible truncation bias is accounted for. 

The MLE results for log-normal distributions yield ≥ 99 percent likelihood for the left, central 
and right domains of the outcrop, respectively, if no cut-off is applied to the observations 
(Table 1). Although generally applying a cutoff decreases the MLE likelihood, the domains 
are affected differently. While outer domains still reach values of 75 and 95 percent, 
respectively, the central domain drops to less than 5 percent likelihood, essentially ruling out 
a log-normal distribution. The generally better fit of log-normal distributions to our trace 
length data is visible in Figure 13 f-h. Note again that in the left and right outcrop domains, 
the largest fractures (ca. 15-20) m produce a local deviation from the trend, leading to 
underestimation by log-normal distributions (Figure 13f, h). Exponential distributions score 
near-zero percentages in all MLE analysis. 
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Figure 13. Fracture trace length statistics. (a) Fracture map colored by trace length. (b) Overall trace length 
histogram. (c-e) probability density functions plotted in double-logarithmic, along with MLE best fit for a power-
law distribution (black stippled line). (f-h) probability density functions plotted in semi-logarithmic, along with 
MLE best fit lines for log-normal distribution. Red stippled lines indicate data range if cut-off is applied to 
account for potential truncation bias. 
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Table 1. MLE percentage likelihoods sorted by outcrop spatial domain and tested distribution type. 

 Left domain Center domain Right domain 

Power law 0 / 0 0 / 0  0 / 0 

Log-normal 99.6 / 74.6 99.7 / 4.56 99.0/94.5 

Exponential 0.5 / 0 0.56 / 0 1.5 / 0 

5. Interpretation 

5.1. Fracture network evolution 

Our field observations show that, in the same geological setting, a wide range of fracture 
types can occur in the fracture network of igneous intrusions. We find bitumen and/or dead oil 
in all four identified fracture types within the sills at El Manzano (Figure 3a, b; Figure 4; 
Figure 5b, c; Figure 8e, f; Figure 9b-d), demonstrating that all fracture types may be 
accessible as pathways or even storage for hydrocarbons, but also fluids in general. Although 
most fracture types are directly related to the intrusion event, the underlying physical 
mechanisms of their formation are fundamentally different, resulting in a complex evolution 
of a laterally heterogenous fracture network. 

Except for tectonic fractures, the fracture system in the sills is established within the period of 
cooling of the intrusion. While cooling joints form due to thermal stresses as the intrusion 
solidifies and contracts, the case of injection structures and large calcite veins are less 
obvious. However, the generally high thermal grade of the bitumen dykes in a geological 
setting with low burial-related temperatures and nearly no maturation (Figure 7), as well as 
entrainment of host rock pieces in intermingling bitumen and calcite veins (Figures 4e and 8d) 
strongly suggests that these features formed in the high-temperature environment with 
substantial fluid-overpressure surrounding the intrusions. 

The driving processes for early fracture formation in the intrusions are thus not tectonic but 
related to thermally controlled processes around and within the intrusion, such as cooling-
related contraction, hydrothermalism and metamorphic reactions including organic matter 
maturation in the surrounding host rock. However, these processes occur within tectonic far-
field stresses, which is reflected in the alignment with the tectonic structures and inferred E-W 
maximum compressive stress for all fracture types (Figure 10). We will provide a more 
detailed interpretation of the individual fracture types in separate paragraphs. 

Tectonically driven fracturing represents the only fracture mechanisms independent of the 
intrusion-related thermally controlled processes. Although overprinting due to faults is limited 
in the case of El Manzano, both qualitative and quantitative results show that faults may 
locally alter the initial fracture network and affect multiple intrusions (Figure 9, Figure 12). 
The exact timing of faulting after emplacement remains unclear in this case. It is only 
constrained by the time of sill solidification and the end of tectonic activity in the Sierra Azul 
range, which are both Miocene. However, due to the short time required for the relative thin 



 23 

intrusions to cool (tens to hundreds of years), we generally regard faulting as a post-
emplacement process. 

 

5.2. Controlling factors of thermally driven fracture types 

5.2.1. Cooling joints 

Cooling joints are ubiquitous features throughout the field area and comprise bitumen filling 
in many locations (Figure 3). Their distribution and characteristics within the intrusions of the 
sill complex are quite variable and depend on several factors, including intrusion thickness, 
architecture and geometry. Figure 11 illustrates the relationship between these factors and the 
cooling joint distribution. Thick, massive intrusions emplaced as a single body tend to 
develop fewer, but longer cooling joints compared to the many small fractures seen intrusions 
that may be of similar overall thickness, but consist of multiple, partly disconnected branches. 
This is most likely the result of different cooling rates in the two scenarios, since higher 
cooling rates produce smaller joints (Hetényi et al., 2012). Even within intrusions the spatial 
distribution may vary, as we often observe more small cooling joints along the intrusion 
contact compared to the interior (Figure 12b). This could be related to a similar effect of faster 
cooling of the intrusion boundary in the initial phase after emplacement, when temperature 
gradients are still large. Since cooling joints propagate perpendicular to the intrusion surface, 
any curvature induces a change in local orientation distribution, e.g. at sill terminations or 
steps (Figure 11, Figure 12). All of the above leads us to the interpretation that the 
emplacement mechanism and its controlling factors play a major role in the final cooling joint 
distribution, as it controls the shape and architecture of intrusions and thus defines the 
boundary conditions for joint formation. In addition, far-field stresses may lead to preferential 
alignment of the cooling joints with the prevailing stress field (e.g., Maher 2020), as the 
confining stresses are likely anisotropic (Figure 10).  

Due to the impregnation of joint surfaces with organic matter interpreted as high-grade 
bitumen (Figure 3a, b), we suggest that cooling joints may act as fluid pathways for 
hydrocarbons when the intrusion is still in the cooling phase. Any fluids flowing through 
newly formed cooling joints would be heated to temperatures of several hundred degrees, 
likely leading to combustion of all volatile hydrocarbons, leaving solid leftovers in the form 
of bitumen. 

5.2.2. Bituminous injection structures 

The bitumen dykes and injection structures (Figures 4 and 5) are perhaps the most spectacular 
fracture type observed in this study. We interpret them to result from strong heating and 
subsequent fast hydrocarbon generation in the metamorphic aureole of the sill intrusions, 
causing hydrofracturing within the shale due to fluid overpressure, sometimes up to the point 
of disintegration of the sediments. We base this interpretation on a combination of several 
observations. The very low background maturity level (TR = 0-20%) of the Agrio formation 
shale only increases to high values towards the intrusion contacts, where essentially all 
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organic matter has been transformed to hydrocarbons (Figure 7). Consequently, mobilization 
of hydrocarbons in the amounts necessary to form up to meter-thick bitumen dykes (Figure 3) 
requires the heat input provided by the intruding magma. In the high-temperature environment 
of thermal aureoles, maturation takes place over very short periods (hours to years, e. g. Iyer 
et al. 2017, Panahi et al. 2019), which can be regarded as geologically instantaneous. This 
would not allow for flow-driven overpressure relaxation within the practically impermeable 
shale formations, leading to propagation of fractures. 

Strong additional fracturing of the intrusions, thinning and branching fractures, as well as 
partially missing host rock next to injection structures near the contact evidence propagation 
of the hydrofractures from the aureole into the intrusions (Figures 4, 5, and 12a, b). Mutual 
cross-cutting of bitumen dykes or calcite veins shows that new fractures were repeatedly 
generated with enough pressure to propagate through the previous generation in a “crack-
seal” fashion (Figure 4c, e). Although previously formed cooling joints may have been 
exploited in some places, the propagation of bitumen dykes through the host rock and into the 
sill (Figures 4a, b and 5) must be related to hydraulic fracturing. 

Both Raman spectrograms (Figure 6) and electrical conductivity of the bituminous material in 
the injection structures evidence strong thermal alteration and graphitization. This indicates 
formation of the injection structures shortly after solidification of the sill intrusions because 
this was the only period when temperatures required to form graphite were present at El 
Manzano (potentially >400°C for hydrothermal graphite, cf. Buseck and Beyssac, 2014). 

Since the bitumen dykes commonly consist of several branches that may also crosscut each 
other, we suggest that the dykes formed in a series of pulses (Figure 4a-e). In addition, mutual 
cross-cutting of calcite veins and bitumen as well as calcite crystals entrained in bitumen 
dykes (Figure 4d-g, Figure 8a) point to (1) a repeated, violent fracturing process in 
accordance with the hydrofracturing model and (2) involvement of both hydrocarbon and 
other hydrothermal fluids. We interpret the calcite crystals in Figure 4g as entrained rather 
than grown in-situ because of their random orientations within the bitumen dyke (as opposed 
to e.g. fibrous growth) and the pieces of shale visible in the same dykes, which are clearly not 
in-situ. The two sets of orientations of bitumen dykes (N-S and E-W, see Figure 10) may 
indicate that the hydrofracturing occurred within the far-field stresses related to E-W Andean 
compression that created the Sierra Azul range. The relatively wide spread of orientations 
within the sets could be due to exploitation of, or interaction with, existing cooling joints, 
which show a wide scatter of orientations (Figure 10). 

5.2.3. Hydrothermal calcite veins  

Due to their frequent occurrence and size, the large calcite veins observed throughout the El 
Manzano outcrop represent another important type of fractures present in the igneous 
intrusions (Figure 8). The calcite veins observed within and at the tip of intrusions show (1) 
no indication of shearing and (2) mutual cross-cutting with the graphitic bitumen dykes 
(Figures 4d, e and 8a). They are therefore not fault-related, and likely formed 
contemporaneously with the bitumen dykes in a hydrothermal environment. Samples from 
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calcite veins show inclusions of CO2 within the calcite crystals, which could have been 
provided either by the intrusion itself, or by degradation of hydrocarbons (supplement S2). 
Overpressure-driven hydrofracturing during intrusion-related hydrothermalism may be a 
potential cause of vein formation, since pieces of host rock are commonly entrained in the 
calcite veins, pointing to a process violent enough to break up the host rock and transport the 
pieces over some distance (Figure 8d). Additionally, the observation of bedding-parallel 
fibrous calcite veins may indicate overpressure in the metamorphic aureole (Figure 9e). Since 
the calcite veins often crosscut intrusions (with single veins occasionally crosscutting several 
intrusions) and can reach many decimeters in thickness, we infer that they are the result of 
vertical movement of hydrothermal fluids at the scale of tens or even hundreds of meters. 

5.3. Fracture types vs. fracture network properties 

Quantitative fracture network characterization along a 230 m long outcrop section reveals 
strong parameter variations caused by local interaction of several fracture types and 
mechanisms (Figures 12 and 13). The mapped outcrop shown in Figure 12 has three domains 
which comprise different fracture types and features. While the outer domains (0-90 m, 160-
230 m, Figure 12a) are dominated by cooling joints, the central domain (90-160 m) includes a 
fault and two injection structures, as well as a primary step in the intrusion geometry. The step 
is identified by offset in the sill, but an absence of offset in the sedimentary layer above. 
While the properties are similar in the outer domains with cooling joints only, the addition of 
other fracture types in the central domain leads to an increase in density, a wider spread in 
orientations, and much higher connectivity (Figure 12b-e). We suggest that the interaction of 
fracture types other than cooling joints does not only simply add more fractures, but leads to a 
wider orientation distribution, since faults and injection structures do not necessarily follow 
paths perpendicular to the intrusion contact like cooling joints. As increasing connectivity 
requires not just more fractures, but also fracture intersections, the addition of oblique 
fractures by injection structures and faults is vital for an actual connectivity increase. 
Importantly, the step in the intrusion geometry introduces inclined cooling joints, which 
further diversifies the fracture orientations. 

Additionally, the lateral variability in the presence of different fracture types also manifests 
itself in the fracture length statistics (Figure 13). The qualitative impression from the colored 
fracture map is that smaller fractures are concentrated in the central domain (Figure 13a). 
Thus, instead of focusing on the overall length distribution for the entire outcrop (displayed as 
a histogram in Figure 13b), we analyze the length distribution per domain. Here, it becomes 
clear that the outer domains with mainly cooling joints show very similar characteristics. The 
distributions comprise fractures between ca. 0.2 and 20 m, with few small and large joints, 
that fit well with log-normal distributions according to MLE analysis (Figure 13c, e, Table 1), 
but not power laws or exponential distributions (Figure 13f, h, Table 1). We interpret this 
result in the light of the existence of a characteristic length scale for cooling joints that 
depends on cooling rates and the size of the intrusion, especially since other fracture types 
that may alter the distribution are absent. From this perspective the poor fit with a power law 
is unsurprising since power-laws imply scale-independent distributions. It is noteworthy that 
the largest joints spanning the entire intrusion thickness (15-20 m) create a “kink” in the 
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distributions that leads to underrepresentation in the log-normal distribution. This indicates 
that a log-normal distribution also does not fully capture the geological process. 

On the other hand, the results from the central domain are more difficult to capture in terms of 
mathematical descriptions. Despite a striking increase in smaller fractures due to faulting and 
injection structures, MLE analysis yields a poor fit with a power-law even for bias-corrected 
data, which is also obvious from a qualitative comparison of the best fit and the data (Figure 
13g, Table 1). However, MLE only favors a log-normal distribution if no lower cutoff is 
applied, and in fact discards a log-normal distribution otherwise (Figure 13d, Table 1). Based 
on outcrop observations, we believe that truncation bias of some extent exists in this area, 
suggesting that not all fractures are represented even in the high-resolution models and a 
correction should be applied. Consequently, we interpret the lack of any reasonable fit with 
standard mathematical models common in fracture length description to be a result of 
interacting fracture processes with very different underlying physics. The blend of cooling 
joints, a fault-related damage zone and two injection structures creates a highly heterogenous 
local fracture population which markedly increases fracture density and connectivity but does 
not seem to follow any unified fracture length distribution.  

 

6. Discussion 

6.1. Fracture network evolution 

Establishing the fracture evolution within the igneous intrusions at El Manzano is an 
important step towards understanding fracturing of igneous intrusions in organic-rich shales in 
general. In addition, it provides further insight into the igneous petroleum system evolution of 
producing igneous sill reservoirs, such as those in the Neuquén Basin. Our multi-disciplinary 
methodology allows us to constrain timing and temperature conditions during fracture 
formation and demonstrate the quantitative manifestation of the wide spectrum of fracture 
processes in the form of laterally varying fracture parameters over hundreds of meters. In the 
following paragraphs, we will utilize our results to critically evaluate the existing conceptual 
model of thermal impact and fracture evolution in the igneous petroleum systems in the Rio 
Grande Valley (Spacapan et al., 2020; Witte et al., 2012). Based on this evaluation, we 
present a more process-oriented model focused on fracturing mechanisms that honors both 
previous knowledge and the plentiful field evidence provided in this article (Figure 14). 

6.1.1. Thermal phase: Hydro-thermo-mechanical interaction 

The existing models emphasize the importance of intrusion-related processes. Spacapan et al. 
(2020) distinguish two phases: The initial “thermal stage” is dominated by temperature-driven 
metamorphic reactions in the aureole and fluid migration away from the intrusion due to local 
pressure gradients. During the subsequent “cooling stage” a cooling joint network is 
established and hydrothermally driven hydraulic fracturing occurs in the host rock, leading to 
a first pulse of fluid and hydrocarbon migration into the intrusions due to a reversed fluid 
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pressure gradient (Witte et al., 2012). This model implies a clear temporal sequence of fluid 
generation in high temperature environment, followed by fracturing and migration in a cooler 
environment.  

However, from our observations, a key characteristic of the early phase after magma 
emplacement is that processes appear to take place simultaneously, and chemical reactions, 
fracturing and migration have an immediate causal relationship. The occurrence of injection 
structures showing strong thermal alteration (graphitization) and evidence of forceful 
injection (Figure 4 - Figure 7), as well as bitumen impregnating cooling joints (Figure 3) and 
hydrothermal veins carrying host rock pieces and intermingling with bitumen dykes (Figure 
8) demonstrate that hydrocarbon-bearing fluids entered the intrusion at temperatures of 
several hundred degrees. The intense modification of the fracture network (Figures 12 and 13) 
we observe within intrusions through interaction of bituminous injection structures and 
cooling joints shortly after emplacement represents a novel result that is not included in 
previous models. 

 Our interpretation of emplacement of injection structures in distinct pulses fits well with 
results from field studies, laboratory models and numerical studies of maturation-related 
fracture networks, where repeated pressure build-up and release is observed (Kobchenko et 
al., 2014; Panahi et al., 2019; Rabbel et al., 2020). Previous field studies reported on extensive 
bitumen dykes in the northern Neuquén basin and suggested a connection to volcanic activity 
based on general proximity of the dykes to volcanic bodies and radial bitumen dyke 
orientations around volcanic centers (Rassmuss, 1923; Cobbold et al., 2014; Zanella et al., 
2015). Our study demonstrates this connection and, at least in the study area, clearly 
establishes that the bitumen dykes formed before the intrusion has fully cooled down. Note, 
however, that both the thermal maturity and proximity to volcanic structures of bitumen dykes 
across the basin varies greatly. Different modes of formation have been suggested and their 
evolutional model requires a case-by-case evaluation (Parnell and Carey 1995). 

Our interpretation agrees with observations from other studies of sediment-intrusion 
interactions focusing on pressure evolution in these systems. From the moment of 
emplacement, the intrusion cools down and shrinks, progressively generating primary 
porosity in the form of cooling joints and vesicles as well as strong fluid underpressure even 
before complete solidification (Aarnes et al., 2008). At the same time, temperatures in the 
organic-rich shales rise. The resulting fast hydrocarbon generation, mineral dehydration and 
thermal fluid expansion causes a drastic rise in pore fluid pressure in the impermeable shale, 
leading to hydraulic fracturing (Aarnes et al., 2012). The occurrence of bedding-parallel 
fibrous veins (Figure 9e) in the contact aureole as well as bitumen dykes at El Manzano 
(Figure 4, Figure 5) matches well with previous work from the Neuquén Basin that related 
these features to strong heating and hydraulic fracturing in shales, possibly due to volcanic 
activity (Zanella et al., 2015). Thus, a situation arises in which different fracturing processes 
within sediments and intrusions are ongoing, and fluid flow of newly created fluids or 
fluidized sediments into the intrusion (c.f. Figure 14 a-e) is facilitated by an inward-directed 
fluid pressure gradient (Svensen et al., 2010). Importantly, the intrusion temperature at this 
time is still at several hundred degrees, causing thermal alteration of the incoming material. 
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Overall, the dynamic period directly after emplacement appears to be defining for the 
formation of the initial fracture distribution in intrusions emplaced in organic-rich shales. 
Despite the comfort afforded by a model displaying the clear distinction of phases by timing 
and processes, we argue that a more accurate description of the “thermal phase” of an 
evolutionary model should comprise simultaneous, interacting processes leading to an initially 
heterogeneous fracture network, as depicted in Figure 14. Tectonic overprinting after the 
intrusion has cooled down may further alter this fracture network, potentially also establishing 
connections to previously isolated primary pores (Figure 9c and 14). 

6.2. Implications for the petroleum system 

6.2.1. Fracture network properties of igneous reservoirs 

Our field observations indicating direct evidence for bitumen and/or dead oil occurring in 
each fracture type demonstrate that all types of fractures found in the igneous intrusions can 
be involved in hosting hydrocarbons (Figure 14). This complements previous conceptual 
studies based on well data and modeling, which focus on the contribution of cooling joints to 
the fracture porosity of igneous reservoirs (e.g., Delpino and Bermúdez, 2009; Gudmundsson 
and Løtveit, 2014). We present an easily accessible, world-class locality where geologists can 
observe the role of different fracture types in the petroleum system firsthand. 

High lateral variability of fracture intensity and connectivity (Figure 12) implies strong 
changes in fluid storage capacity as well as fracture permeability over short distances. In this 
context, interaction of multiple fracture types appears to enhance reservoir quality locally. 
Additionally, our results highlight laterally varying fracture length statistics and render 
power-law behavior for fracture length in igneous intrusions unlikely (Figure 13, Table 1).  
Among the available choices evaluated using the MLE method, a log-normal distribution with 
laterally varying parameters provides the best results, although in intensely fractured areas 
affected by multiple fracturing mechanisms this model fails to accurately reflect the entire 
fracture network. This may be explained by an overprinting of fracture populations associated 
with the different fracturing processes, some of which (e.g., tectonic fracturing) may create a 
power law distribution, while others (e.g. cooling joints) have characteristic length scales 
related to intrusion geometry and boundary conditions of the cooling process (Goehring and 
Morris, 2008; Hetényi et al., 2012). Overall, the striking lateral variability of the fracture 
network over 10s to 100s of meters contrasts with previous findings by Witte et al. (2012), 
who stated that fracture networks and therefore permeability should be relatively constant 
over such distances. We therefore advise that any attempt to model the fracture networks of 
intrusions in a petroleum system should include careful evaluation of evidence for lateral 
heterogeneity of the fracture network. 

Production data from oil fields close to El Manzano (Figure 1) were published by Spacapan et 
al. (2020), showing high initial production rates followed by a sharp drop, sometimes only 
after a couple of months. They related this to initial drainage of the hydrocarbons in the 
fracture network, followed by a much smaller mixed matrix-fracture production. As the El 
Manzano sill complex represents a direct outcrop analogue for the adjacent subsurface  
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systems of the Rio Grande Valley comprising comparable extent and intrusion sizes, the 
outcrops may serve to develop a better understanding of the subsurface fracture systems 
holding the producible hydrocarbons.  

Perhaps, the local areas of extreme fracture density seen at El Manzano (Figure 12) represent 
the pockets of high fracture density that are drained in the initial phase of production. 
However, previous research pointed out the existence of so-called cavity zones that may not 
always be related to fracturing but could also be due to large vesicles form by late-stage 
volatiles (Bermúdez and Delpino, 2008; Witte et al., 2012). A promising next step would be 
to utilize the quantitative outcrop observations to conduct fluid flow and production 
simulations for comparison. 

6.2.2. Hydrocarbon generation and migration 

The thermal effect of intrusions in terms of a metamorphic aureole with rapid hydrocarbon 
maturation is well established through case studies around the world (Aarnes et al., 2010; 
Muirhead et al., 2017; Rodriguez Monreal et al., 2009; Spacapan et al., 2018). In the case of 
El Manzano, this effect is an overall positive one, since previously immature source rocks 
show elevated transformation ratios around the intrusions (Figure 7). However, the discovery 
of graphitic bitumen dykes and bitumen within intrusions and their aureoles is an important 
discovery because it provides evidence for mobilization and migration of hydrocarbon-
bearing fluids into the intrusions while the temperatures are sufficient for substantial thermal 
alteration. Although our thermal methods are qualitative and cannot assess the exact 
temperature, the observed graphitization indicates that the hydrocarbon-rich fluids 
experienced “in-situ combustion” at several hundred degrees.  

Considering the impressive size of some the observed bitumen dykes, a significant part of the 
petroleum potential around the intrusions may be lost in the first pulse of local fluid 
generation and migration, which has previously been proposed as a charge mechanism for oil 
into the intrusions (Spacapan et al., 2020; Witte et al., 2012). It is important to note that the 
bitumen dykes observed in the outcrops are always proximal to intrusions and do not extend 
far from the contacts, making them very localized migration features. Assuming a penny-
shape for the bitumen dyke shown in Figure 4a as lower boundary, this feature alone 
comprises around 160 m3 (ca. 1000 barrels) of solid bitumen. Further investigation should 
explore this migration pulse in more detail to quantify the hydrocarbon volume that may 
survive. It seems reasonable to assume that for liquid hydrocarbons to survive and be 
produced, migration into the fractured intrusions must take place after the intrusion has fully 
or nearly cooled down to ambient temperatures. 

Furthermore, our observations agree with the suggestion of Spacapan et al. (2020) that both 
the faults and hydrothermal calcite veins may connect different levels of sill intrusions and 
facilitate vertical migration of hydrocarbons from lower stratigraphic levels, in this case the 
Vaca Muerta Fm (Figure 14). At El Manzano, both features commonly intersect and thus 
connect several intrusions, and show evidence of hydrocarbons occupying their porosity 
(Figure 8e, f, 9c and d). These features may therefore control local fluid flow patterns and 
should be included in reservoir-scale flow modeling. 
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6.2.3. Implications for geophysical properties 

Finally, our results may reveal some of the geological mechanisms responsible for the large 
variations in geophysical properties observed in well data from the intrusive reservoirs near 
the study area (Rabbel et al., 2018; Spacapan et al., 2019, Witte et al., 2012). In addition to 
mineral composition (both primary and secondary), porosity and fracturing strongly control 
seismic velocity changes in igneous rocks (e.g., Berge et al., 1992; Mark et al., 2018). 
Although we do not provide measurements or modeling of potential fracture-related velocity 
changes in the intrusions investigated in this study, the drastic increase in fracture density as 
well as the associated alteration should be capable of reducing seismic velocities of intrusions 
significantly. In fact, the El Manzano field locality previously served as a site for outcrop-
based seismic modeling of a sill complex investigating the effects of velocity variations on 
seismic imaging of intrusions and found marked dimming of reflections if velocities are at the 
lower end of the spectrum (Rabbel et al., 2018). In addition, increased fracturing due to 
metamorphic reactions in the aureole as well as the occurrence of graphite may contribute to 
the low-resistivity zones around sills documented by Spacapan et al. (2019). Thus, the 
presented field study may give applied geophysicists a more practical understanding of the 
geological features they are dealing with and illustrate potential causes of the wide spectrum 
of seismic responses that are possible in igneous intrusions.  

 

7. Conclusions 

We present an interdisciplinary field study of the fracture network in an igneous sill complex 
emplaced in organic-rich shale in the northern Neuquén Basin, Argentina. Our observations 
including drone and ground based photogrammetry and geochemical data demonstrate that a 
wide spectrum of fracturing mechanisms can affect the fracture network of intrusions. We 
employ digital fracture mapping on high-resolution digital outcrop models to quantify the 
effect of these processes on fracture network properties. Based on the results, we draw the 
following conclusions: 

• We identify four different fracture types present in sills, driven by a broad spectrum of 
physical processes. These include (1) cooling joints created by thermal contraction, (2) 
faults and associated tectonic fractures, (3) bitumen dykes and bituminous shale 
injection structures, and (4) hydrothermal veins, likely due to hydrofracturing initiated 
in the metamorphic aureole.  
 

• Except for tectonic fractures, the fracture network is established during the early phase 
dominated by a high-temperature environment. Evidence suggests that in this phase, 
hydrocarbons generated may be mobilized and migrate into the intrusion and 
experience temperatures of several hundred degrees, where in-situ combustion of 
volatiles and graphitization of solid bitumen takes place. 

 



 32 

• We observe the different fracture types throughout the outcrop, but they do not occur 
spatially homogenous. Instead, the fracture network properties exhibit strong lateral 
changes on the scale of some tens to hundreds of meters, depending on the number 
and intensity of processes involved. Such changes involve locally increased fracture 
density, wider orientation distribution, higher connectivity, and a variable length 
distribution.  

• Comparison of different mathematical distributions shows that fracture lengths are 
best represented through a spatially varying log-normal distribution, although even 
this is not overall satisfactory. Our analysis also demonstrates that previously 
suggested power-law behavior is very unlikely and difficult to justify considering the 
various physical processes at work. 

• Strong variations in fracture network properties imply similar heterogeneities for 
petrophysical and geophysical properties, such as locally enhanced storage capacity 
and fracture permeability or reduced seismic velocities. 
 

Overall, this study extends our understanding of fracture networks in igneous intrusions acting 
as petroleum reservoirs and provides numerous field examples and quantitative data. The El 
Manzano field analogue can thus be used help geoscientists of all disciplines to better 
constrain modeling efforts and develop a more practical understanding of subsurface igneous 
petroleum systems. 
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Figure 1. Photographs showing the difference in fracturing between areas affected by hydro-fracturing/injection of liquefied 
sediments (a,b) and areas with only cooling joints present (c-e). While the former show intense fracturing with calcite and 
bitumen fill at the cm and sub-cm scale, the latter exhibits intact intrusive rock at the same scale (except weathering-
fractures related to so-called “onion-skin” weathering. We use this as an argument that areas dominated by cooling joints 
will not suffer from significant resolution bias. 



 III 

 

Figure 2. Raman spectrum of a calcite vein sample showing CO2 in fluid inclusions (peaks at ca. 1400 and 1300 cm-1 ). 
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Figure 3. Density distribution of trace length for the fracture population mapped in for quantitative analysis (Fig.12, 13 in 
the main document). (a) Entire population, (b) left domain 0-90 m, (c) central domain 90-160m, (d) right domain 160-230m. 
The black horizontal line in (b-d) represents the local maximum, i.e. the length below which the fracture density decreases 
with decreasing length. This was suggested by Bonnet (2002) as a choice for lower cut-off to correct resolution bias in 
statistical analysis of trace lengths. 

 

Figure 4. Ar-Ar dating of one of the sills at El Manzano, resulting in an age of 13.97 Ma. 
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Abstract When low‐permeability and organic‐rich rocks such as shale experience sufficient heating,
chemical reactions including shale dehydration and maturation of organic matter lead to internal fluid
generation. This may cause substantial pore fluid overpressure and fracturing. In the vicinity of igneous
intrusions emplaced in organic‐rich shales, temperatures of several hundred degrees accelerate these
processes and lead to intense fracturing. The resulting fracture network provides hydraulic pathways, which
allow fluid expulsion and affect hydrothermal fluid flow patterns. However, the evolution of these complex
fracture networks and controls on geometry and connectivity are poorly understood. Here, we perform a
numerical modeling study based on the extended finite element method to investigate coupled
hydromechanical fracture network evolution due to fast internal fluid generation. We quantify the evolution
of different initial fracture networks under varying external stresses by analyzing parameters including
fracture length, opening, connectivity, and propagation angles. The results indicate a three‐phase process
including (1) individual growth, (2) interaction, and (3) expulsion phase. Magnitude of external stress
anisotropy and degree of fracture alignment with the largest principal stress correlate with increased fracture
opening. We additionally find that although the external stress field controls the overall fracture orientation
distribution, local stress interactions may cause significant deviations of fracture paths and control the
coalescence characteristics of fractures. Establishing high connectivity in cases with horizontally aligned
initial fractures requires stress anisotropy with σV > σH, while the initial orientation distribution is critical
for connectivity if stresses are nearly isotropic.

1. Introduction

Fracturing of rocks usually involves an interplay between external stresses, for example, tectonics far‐field
stresses, and pore fluid pressure. In the case of low‐permeability sedimentary rocks such as shale, various
geological processes may cause the buildup of strong pore fluid overpressure, which eventually leads to nat-
ural hydraulic fracturing (Bjorlykke, 2010; Cobbold & Rodrigues, 2007). These geological processes com-
monly include temperature‐dependent chemical reactions such as mineral dehydration, generation of
hydrocarbons through maturation of organic matter, or precipitation of minerals in the pore space
(Aarnes et al., 2012; Kobchenko et al., 2011; Ougier‐Simonin et al., 2016; Townsend, 2018). In otherwise
impermeable rocks, the resulting fractures constitute pathways for efficient fluid migration. Therefore, these
processes are considered essential for primary hydrocarbon migration, as well as hydrothermal fluid circula-
tion in shale formations (Iyer et al., 2017; Ougier‐Simonin et al., 2016; Panahi et al., 2019).

In a standard burial scenario, both hydrocarbon generation and mineral dehydration or precipitation are
slow processes that can take millions of years, potentially leading to buoyancy driven (Jin &
Johnson, 2008) or subcritical fracture propagation (Jin et al., 2010). The reaction rates can becomemuch fas-
ter if magmatic intrusions are emplaced in organic‐rich shale. The rapid heating leads to strong overpressure
buildup and fracturing throughout the rocks surrounding the intrusion within a few years, or possibly even
days or hours (Aarnes et al., 2012; Galerne & Hasenclever, 2019; Panahi et al., 2019).

Figure 1 illustrates this scenario, in which fractures may provide migration pathways for large amounts of
hydrocarbon liquids and gases. These can be stored in subsurface reservoirs or emitted into the atmosphere
through volcanic vents (Iyer et al., 2017; Spacapan et al., 2020). However, the dynamics of fracture network
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growth and its effect on fluid expulsion and transport properties in strongly heated shale are still poorly
constrained. Thus, it is crucial to develop a quantitative understanding of the coupling between internal
fluid generation and fracture network evolution.

Fractures representing fluid pathways in tight, organic‐rich shales are well documented from both field and
borehole data in both standard burial and volcanic settings (Marquez & Mountjoy, 1996; Ougier‐Simonin
et al., 2016; Spacapan et al., 2019; Zanella et al., 2015). However, our current understanding of hydrofractur-
ing due to internal fluid generation stems primarily from laboratory models and a few numerical studies.
Typically, the process observed in experiments can be subdivided into three phases, including (1) fracture
initiation, (2) growth and coalescence, and (3) expulsion (Kobchenko et al., 2014; Panahi et al., 2018, 2019).

Experiments with heated shale indicate that fracture initiation on the microscale starts from small preexist-
ing flaws that promote stress concentration, such as elliptic pores or kerogen patches in shale (e.g., Figueroa
Pilz et al., 2017; Kobchenko et al., 2011; Panahi et al., 2019). Similar fracture initiation mechanisms were
observed in analogue experiments using brittle, elastic gelatin‐yeast mixtures, where a drainage fracture

Figure 1. Schematic illustration of the processes related to strong heating of shale due to a magmatic intrusion. (a) Heat from the intrusion creates a metamorphic
aureole with high chemical reaction rates. (b) Rapid fluid generation is thought to cause fast overpressure buildup and create a fracture network, which provides
migration pathways for fluids. (c) Field example of bitumen dykes in shale matured by magmatic intrusions (Neuquén Basin, Argentina).

10.1029/2020JB019445Journal of Geophysical Research: Solid Earth

RABBEL ET AL. 2 of 19



network developed from elliptic gas bubbles (Kobchenko et al., 2014; Vega et al., 2018). Fracture propagation
is thought to be driven by continuous liquid and gas production, and several factors may influence the pro-
pagation direction: (1) initial orientation of kerogen flakes or thin pores, for example, due to sedimentary
lamination, (2) external stress field configuration, and (3) internal stress interactions (Kobchenko et al., 2011;
Panahi et al., 2018; Vega & Kovscek, 2019; Vernik, 1994). Observations linked to fluid and gas expulsion in
laboratory experiments include cyclic fluctuations of fracture apertures, that is, opening and closing, in
response to fluid pressure buildup and relaxation due to fluid generation and burst‐like expulsion
(Kobchenko et al., 2014; Panahi et al., 2018, 2019).

Laboratory experiments are limited by time, scale, and cost. Additionally, quantification of the exact stress
state during fracture network evolution remains challenging. Therefore, numerical studies represent an
important tool to study complex fracture network evolution due to internal fluid generation in
organic‐rich rocks. To our knowledge, there are only two numerical studies of this type to date (Teixeira
et al., 2017; Vega et al., 2018). Teixeira et al. (2017) focused on the influence of differential stresses and initial
spacing and size of kerogen patches on the orientation and potential interconnectivity of newly formed
microfractures around the patches. Meanwhile, Vega et al. (2018) presented a phase‐field method to model
systems similar to the gelatin models, establishing good agreement with the laboratory results and linking
fracture network characteristics to the elastic properties of gelatin. However, the evolution of a fracture net-
work and its relation to the stress state of a medium with internal fluid production has not been investigated
thoroughly. To address this issue, we present a two‐dimensional (2‐D) numerical model study based on the
extended finite element method (XFEM) for hydraulic fracturing, which we use to simulate propagation,
coalescence, and drainage of multiple fractures due to internal fluid overpressure.

The main goal of our study is to present a workflow to quantify the evolution of fracture network para-
meters that can be related to the stress state of the coupled hydromechanical model. In this way, we aim
to better understand the processes governing complex fracture propagation in organic‐rich shale under-
going fast fluid generation due to strong heating and their potential influence on fluid expulsion and
migration.

2. Methods
2.1. Modeling Framework

Numerical investigation of the evolution of a fracture network due to internal fluid generation in a rock
requires coupling of mechanical deformation and fluid flow in an elastic solid, as well as fracture propaga-
tion, interaction, and coalescence. We therefore employ an existing XFEM‐based research and development
software (geomecon, 2019). XFEM is a popular numerical method used for modeling hydraulic fracture pro-
pagation, because it allows the intersection of a finite element mesh by discontinuities, that is, fractures,
without the need for time‐consuming remeshing (e.g., Belytschko et al., 2009; Fu et al., 2013; Lecampion
et al., 2018). The software utilized in this study has previously been applied to investigate fracture network
growth and fracture coalescence at the laboratory scale as well as for geotechnical applications (Backers
et al., 2012, 2015; Mischo & Backers, 2012; Stöckhert, 2015). It solves the poroelastic formulation of linear
elasticity

∇ · σ uð Þð Þ þ f þ α∇Pp ¼ 0; (1)

where σ(u) denotes stress, α represents Biot's effective stress coefficient (we use α = 1), Pp is pore pressure,
and f denotes the body force vector. With the help of Darcy's law, spatiotemporal pore pressure variations
due to fluid flow and solid deformation are found by solving

∂P
∂t
¼ M

μ
∇ · k∇ Pp − ρf gx

� �� �
þ αM

∂ϵb
∂t

; (2)

where M is Biot's modulus, μ is fluid viscosity, k denotes the permeability tensor, ρf is fluid density, g
represents gravitational acceleration, and ϵb denotes bulk strain. Equations 1 and 2 provide the governing
equations required to solve the coupled problem. Here, modeling is restricted to 2‐D problems assuming
plain strain.
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Fracture propagation is implemented as quasistatic, using a combination of Griffith theory for tensile failure
and a Mohr‐Coulomb criterion for shear failure. This allows the use of reliable rock mechanical parameters
(tensile strength, cohesion, and internal friction angle) that are readily available from published laboratory
data (Dietrich, 2015; Schön, 2015). The stresses are evaluated in a semicircle around the crack tip, and if ten-
sile or the Mohr‐Coulomb failure envelope is exceeded at one or more points on the semicircle, the crack
grows in the direction of the most critical stress value. This most critical value is defined as exceeding the
critical stress by the largest percentage. If shear and tensile criteria are exceeded by the same amount, by
default, tensile failure is realized.

2.2. Model Setup

Figure 2 illustrates our model setup including boundary conditions and geometry. The model includes a
50 × 50 cm square representing a vertical section in the subsurface, assuming plane strain conditions. We
subdivide the square into two domains, which we refer to as the “model domain” and the “boundary
domain,” respectively. The model domain is populated with realistic rock properties for low‐permeable
organic‐rich shale as described in Table 1. Note that although we use isotropic elastic properties and rock
strength for simplicity, the modeling software in principle allows for anisotropic parameters. Within the
boundary domain, we increased the rock strength and permeability to unrealistically high values, to (1) pre-
vent fractures from connecting to the boundary, thus destroying the mesh and (2) allow drainage of over-
pressured fractures to the boundary domain upon connection. Elastic and fluid properties are identical in
both domains. Fluid viscosity represents an order of magnitude estimate based on water to simulate
low‐viscosity behavior. In elements cut by fractures, we increase permeability by several orders of magnitude
to allow for efficient fluid flow along fractures. This approach will not result in realistic fracture flow but
mainly ensures that flow is focused in the fractures. At this time, more realistic, aperture‐dependent fracture
permeability according to cubic law (Witherspoon et al., 1980) is not implemented. However, we attempt to
minimize the error of our approach by using a high‐resolution mesh along the fractures.

Figure 2 also shows the predefined fractures in the initial state of the model. We added 25 fractures of 1 cm
length in an evenly spaced grid throughout the inner model domain, that is, we omit a simulation of the frac-
ture initiation process and assume that initial, small flaws have already formed. Laboratory studies show
that such initial microcracks could form from ellipsoid pores or kerogen flakes (Kobchenko et al., 2011,
2014; Vega et al., 2018).

We start each simulation by pumping fluid into the fractures, which constitute internal model boundaries, at
a rate of 5 × 10−9 m3/s until all fractures start growing. Then, six fracture growth steps (4 mm growth per
step) alternate with a single, short (1 s) flow step to allow for fluid pressure relaxation as well as drainage
if a fracture connects to the boundary domain. There are several criteria to stop a simulation: (1) After a max-
imum of 105 calculation steps, that is, 15 growth‐flow cycles, (2) all fractures are connected to the boundary
domain and have been drained, or (3) all fractures cease growing. Note therefore that since different simula-
tions may fulfill one of the criteria after a different number of computation steps, the simulations have a
varying number of total steps.

2.3. Parameter Sensitivity Study

One objective of this study is to investigate fracture network evolution for various external stress states and
initial fracture orientations. Therefore, we varied the initial orientation of the fractures in three configura-
tions of increasing alignment with the horizontal axis, choosing a random value within 90°, 45°, and 15°
from the horizontal axis, respectively. We refer to these three configurations as “random,” “semialigned,”
and “aligned,” respectively. In organic‐rich shale, stronger alignment of microcracks with the horizontal axis
could be a consequence of sedimentary lamination. For each case of the initial fracture geometry, we ran
simulations with increasingly anisotropic stress boundary conditions, representing a constant depth of
around 2.5 km. This approximately corresponds to the onset of the oil window as well as an intermediate
emplacement depth for intrusions that could cause fastmaturation of oil and gas (Spacapan et al., 2018, 2019).
Starting from applying isotropic stress of 67.5 MPa along all boundaries, we decrease the horizontal stress by
1%, 5%, 10%, and 200%.We apply constant pore pressure of 25MPa at the outer boundaries of the model. In a
geologic sense, this corresponds to an increasingly extensional stress state at a constant depth with hydro-
static fluid pressure except in the fractures. The extreme case of 200% stress anisotropy is based on the
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theoretical consideration of an elastic medium with Poisson ratio of 0.25 under pure vertical compaction
with no horizontal strain (e.g., Cobbold & Rodrigues, 2007). Since this case is somewhat unrealistic and
mainly designed to give an extreme reference scenario, we mainly focus on the transition from isotropic
to a mildly extensional stress state.

2.4. Quantification of Fracture Network Evolution

Presenting an approach to quantify the fracture network evolution and drainage dynamics is another
important objective of this work. Accordingly, we extract specific parameters that describe the dynamics
of fracture growth and potentially identify different phases, and characterize the connectivity of the final
fracture pattern. As illustrated in Figure 3, the parameters include (1) total fracture length of the fracture net-
work, (2) total fracture area, that is, aperture integrated along each fracture, (3) fracture propagation angle

with respect to the horizontal, and (4) connections per line. Below,
we will describe each parameter in more detail.

First, we monitored the total fracture length from each step, which is
straightforward using the resulting fracture node coordinates. In
addition, we extracted the total fracture area per simulation step to
identify trends in opening and closing of fractures during growth
and drainage. Since the coordinates of the fracture nodes and the
associated displacement on each side of the fracture are known for
each calculation step, it is straightforward to construct open fractures
as polygons and measure their area, which corresponds to fracture
opening (gray area in Figure 3. Thus, we will use the terms fracture
area and opening synonymously.

To measure the trends in the evolution of the fracture orientation,
such as alignment with external stresses, we measured the median
angle of all new crack elements with respect to the horizontal axis
for every simulation step (see Figure 3; hereafter referred to as

Figure 2. Illustration of the model setup and geometry. Arrows indicate stress boundary conditions, and red dots represent boundary nodes with zero boundary
tangential displacement in addition. The inner model domain (white) has realistic physical parameters of shale, while the outer boundary domain (gray) has
unrealistically high rock strength and is highly permeable to stop fracture growth and allow drainage.

Table 1
Rock and Fluid Parameters Used for the Model

Parameter Value (unit)

Permeabilityb 10−20 m2

Fractures 10−12 m2

Young's modulusb 23.9 GPa
Poisson's ratiob 0.17
Angle of internal frictionb 0.543
Cohesionb 33.8 MPa
Tensile strengthc 3 MPa
Biot's modulusa 1010 MPa
Pore fluid viscosity 10−3 Pa·s

Note. Mechanical properties represent averages of literature values, while for
permeability, the lowest values were chosen to allow overpressure buildup.
a

Based on Cosenza et al. (2002).
b

Based on Dietrich (2015).
c

Based on
Schön (2015).
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“propagation angle”). Due to the relatively small number of fractures in the model, we favor median over
arithmetic average, since alignment trends are represented more clearly as median. To relate the
evolution of the crack tip orientation to a physically relevant parameter, we plot the propagation angle
against ratio of average fracture length to initial fracture spacing (around 8 cm in our case, cf. Figure 2).
When this parameter approaches a value of 1, the average fracture length is approximately equal to initial
fracture spacing, indicating that fracture interaction may play a role.

The connectivity of the drainage fracture network, in terms of both its evolution and final state, is of parti-
cular interest, since even closed fractures could be reopened by renewed pressure buildup as preexisting
weaknesses. Here, we use the average number of connections per line CL to quantify connectivity, which
is a dimensionless parameter derived from fracture network topology (Sanderson & Nixon, 2018). CL is cal-
culated from the number of fracture lines (NL) connecting nodes between fractures, that is, abutting (NY)
and crossing (NX) nodes as

CL ¼ 2 NX þ NYð Þ=NL: (3)

While values of CL< 2 indicate a fracture network with limited connectivity, CL> 3.57 has been shown to be
the percolation threshold where the entire fracture network is interconnected (Sanderson & Nixon, 2018).
Note that in this study, we are analyzing a network with very few fractures and idealized initial positions
of the fractures. Therefore, we are mainly interested in the relative connectivity trends of the simulations.

3. Results
3.1. Visualization of the Evolving Fracture Network

Figures 4–6 show time series snapshots for three different modeling cases representing the endmembers of
the parameter study. These endmembers include random initial orientation under isotropic external stress
(Figure 4), random initial orientation under 10% extensional stress anisotropy (Figure 5), and horizontally
aligned initial fractures under 10% extensional stress anisotropy (Figure 6). Each figure consists of four snap-
shots displaying the state of the fracture network at the same four computation steps, representing various

Figure 3. Schematic illustration of the quantities used to characterize fracture network evolution in this study. After each propagation step (from a to b), we
calculate the fracture area (gray), total fracture length (sum of all fracture segment lengths), the angles of new fracture segments with respect to the
horizontal, and the number of new connection nodes.
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development phases. The respective phases include individual (noninter-
active) growth, stress interaction, fracture coalescence, and the final frac-
ture pattern at the last computation step. The background color represents
the smallest principal stress, with blue color corresponding to tensile
stresses and red color corresponding to compressive stresses. For each
snapshot, we additionally provide the corresponding orientation distribu-
tion of all fracture segments (one segment is defined by two nodes in the
mesh) as a rose plot.

For the fracture network with random initial orientation developing
under isotropic external stress, we mainly observe growth in the direction
of the initial fractures in the individual growth phase (Figure 4a). When
stress interactions between the fracture start to become significant, the
direction of propagating fracture tips starts to deviate from the earlier
paths. In particular, crack tips approaching each other are first deviated
to opposite sides and then “embrace” each other, while fracture tips grow-
ing toward an open fracture surface deviate following a more orthogonal
path toward that surface (Figure 4b). Fractures located near the edges of
the model tend to grow toward the edges, which is likely a numerical
boundary effect. As the fractures become longer, tensile stresses around
their tips intensify. When the fractures start to interconnect in the coales-
cence phase, the connected tips lose their tensile tip stresses (Figure 4c).
However, the stress state of the model is highly heterogeneous, with both
highly compressive and tensile areas, especially when compared to the
early phase. A visualization of the complexity of coalescence‐related stress
reconfigurations captured by the model is available in supporting infor-
mation Figure S1. The final pattern shows a highly interconnected frac-
ture network, which is connected to the boundary domain and therefore
drained (Figure 4d). The displayed stress field is much more homogenous
and purely compressive. For a better impression of the coupling between
fracture drainage, opening/closing, and stress redistribution, we refer to
Figure S2.

In the case with random initial orientation and 10% anisotropic exten-
sional stress (Figure 5), we observe some differences compared to the pre-
vious case. During the individual growth, most fractures continuously
turn toward the vertical direction, which is the direction of maximum
externally applied stress (Figure 5a). This trend continues, until the frac-
tures start interacting. We observe that the predominant type of interac-
tion and coalescence is the previously described behavior of fracture tips
“embracing” each other upon connection (Figures 5b and 5c). The frac-
ture orientation distribution indicates that the connected fracture net-
work is preferentially aligned in the vertical direction. The connected
fracture arrays cause intense stress concentrations around them prior to
drainage, creating zones of high compression around them and zones of
extension close to the vertical model boundaries. In the final, drained
model, the tensile stresses are relaxed and the entire model is under com-
pression (Figure 5d).

The fracture network developing from initially aligned fractures
(Figure 6) is characterized by an early growth phase where fractures first
grow in an oblique path before turning to the vertical direction
(Figure 6a). When the fractures start interacting and finally coalesce, they
build fracture pathways that overall connect vertically but appear dis-
tinctly more tortuous compared to the previous case (Figures 6b and 6c).

Figure 4. Time series of the fracture network evolution for random initial
fracture orientation and isotropic external stress field, along with rose
diagrams of all fracture segments for each step. Color code represents the
smallest principal stress. Description of the phases (a–d) is given in the text.
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This is expressed in the rose diagrams, which show similar numbers of
oblique and vertical fracture segment orientations. Again, tensile stresses
due to fluid overpressure disappear after drainage (Figure 6d).

3.2. Quantification of the Fracture Network Evolution
3.2.1. Total Fracture Length
Plotted against computation steps, the total fracture length follows a simi-
lar curve in all cases (Figure 7). Starting with linear growth until approxi-
mately Computation Steps 35–40 when all fractures propagate at both
ends (gray domain, Figure 7), the increase in fracture length is continu-
ously reduced afterwards until almost no growth is visible from around
Step 50, when the most fractures have connected to each other or been
drained upon connection to the boundary domain (white domain,
Figure 7). While both the transition points between fracture growth
phases and the values for the total fracture length are very similar for all
stress anisotropy values in Figure 7a, we observe that the onset of the late
phase of reduced growth is later for stronger initial alignment.
Additionally, the final fracture network is characterized by larger total
fracture length values for increasing initial alignment (Figure 7b).
3.2.2. Total Fracture Area (Opening)
As illustrated in Figure 8, the total fracture area develops in three distinct
phases and additionally shows trends for varying stress anisotropy and
initial fracture alignment. Each fracture propagation step usually leads
to an increase in the total fracture area, while each decrease of the fracture
area corresponds to a flow step associated with some pore pressure relaxa-
tion or even complete drainage in the later stages. This makes it easy to
identify fluid flow steps in the presented data. Generally, the first phase,
up to Computation Step 25, includes mild opening of the fractures during
early fracture growth (dark gray background in Figure 8). Until around
Calculation Step 40, the curves become increasingly steeper and the evo-
lution of the fracture area diverges clearly for different simulation cases
(light gray). In this second phase, we observe first coalescence, boundary
domain connection, and drainage events, indicated by the letters C, B, and
D in Figure 8. The third phase includes a strong, stepwise decrease in frac-
ture area at each fluid flow step, leading to subsequent drainage and clo-
sure of the fractures (white). To illustrate the direct connection between
the onset of fluid expulsion and the reduction in fracture area, we refer
to a summary of the expulsed fluid volume given in Figure S5.

Although we are able to identify these general phases in all simulations,
the individual evolution shows distinctions, particularly in the second
and third phases, that is, during phases of fracture coalescence and drai-
nage. For random initial orientation, an isotropic external stress field
(black curve in Figure 8a) leads to much smaller growth in total area com-
pared to 5% and 10% stress anisotropy, and the main reduction in open
fracture area is distributed over different steps. The case of 10% exten-
sional stress anisotropy is characterized by a very steep increase, and even
though the first drainage event happens earlier compared to the other two
cases (Calculation Step 36), this drainage step does not lead to a reduction
in total fracture area. The second drainage step in this case, however, is
associated with a dramatic decrease in fracture area, after which the total
opening is actually smaller than in the other cases.

Figure 8b shows the effect of increasing horizontal alignment of the initial
fractures. The blue curve is identical to that in Figure 8a, and we observe

Figure 5. Time series and rose plots of the fracture network evolution for
random initial fracture orientation and anisotropic stresses (10%
extensional). The color code represents the smallest principal stress.
Description of the phases (a–d) is given in the text.
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subsequent reduction of the maximum total fracture area with increasing
alignment. In the semialigned case (yellow curve), we observe some varia-
tions during the phase of strong opening that are related to connecting
fractures rather than fluid flow, followed by a strong decrease after the
first drainage event. The open fractures of the aligned case (green curve)
close over the course of several steps rather than a single event.
3.2.3. Propagation Angles
The evolution of the median angle of propagated fracture segments is illu-
strated in Figure 9. We display it as a function of the ratio of average frac-
ture length to initial fracture spacing to have a proxy for the distance
between fractures. Again, we recognize distinct phases. With the excep-
tion of isotropic external stress, the first phase reflects continuous align-
ment of propagating fractures with the vertical axis, corresponding to
the maximum far‐field stress direction. The degree of vertical alignment
increases from none to a median propagation angle of around 80° when
increasing stress anisotropy from 0% to 10% (Figure 9a). For constant
10% stress anisotropy, the median propagation angle reaches around 80°
in all cases, but this maximum is reached at a higher average length value
(Figure 9b). At a ratio of average length to initial spacing of around
1.1–1.4, themedian propagation angle starts to decrease again and reaches
values as low as 50°. For increasing initial alignment of the fractures, this
minimum value is again shifted toward higher values of average length
versus initial spacing. Finally, the curve becomes chaotic and average
length does not increase significantly anymore, because of the reduced
number of propagating crack tips. Note that Figure S3 provides additional
information for all cases in the form of boxplots representing the shape of
the propagation angle distribution. We find the observed shift in median
angle is in fact an expression of a shift toward more vertical propagation
angles for nearly all propagating fractures. In all cases with strongly aniso-
tropic external stress, 75% of the fracture propagates at 60° or larger angles
near the maximum of the median propagation angle (Figure S3).
3.2.4. Connectivity (Connections per Line)
We use measurements of average connections per line (CL) to trace the
evolution of connectivity in the fracture networks (Figure 10). In all simu-
lations, the values stay at low values until around Calculation Step 30,
when the first individual fractures coalesce. Such connection events cause
the vertical steps seen in the connectivity curves.

For initially random fractures, we find that decreasing the differential
stress leads to a systematic increase in fracture connectivity (CL) from
1.2 for 10% stress anisotropy, 1.3 for 5% stress anisotropy, to 1.8 for the iso-
tropic case (Figure 10a). Note that CL does not capture anisotropy in the
connectivity, although we do observe this anisotropy qualitatively (cf.
Figures 4d and 5d for visualization of the respective final fracture net-
works). The isotropic case also exhibits the largest number of connection
events.

The sensitivity of connectivity to increasing initial alignment is less
obvious in our results (Figure 10b). With 10% stress anisotropy applied,
the semialigned case shows highest connectivity (CL = 1.6), while initially
random fractures lead to the lowest values. The spread of values is slightly
smaller than in Figure 10a). Figure 11 presents a summary of the final
connectivity value for all combinations of stress anisotropy and initial
fracture orientation tested in this study. For random initial orientation
and no or small stress anisotropy (<5%), we observe a peak in fracture

Figure 6. Time series of the fracture network evolution and its orientation
distribution for initially aligned fractures in an anisotropic stresses (10%
extensional). The color code represents the smallest principal stress.
Description of the phases (a–d) is given in the text.

10.1029/2020JB019445Journal of Geophysical Research: Solid Earth

RABBEL ET AL. 9 of 19



connectivity. Increasing alignment of initial fractures is accompanied by a shift of the maximum value to 5%
stress anisotropy, with low connectivity values at both isotropic and strongly anisotropic external stress.

4. Interpretation
4.1. Distinct Phases of the Fracture Network Evolution

We interpret the fracture network evolution in our models to be divided into three phases: (1) early phase of
individual fracture growth, (2) intermediate phase of fracture interaction and initial coalescence, and (3) late
phase of coalescence, fluid expulsion, and closure of the fractures.

During the early phase (until around Calculation Step 25), the propagation characteristics of individual frac-
tures can be understood using simple fracture mechanics principles. Fluid pressure in all fractures is

Figure 7. Total length of the fracture network for varying degrees of extensional stress anisotropy for an initially random fracture orientation (a) and varying
initial fracture orientations at a given differential stress (10% extensional) (b).
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sufficient to cause tensile propagation of all fractures, leading to a linear increase in total fracture length
(Figure 7). While the increase in fracture area is small (Figure 8), the early growth phase is the stage in
which the dominant orientation of the fractures is established. For low stress anisotropy (<5%), initial

Figure 8. Total fracture area (aperture), for varying degrees of extensional stress anisotropy for an initially random fracture orientation (a) and varying initial
fracture orientations at a given differential stress (10% extensional) (b). The letters C, B, and D mark the calculation step number for the first coalescence,
boundary domain connection, and drainage event, respectively.
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fracture orientation dominates the orientation of fracture propagation, while increasing differential stress
leads to progressive alignment of propagating fractures parallel to the maximum external stress direction
(Figures 9 and S3).

The second phase (until approximately Step 40) is characterized by the onset of stress interactions between
growing fractures and initial coalescence, as well as a strong increase in fracture area. The interaction of
stress fields of different fractures is clearly visible in Figures 4b, 4c, 5b, 5c, 6b, and 6c. Jumps in connectivity
indicate coalescence events, because the longest fracture path length increases (Figure 10). The deviation of

Figure 9. Median propagation angle with respect to the horizontal versus the ratio of average fracture length to the initial spacing. (a) Increasing differential stress
from 0% (isotropic) to 10% extensional. (b) Comparison of random, semialigned, and aligned initial crack orientation for a 10% extensional stress configuration.

10.1029/2020JB019445Journal of Geophysical Research: Solid Earth

RABBEL ET AL. 12 of 19



propagation angles from their initial trend of alignment with maximum stress direction correlates with the
ratio of fracture to initial spacing becoming significantly larger than 1 (Figure 9). Since this ratio expresses a
high fracture density and indicates that fractures are likely approaching each other, we argue that the shift in
the propagation angle trend is caused by the dominance of local stress interactions over far‐field stresses. As
an additional identifier, the fracture area increases along a much steeper curve compared to the previous
phase, and the curves for the various cases of stress anisotropy start to diverge significantly (Figure 8). We
will address the controls on fracture area for the various cases in a later section. Note that the total
fracture length (Figure 7) is largely insensitive to this part of the fracture network evolution, highlighting
the need for utilizing different parameters.

The final stage comprises further coalescence events that establish the final connectivity as well as the drai-
nage and closure of the fractures. The combination of drainage‐related stress relaxation and coalescence

Figure 10. Development of fracture network connectivity (connections per line, CL). The curves correspond to increasing differential stress (extension) for
random initial fracture orientation (a) and increasing initial fracture alignment for an extensional stress field (b). For the random initial configuration, we
observe a decrease in connectivity for increasing stress anisotropy (a), while variations in initial alignment do not show a clear trend (b).
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events (steps visible in Figure 10) leads to a strongly decelerated growth in total fracture length (Figure 7),
since fewer fracture tips are available for propagation. Due to the decreasing number of propagating
fracture tips, the statistics of propagation angles become highly chaotic (Figures 9 and S3). The strong,
stepwise reduction of fracture area during flow calculation steps is a result of drainage events resulting
from connection of fractures to the boundary domain. The onset of fluid flow through the boundary of
the model domain supports this interpretation (Figures S4 and S5). By the end of each simulation, the
fracture area has returned to its initial value, implying that all excess fluid pressure has been released
from the fractures (Figure 8). This also explains the transition to an entirely compressional and relatively
homogenous stress state throughout the model (Figures 4c, 4d, 5c, 5d, 6c, and 6d). Note that due to the
permanently established high‐permeability connection of fractures to the boundary domain, renewed
pressure buildup and fracture opening is not possible.

To sum up, we interpret each simulation to represent a cycle encompassing initial fracture growth, followed
by subsequent interaction and coalescence, and finally fluid overpressure relaxation (expulsion) and fracture
closure. The interpretation and relation to the stress state of the model is only possible through a combina-
tion of various parameters and visualization of the stress state of the model.

Figure 11. Summary of final connectivity in terms of average connections per line (CL) for all initial orientations and stress states. For a random initial
orientation, increasing extensional stress anisotropy results in subsequently lower connectivity. A connectivity peak at 5% stress anisotropy characterizes the
semialigned and aligned cases.
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4.2. Factors Affecting Fracture Area (Opening)

One of the measured parameters presented in this study that goes beyond typically presented fracture
network characteristics is the fracture area, or opening. Since the width of an open fracture severely
affects its transport properties, this parameter is particularly interesting. Figure 8 shows two clear trends
for the relative scaling of fracture areas during the main phase of fracture growth, especially in the sec-
ond phase prior to main drainage: (1) Stronger differential stress leads to larger fracture area, and (2)
stronger initial alignment of fractures orthogonally to the largest external stress direction leads to smaller
fracture area.

Generally, larger normal stress acting on fracture surfaces leads to progressive closing of fractures and
vice versa (e.g., Jaeger et al., 2009). Since we create stress anisotropy by reducing horizontal stress in order
to simulate different scenarios at the same depth, we can expect fractures in more anisotropic stress fields
to show higher fracture area values. Note that this also means that the depth of investigation, that is,
changing vertical stress, will also affect opening. However, the different simulations only diverge signifi-
cantly during the second phase, that is, after initial growth. Thus, an additional factor is needed to explain
the large differences between scenarios. The vertical alignment of the fractures is much stronger for larger
differential stresses (Figure 9a, cf. Figures 4 and 5). Considering an anisotropic stress field, fractures
oriented more toward the direction of maximum stress experience less normal stress on their surfaces.
Thus, we argue that it is the combination of preferential alignment and reduced horizontal stress that
causes the differences in fracture area in the cases displayed in Figure 8a. The decrease in fracture area
with stronger horizontal alignment of initial fractures (Figure 8b) can also be explained by the overall
orientation distributions of the fracture segments. In the aligned case, the fracture network includes many
subhorizontal fracture segments in its highly tortuous fracture paths (cf. Figure 6), which experience
stronger normal stresses due to vertical σ1.

Furthermore, the temporal evolution of the fracture opening is influenced by fracture coalescence and drai-
nage. Since coalescence events generally lead to longer connected fractures, they typically lead to stronger
opening. However, stress redistributions may also lead to the closure of dead ends, or neighboring fractures
due to increased compression along the newly connected fracture (illustrated in Figure S1). Therefore, coa-
lescence events (steps in Figure 10) can sometimes lead to a measurable reduction in total fracture area in
some cases (e.g., red and orange curves in Figure 8). Finally, the expulsion controls the subsequent closure
of the fracture network under the confining stress, due to the reduction of pore pressure after drainage. Note
that the decrease in fracture area is not correlated with the amount of expulsed fluid but a result of the recon-
figuration of the stresses in the model.

4.3. Fracture Connectivity

Since fracture network connectivity can be expected to have a strong impact on fluid flow, understanding the
controlling parameters is especially important. A well‐connected, percolating fracture network should also
comprise connected fractures from different “rows” and “columns” of the regular grid of initial fractures (cf.
Figure 2), since otherwise the connectivity is highly directional.

In the case of random initial orientation, connectivity systematically decreases with increasing stress aniso-
tropy (Figure 10). Strong differential stress leads to pronounced alignment of propagating fractures with the
largest principal stress, such that fractures only connect in the vertical direction (Figures 4 and 9a). In con-
trast, fractures propagate in the direction of their initial orientation when the external stresses are isotropic,
leading to a highly interconnected network of fractures in this case (Figure 5). As a result of this effect, the
simulations with random initial fracture orientation show highest connectivity of the final fracture network
for isotropic and very mildly anisotropic stress (Figure 11, upper graph).

For increasing initial fracture alignment, we observe a shift of the maximum connectivity toward higher dif-
ferential stresses (Figure 11, middle and lower graphs). A reasonable explanation is that a vertical σ1 is
required to deviate the subhorizontal fractures away from their initial path and create connectivity in the
vertical direction (Figure 9b). In other words, the fractures need to rotate to be able to connect to upper
and lower neighbors. For very strong differential stresses, however, this rotation may happen quickly, such
that again exclusively vertical connections are formed, and the connectivity is directional and low. However,
it is noteworthy that although the connectivity for the aligned case under strong differential stress is low
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(Figure 10b), Figure 6 shows qualitatively that fractures do connect in different directions. Additionally, we
see qualitatively that the fracture traces in this case are highly tortuous, which is also a result of the interplay
between initial orientation and subsequent rotation under differential stress (Figure 6). Due to their impor-
tance to transport properties, we aim to include additional measures of directional connectivity and tortuos-
ity in future studies.

5. Discussion
5.1. Evolution of Drainage Fracture Networks in Strongly Heated Shale

Improving our understanding of the formation of fracture networks in strongly heated, organic‐rich shale
requires models that can relate the evolution of a fracture network to the stresses within a rock due to fluid
generation and subsequent crack propagation. Our modeling and analysis approach reveals characteristic
phases of fracture network evolution in response to the stress state and how each parameter reacts to chan-
ging boundary and initial conditions. Adapting some of the parameters used in the laboratory studies of
Kobchenko et al. (2014) and extending the analysis by the evolution of propagation angles proved crucial
to identify the specific phases of the process (Figures 7–10). Thus, our work provides a numerical tool to
quantitatively investigate the evolution of a fracture network in a rock with fast internal fluid generation
and overpressure buildup, such as strongly heated shale in the vicinity of magmatic intrusions (e.g.,
Aarnes et al., 2012; Spacapan et al., 2018).

The present study aims at testing our model against existing knowledge of the process and additionally
investigates the effect of varying stress boundary conditions and the orientation of initial fractures. The char-
acteristics of the phases of fracture network evolution as described in the interpretation section are in good
agreement with results from previously published laboratory experiments. Based on time‐lapse synchrotron
imaging of heated, immature shale samples (Kobchenko et al., 2011; Panahi et al., 2018), a three‐stage pro-
cess model was proposed: (1) Fractures initiate from thin kerogen flakes or around elongated pores, then (2)
propagate and coalesce, preferentially along lamination planes, but sometimes also obliquely, and (3) finally
close under confinement after the hydrocarbons have been expulsed. A similar behavior was documented in
analogue experiments analyzing CO2 production in impermeable, elastic gelatin‐yeast‐sugar gels, though at
a larger model scale, which is more comparable to our numerical setup. Fractures formed at the edges of
thin, ellipsoidal gas bubbles, then grew and connected, and finally drained through the boundary and
stopped growing (Kobchenko et al., 2013, 2014; Vega & Kovscek, 2019). Similar to the behavior in our
numerical results, fluctuations in the fracture area are related to fluid overpressure buildup and relaxation
(Kobchenko et al., 2014). Thus, we conclude that our model correctly captures the dynamics of the process
and may be used to gain addition quantitative understanding that is not available from experiments. For
instance, we are able to extend the understanding of the process by demonstrating the relative importance
of crucial parameters such as far‐field stress anisotropy, local stress redistributions, and alignment of frac-
tures on the characteristics of the fracture network in each phase. We will address these effects in separate
sections below.

5.2. Controls on Fracture Growth and Geometry

Understanding the controlling factors that influence the final fracture network geometry is important, as the
geometry controls bulk rock properties such as permeability. The general trend of stronger alignment of pro-
pagating fractures in the direction of σ1 with increasing differential stress (Figures 9 and S3) is expected and
represents the dominant control on the final orientation distribution (cf. Teixeira et al., 2017). However, our
models yield additional insight into the role of stress interactions between fractures and their effect on frac-
ture coalescence. While fracture tips connecting into walls of neighboring fractures at roughly orthogonal
angles tend to stay on their path, two approaching fracture tips are deviated by local stress redistribution
and grow into each other after the tips pass each other (Figures 4c, 5c, 6c, and S1). This “embrace” has pre-
viously been identified as one of the potential modes of hydraulic fracture coalescence (e.g., Wang, 2016) and
is the key to identifying the onset of the overall coalescence phase of the fracture network as a whole
(Figure 9). However, the transition might be less clear in real rocks where not all fractures undergo the same
phases simultaneously. Qualitatively, similar observations were made in laboratory experiments. The photo-
elastic properties of gelatin allow visualization of stress fields around the fractures, showing that propagating
fracture tips are deviated due to interacting stresses between fractures and that tensile tip stresses vanish
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upon coalescence (Kobchenko et al., 2014; Vega et al., 2018). However, our numerical results add the benefit
of providing a quantitative analysis of the stress state during the coalescence process (cf. Figure S1), which
experimental visualization technique does not allow for. Overall, our results emphasize that local stress
redistribution may play an important role for fracture coalescence, which influences the connectivity of
fractures.

5.3. Controls on Connectivity and Flow Properties

Since fluid expulsion from strongly heated organic‐rich shale is mainly controlled by fractures, an important
goal is to link fracture network evolution to hydraulic rock properties. In this context, our simulations indi-
cate that differential stress proves important to create higher connectivity in rocks with pronounced layering
(Figures 10 and 11). However, the increasing alignment of fractures with the maximum stress direction will
likely lead to a strongly anisotropic permeability structure if fractures dominate the fluid flow, especially for
strongly anisotropic stress fields. Teixeira et al. (2017) report similar findings using discrete element model-
ing of shale at the millimeter scale. Under low differential stress, however, our results show that inclined
initial flaws can be essential to create fracture connectivity in the vertical direction, since external stresses
do not cause rotation of propagating fractures in this direction. This mode of connectivity creation was pre-
viously hypothesized by Panahi et al. (2018) but not investigated systematically. Therefore, if the local stress
state is not strongly anisotropic, orientation of initial flaws on themicroscale may be an important control on
the fracture network geometry and thus fluid transport properties. However, since igneous intrusions may
cause both local stress perturbations and induce damage due to host rock deformation (Haug et al., 2018;
Scheibert et al., 2017; Schmiedel et al., 2019), assessment of realistic boundary and initial conditions is cru-
cial to model the evolving fracture network. Note also that the effects of other parameters such as elastic and
strength anisotropy should be investigated in future studies, as they may significantly alter the stress state
and direction of propagating fractures.

5.4. Model Limitations

Finally, we will outline some important model limitations. First, the regular grid of fractures in our
model setup does not reflect a realistic distribution in a rock, and part of the response might be influ-
enced by the setup, for example, due to a pressure shielding effect of aligned fractures. However, even
this simplified setup demonstrates complex fracture interaction phenomena as well as reasonable general
trends in the measured parameters and is thus a useful baseline for future realistic setups tuned to inves-
tigate specific parameters such as the positioning and density of initial fractures. Additionally, the mod-
eling software ignores the effect of fracture aperture on fracture permeability. Although this may
influence flow rates, the coupling between fluid expulsion, opening and closing of fractures, and stress
state is included in a physically meaningful way. Importantly, this limitation prevents hydraulic healing
of fractures and renewed opening, such that fluid pressures do not build up again. Finally, due to the 2‐D
nature of our model, additional fracture interactions in the third dimension are not represented. On the
other hand, 2‐D results are easy to comprehend and visualize and a valuable tool to inform future 3‐D
studies.

6. Conclusions

In this study, we present a 2‐D XFEM numerical model to investigate fracture network evolution in rocks
with fast internal fluid generation, overpressure buildup, and expulsion, such as would be expected in
strongly heated organic‐rich shale close to magmatic intrusions. We integrate analysis of the stress state of
the model with tracking of the evolution of specific parameters representing fracture network geometry,
including total fracture length, fracture area, connectivity, and propagation angles. Our main conclusions
are as follows:

1. The evolution of different fracture network characteristics reveals a three‐phase process in our numerical
models, comprising (i) initial individual fracture growth dominated by far‐field stresses, (ii) interaction
and coalescence dominated by local stress redistribution around the fractures, and (iii) fluid expulsion
and stress relaxation. This is in good agreement with laboratory experiments at different scales.

2. Magnitude of external stress anisotropy and alignment of the fractures with the largest principal stress
direction correlate with the maximum fracture opening.
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3. While external stress field configuration controls the main characteristics of the fracture orientation dis-
tribution, local stress interactions may cause significant deviations of fracture paths and thus control the
coalescence of fractures.

4. In order to create high connectivity in cases with horizontally aligned initial fractures (corresponding to
layered rocks), stress anisotropy with σV > σH is required. On the other hand, strongly inclined initial
fractures are critical for high connectivity if stresses are fully or very nearly isotropic.

5. Strongly anisotropic far‐field stresses lead to highly directional connectivity, which may translate to ani-
sotropic fracture permeability.

Data Availability Statement

All data are available from the following repository: https://osf.io/pwjva/ (DOI 10.17605/OSF.IO/PWJVA).
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Introduction  
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of the simulation made in Paraview. The data presented in Figures S3 and S5 were extracted 
from the result xml-files using a Python script provided in the data repository (see 
acknowledgements in the main submission). For the permeability ellipses in Figure S5, we used 
the fracture nodes  

Figures S1-S2 are visualizations intended to demonstrate the high level of complexity and detail 
captured in the model. We present them to provide additional support for our observation and 
interpretation of the role of local stress redistribution after during coalescence and drainage for 
the propagation behavior our propagating fractures.  

Figure S3 shows the distribution of propagation angles for all cases presented in the 
manuscript. The figure thus provides additional information beyond the comparison of median 
propagation angles displayed in Figure 9 of the main document. 

Figure S4 illustrates an example of the fluid flow field within the interconnected fracture 
network associated with relaxation of the fluid overpressure in the fractured by expulsion into 
the boundary domain. 
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S5 presents the outward flow through from the model into the boundary domain per flow step 
normalized by the sum of all steps. 

For S4 and S5 the reader should keep in mind that the permeability is not modelled as aperture 
dependent. Therefore, the curve should be understood as a phenomenological visualization 
rather than a realistic quantification of the expulsion.
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Figure S1. Close-up illustrating smallest principal stress redistribution in the model after 
fracture coalescence, including mesh deformation (5 times exaggerated). Before coalescence, 
all displayed fractures show tensile tip stresses of varying magnitudes, as well as interaction of 
the stress fields with neighboring cracks (a). After an additional propagation step, many of the 
fractures connect to each other, leading to stress redistribution, strong opening of a long 
vertical fracture, and closure of dead ends (b). Note that the vertical fracture in the right side of 
image (b) does not connect to its neighbors, but still shows strongly reduced opening and 
compressive tip stresses highlighting the local stress interactions captured by the model. 
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Figure S2. Close-up view of fracture propagation and drainage process displayed as pore 
pressure (a,b) and smallest principal stress (c,d) observed in the model. Model deformation is 
included in the displayed imaged, but exaggerated by a factor 5 (for visual clarity). Before 
drainage, both fractures are overpressured (a) and thus open, and show tensile stress 
concentration at the tip (c), leading to growth. One of the fractures propagates into the 
boundary and drains, causing fluid pressure in the fracture to drop to the hydrostatic 
background level, closure of the fracture, and no more tensile growth (b). In contrast, the 
undrained fracture adjacent to drained one remains open and overpressured, and maintains 
tensile tip stresses. 
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Figure S3. Boxplots of the distribution of fracture propagation angle plotted with respect to the 
horizontal vs. the ratio of average fracture length to the initial spacing. (a) Increasing 
differential stress from 0 (isotropic) to 10% extensional. (b) Comparison of random, 
semialigned, and aligned initial crack orientation for a 10% extensional stress configuration. 
The schematic design explains the boxplot visualization. The random case with isotropic stress 
shows a widespread and is centered around a median of around 45 degrees throughout the 
simulation (a). On the other hand, the cases with strong anisotropy (top of a, all curves in b), 
show a shift of the majority of fracture propagation angle towards higher angles until the 
maximum is reached. In these cases, at least 75% of the fracture tips propagate at angles of 45-
60 degrees to the horizontal, or steeper, during the phase of individual growth (cf. Figure 9). 
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Figure S4. Volume flow field for two different drainage steps in the case of 10% extensional 
stress anisotropy and random initial orientation. The first drainage step shows three smaller 
fractures draining and some limited flow within undrained fractures (a). During the main 
drainage step, two large connected vertical fracture arrays and a single small fracture are 
drained (b). 
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Figure S5. Expulsion (fluid volume flow) from the model domain normalized by the total 
expulsion at each fluid flow calculation step. We show the curves for random initial fracture 
orientation under varying differential stress (a) and different initial orientations under 10% 
extensional stress anisotropy (b). 
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