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Abstract
In later years wearable sensors have been used to determine if they can detect small nuances
within walking mobility in people with neurological diseases, such as Multiple Sclerosis (MS).
The Six Spot Step Test (SSST) is a clinical performance test used to assess gait speed, balance,
and coordination. Within the test, the participant walks and kicks.
I used data from wearable sensors to investigate the data from patients with MS doing the
SSST. I started with raw sensor data from a collection of many different tests and wanted
to detect the SSST and the different kicks within the SSST. Finding the tests was easy, but
identifying all kicks for all patients and controls turned out to be challenging. As a solution, I
ended up using the raw data from the sensors with a video of the test being performed to find
different time stamps within the tests to analyze.
I analyzed the time segments from the SSSTs for patients and controls to determine whether
the time segments can be used to differentiate patients from healthy controls. I also wanted
to see if one could detect progression after a rehabilitation stay and see if there is a learning
effect from walking through the test one time. What I found is that there is a difference in
the time used between the healthy controls and the patients with MS, but that this difference
is small. I also found that one can see an improvement in the times used on the tests after a
rehabilitation stay, but what this comes from, I could not say. Finally, I found that there is
some learning effect from walking through the test one time.
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Chapter 1

Introduction

Multiple sclerosis (MS) is a cronical neurological disease that is often developed in young adults.
This disease is one of the main reasons for early disability. The disease can affect the everyday
mobility of the patients and end up giving them a strong handicap. The patients can improve
their mobility with training and different aids. To find what can help them the most, their
mobility should be assessed. Many different clinical performance tests assess the different body
parts and mobility to help decide what training and aids can help. Unfortunately, their tests
have proven less sensitive to pick up changes in the walking mobility for MS patients with little
handicaps.

There has been an increase in the medicine domain to develop, test, and use wearable
technologies, particularly when it comes to neurological diseases. One of the reasons for this
is that the clinical performance tests one typically uses have difficulty detecting subtle gait
dysfunction or progression. Wearable sensors have been used to examine gait balance control
for people with concussions (Pitt et al., 2020), to find foot clearance for older people (Mariani
et al., 2012), and to segment strides from free walking (Barth et al., 2015). These are just some
of the research done with wearable sensors. When it comes to people with MS, it has been
shown that with wearable sensors, one can detect mobility differences between people with MS
and healthy controls where the traditional timed performance tests would not detect differences
(Spain et al., 2012). Using wearable sensors, one hopes it will become easier to detect small
and early changes in the mobility of people with MS and other neurological diseases.

One of the newer clinical performance tests that are used to assess people with MS is the
Six Spot Step Test (Nieuwenhuis et al., 2006). The Six Spot Step Test (SSST) is a clinical
performance test that assesses the patient’s gait speed, mobility, balance, and coordination.
The test was developed to get a quantitative test that is more sensitive than one of the most
used clinical performance tests, the Timed 20-foot walk (T20FW), to assess gait mobility. Com-
pared to many other walking tests that manly is about walking, the SSST includes kicks as
well. This makes the test more complex, and one may pick up more differences between patients.
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This MSc project is part of the main project, AutoActive: Tools and Methods for Au-
tonomous Analysis of Human Activities fromWearable Device Sensor Data (AutoActive, [n.d.]).
The project collaborates with researchers from NTNU, UiO, SINTEF, OUS, MS-Senteret
Hakadal (MSSH), and Olympiatoppen. The main project is divided into different parts. This
MSc project is part of a study where one wants to try sensors against clinical performance tests
used today, focusing on walking abilities(gait function). One wants to see if the sensors give a
more precise evaluation of this.

The purpose of this MSc project was to investigate the Six Spot Step Test to see if there
were any differences in the ability to walk between patients with MS and control groups with
the help of sensors used during the tests. The patients were tested during their first week at
MSSH and the last week after a rehabilitation stay lasting from 2 to 4 weeks. The controls
were only tested one time at MSSH.

The SSST can be divided into five sections with kicking and five with walking. I will be
analyzing data from wearable sensors and the time used for the different sections within the
SSSTs. There is possible to do other tests on these data, but this thesis is limited to the time
used on the SSST and the analysis of these data. Some of the things I will be investigating
from the data are the difference between the controls and the patients, the difference between
the tests done in week 1 and at the end of the rehabilitation stay, and if there is a learning
effect from walking through the SSST multiple times.

The thesis starts with an introduction to MS and the clinical performance tests used (Chap-
ter 2). Then comes a theoretical chapter with an introduction into the statistical tools used in
the analysis (Chapter 3), information about the data collection (Chapter 4), and how the data
was processed (Chapter 5). The results are divided into five parts that handle different tests
on the data (Chapter 6-10). Each of these chapters contains a discussion. The thesis ends with
a final overall discussion and the conclusion (Chapter 11).
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Chapter 2

Background

2.1 Multiple sclerosis
Multiple sclerosis (MS) is a chronic infectious disease that attacks the central nervous system,
where the immune system attacks and ”eats up” the isolation layer that surrounds the nerve
threads in the brain and the spinal cord (Bø, [n.d.(a)]). Without the isolation layer, the nerve
signals have problems traveling from the brain out to the rest of the body. The signals can be
delayed, or in some cases, the signals do not manage to arrive.
The infection can appear anywhere in the central nervous system, so that the symptoms may
vary from patient to patient. The symptoms a person with multiple sclerosis (pwMS) can get
depend on the area where the infection is located and which nerves are attacked. Some of
the symptoms can be paralysis, vision problems, balance problems, cognitive symptoms, and
fatigue. The symptoms can develop to become a strong handicap. The core stability can be
affected so that even a patient with a high function level and low age can still experience an
increase in fall risk (Clausen, [n.d.]).
There are three different courses of the disease (Bø, [n.d.(a)]); relapsing-remitting multiple
sclerosis (RRMS), secondary progressive multiple sclerosis (SPMS), and primary progressive
multiple sclerosis (PPMS). There is no way of knowing how the disease will develop for the
individual pwMS.
RRMS is the most common course of the disease, and 85-95% of the people with MS experience
it. These patients will experience attacks. When a worsening of the symptoms appears and
lasts for more than 24 hours, the symptom can be connected to the infection in the central
nervous system. The symptoms one gets during an attack can last for some days up to months.
When the attack is over, the symptoms from the attack will gradually improve. The attacks
will lead to a slight deterioration where the pwMS will experience an increase in disability over
several years.
The RRMS can, after years of gradual worsening from one year to another without attacks,
become SPMS. There are fewer pwMS that experience this course due to the improvement of
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the treatment given to the patients with RRMS.
PPMS is the course of the disease where the pwMS do not experience attacks but experience
a gradual increase in their disability that is not connected to an attack from the beginning of
the disease. This type of progression for the disease is the least common of the three.
We do not know why some people get MS. Today there is a belief that there is a correlation
between genetics and the environment that makes people get MS. One has seen that the proba-
bility of getting MS can slightly increase if one has a close relative with MS. The environmental
factors that may increase the likelihood of getting MS are smoking, vitamin D deficiency, and
the Epstein-Barr virus (mono) (Bø, [n.d.(b)]). There are more females than males the get MS.
The disease is most common to develop from age 20 to 50 but can appear at any age.
There has been registered an increase in the number of pwMS in Norway in later years. One
does not know why there is an increase, but there is believed this increase has to do with
improving the mapping methods used today. The increasing number of pwMS can also be be-
cause pwMS lives longer today because of improved treatment and the development of different
medicines for slowing down the disease (Statistikk om MS , [n.d.]).
Some treatments can help to reduce the symptoms for the patients. Preventive treatments can
help to reduce the risk of permanent dysfunction for pwMS with attacks, and some medicines
can help reduce the risk of new attacks for people with RRMS (Bø, [n.d.(a)]). This can help to
hinder or sink the progressive phase of the disease. For people with progressive MS, are there
fewer medicines that can affect how the disease develops over time (Bø, [n.d.(c)]). There is
essential that preventive treatments are followed up so they can be adjusted if needed.

2.2 Expanded Disability Statue Scale (EDSS)
The Expanded Disability Status Scale (EDSS) (Kurtzke, 1983) is a scale used to quantify the
level of disability a pwMS has and helps with monitoring changes in the level of disability over
time as the disease develops. It is a simple scale ranging from 0 to 10, with unit increments
at 0.5. This scale covers from where a patient does not have any disability, 0, to where the
patient has died due to the MS, 10. For the lower levels, 0 to 3.0, does the scale say that the
patient had mild disabilities. From level 3.0 and upward, the patient, described by the scale,
has moderate disabilities, which will worsen as the levels increase.
The different levels in the scale are based on the patients’ results in the Functional system (FS).
This is a system that contains eight different individual systems that cover different parts of the
neural system. The eight individual systems are visual, bowel and bladder, brain stem, sensor,
pyramidal, cerebellar, cerebral, and other (Kurtzke, 1983). During a neurological examination,
the patient is given a score in all eight individual systems. The scoring in these eight systems
is then used to place the patients in a level on the EDSS.
This scale is widely used as a tool in clinical trials to measure the progress in the disease
and any outcomes after a clinical intervention (Meyer-Moock et al., 2014). Since the EDSS
is so widely used, this makes it easier to compare different studies. Even though the scale is
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widely used does not mean that the scale is perfect. The scale is shown to have low reliability
and responsiveness, the levels are unevenly distributed, and the scale has a lack of precision
(Blumhardt et al., 2004, p. 69).

2.3 Fampridin (Fampyra r)
Fampridine is a medicine sometimes given to a pwMS with an EDSS between 4 and 7. The
medication is taken to improve the gait function, but it has been shown that it may affect
fatigue, function in the arms, the intestines, and bladder (Lunde et al., [n.d.]). It works on
letting signals pass through the nerves more normally by helping to stop potassium from leaving
the damaged nerve cells (Fampridine (Fampyra), [n.d.]).
Before a patient can get the medicine, they have to take a walking test or a self-assessment
that can be retaken 2 to 4 weeks later to see the effect of the medicine. After 2-4 weeks on
the medicine, there must be a minimal improvement of 20% in the gait function to allow the
treatment to continue (Fampridin (Fampyra), [n.d.]; Lunde et al., [n.d.]). The renal function
should also be checked before and after the treatment.
Some of the side effects of the medicine are urinal tract infections, dizziness, headache, back
pain, difficulty sleeping, feeling sick, stomach upsets, balance disorder, and many more (Lunde
et al., [n.d.]; Fampridine (Fampyra), [n.d.]).

2.4 Clinical performance tests
One of the more common symptoms for a pwMS is the decrease in their walking abilities, with
a change in their walking and balancing function (Clausen, [n.d.]). It is essential to evaluate
the individual patients’ abilities to walk and move and give them the best advice and guidance.
A way to look at the walking abilities of a pwMS, and patients with other neurological diseases,
is to do some clinical performance tests.
Many different clinical performance tests are executed with help from a physiotherapist to look
at how the patient moves and walks. Some of them look at the upper body, and others look
at the lower limbs. Some are only looking at the patients’ balance, and some of the tests try
to paint a more complex picture by looking at more than one aspect of the patients’ mobility.
When looking at the walking ability, there has been shown that there is no measure that is
ideal (Bethouc et al., 2011). Because of this, one has to do different tests to get a complete
picture of how the patient moves.
In the following subsections, five clinical performance tests are described. These tests look at
walking speed, mobility, balance, and coordination. These five tests are the tests that have
been chosen to be used in the AutoActive project. The participants in this study took the set
of tests during one session as described later in the Data Collection (Chapter 4).
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2.4.1 Timed 25-foot walking test (T25-FWT)

The times 25-foot walking test (T25FWT) is a clinical performance test used to look at the
walking mobility and speed of the patients. The patient is told to walk 25 feet, or 7.62 meters,
straightforward while the time is taken.
The T25FW is one of the components of the Multiple Sclerosis Functional Composite (MSFC)
measure (Rudick et al., 2002) and is looked at as being a precise measure of disability for a
pwMS (Blumhardt et al., 2004, p. 147). The test has been shown to be the test to measure the
walking disability objective (Kieseier et al., 2012).
The thing that makes the test so widely used is that one only needs a stopwatch and a lain
that measured 25 feet to do the test. That makes it possible to administer the test in a wide
span of places.

2.4.2 6 Minutes Walking Test (6MWT)

The 6 Minutes Walking Test (6MWT) is a long clinical performance walking test that looks
at the patients walking mobility, walking speed, and fatigue. The test is that the patient is to
walk for 6 minutes. The results of the test are in how long the patient managed to walk during
the 6 minutes. Even though one can look at the patients walking mobility and speed in this
test, the main focus for this test is on the walking endurance of the patient (Bethouc et al.,
2011).
The test has been shown to be reproducible and a measure that is reliable for a pwMS (Goldman
et al., 2008). Compared to the T25FW test, where one only needs a 25 feet straight walking
path, a long corridor or something similar where one can walk back and forth to do the test
is needed. The gait speed from the long walking test, 6MW test, and the short walking test,
T25FW test, has been shown to be closely correlated when looking at a pwMS compared to
healthy peoples (Dalgas et al., 2012).

2.4.3 Timed Up and Go (TUG)

The Timed Up and Go (TUG) test is a clinical performance test that looks at the patients
walking mobility, balance, and walking speed. The test starts with the patient sitting down in
a chair with armrests. Then the patient is to stand up, walk 3 meters straightforward, turn,
go back to the chair and sit down again. During the test, the instructor takes the time. The
test is done three times, the first time to make the patient familiar with the test, and the two
last to take the time of the test. The result of the test is the average test times of the two last
tests (TUG - The Timed "Up & Go" , [n.d.]).
With the turning and transferring parts of the test, the test becomes more of a complex measure
of the patient’s mobility than the simple walking tests. There has been shown that the test is
related to executive functions (Herman et al., 2011). This is most likely due to the complexity
of the test. Also, with the variety of motions in the test, is the TUG test is proven to be a
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valid measure of functional mobility (Sebastião et al., 2016).
If one wants to only look at a patient’s walking ability, the TUG test is limited because the
walking ability is only one of many parts that affect the time used to complete the test. But
if one wants to look at more than just the walking ability, the TUG test can give good inside
into the mobility-related functions for the patient (Bethouc et al., 2011).

2.4.4 Single Leg Stand (SLS)

Single Leg Stand (SLS) is a clinical performing test that only looks at the patients’ static
balance. The task is to stand on one leg while the time is taken.
The single leg stand test is a test that is part of the BESTest (Horak et al., 2009) and the mini-
BESTest (Franchignoni et al., 2010). In the BESTest, it is item nr 11, under the Anticipatory
Postural Adjustments system category. The mini-BESTest is a shorter version of the BESTest,
and the SLS test is the third task in this test system. These two tests, BESTest, and mini-
BeSTest have been shown to have good inter-rater and test-retest reliability (Hamrs et al.,
2017).
This test is an easy test to implement. The only thing that is needed is a stopwatch and a
good floor to stand on. Patients mildly affected with MS can experience a reduction in balance
performance and balance confidence (Kanekar et al., 2013). This makes any test that looks at
the balance of the patient an important test.

2.4.5 Six Spot Step Test (SSST)

The Six Spot Step Test (Nieuwenhuis et al., 2006) is a newer test that is a complex clinical
performing walking test that combines walking and kicking. The combination makes the test
good for testing walking abilities, speed, balance, and coordination.
The test is done in a 5× 1-meter marked-up rectangle course, where two cubes are placed on
each of the long sides, and one cube in the middle of each of the short sides (Figure 2.1). The
test starts at one of the short sides where the cube there is removed. Then the task is to walk
from cube to cube as fast as possible, kicking each cube out of the course with either the left
or the right foot. The instructor then takes the time the test taker uses.
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Figure 2.1: A diagram of the course for the six spot step test (SSST).

Because of the combination of movements in the test, the SSST has more variation in the
time used compared to the T25FW test (Nieuwenhuis et al., 2006). Still, a high test-retest
reliability has been reported (Bethouc et al., 2011).
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Chapter 3

Theory

In this chapter, short instructions into the statistical tests that are used later are presented.
These statistical tests will be used later to gain information about the population I am looking
at and aid in analyzing the data.

3.1 Chi-square goodness-of-fit test of normality
There are many different statistical tests one can perform on a set of samples to gain information
about the population represented. Many of the tests build on the assumption that the samples
are normal distribution. To establish if this is the case, a common test to use is the Chi-square
goodness-of-fit test (Devore et al., 2011, Ch 13.2).
If one has a set of samples and wants to determine if the underlying distribution is normal,
one first estimates the µ and σ to the samples and then does the chi-squared test to see if the
samples are from a normal distribution.
Matlab has the function chi2gof that do the chi-squared goodness-of-fit test (chi2gof: Chi-
square goodness-of-fit test , [n.d.]). One puts in a vector x that contains the data samples. The
function can return the test decision for the null hypothesis, h, the p-value of the hypothesis test,
p, and a structure that contains the information about the test statistic. The null hypothesis is
that the samples x come from a normal distribution where the mean and variance are estimated
from x. If the null hypothesis is true, the test decision h = 0. If the null hypothesis is rejected,
the test decision h = 1. The significance level is set to 5% as default, but this can be changed.

3.2 Linear regression and R-squared
Suppose one has two variables, x and y, and wants to find out the relationship between these
two variables to gain information about one of them through knowing the other. In that case,
one can do a regression analysis (Devore et al., 2011, Ch. 12). With regression analysis, one
tries to fit a model to the data. The model can give information about one of the variables by
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knowing the values of the other variable. With linear regression, one tries to fit a linear model
to the data (Devore et al., 2011, p. 617-620).
The linear model equation that makes the dependent variable Y related to the independent
variable x is

Y = β0 + β1x+ ε (3.1)

where ε is a random variable that is normally distributed with mean 0 and variance σ2, β1 the
slope coefficient and β0 the intercept coefficient. From the model equation (Eq 3.1) n observed
pairs are regarded as having been generated independently of each other (Devore et al., 2011,
p. 617-618).
To see if the linear regression model has a good fit with the data, one can find the coefficient of
determination (R-squared or r2) (Devore et al., 2011, p. 633-635). This coefficient looks at the
proportion of the observed y variation that can be explained by the linear regression model,

r2 = 1 − SSE

SST
=
SSR

SST
(3.2)

where SSE is the error sum of square (measuring of how much variation in y that cannot be
attributed to the linear regression model), SST is the total sum of square (measureing of the
total amount of variation there is in the observed y values), and SSR is the regression sum of
squares (the total amount of variation that can be explained by the linear regression model).
The smaller the r2 is, the less do the linear regression model fit the data. r2adj is the r2 that have
been adjusted to the number of predictor variables in the linear regression model (Coefficient
of Determination (R-Squared), [n.d.]) by multiplying SSE

SST
with n−1

n−p
, where n is the number of

observations and p is the number of regression coefficients.
In Matlab one can fit a linear regression model to a data set with the function fitlm (fitlm:
Fit linear regression model , [n.d.]). The function works by putting a table or data set array
containing two variables into the function, and the function returns the linear regression model.
The last variable is used as the response variable as a default by the function. In the returned
linear regression model, one can also find the number of observations, root mean squared error,
error degrees of freedom, R-squared, adjusted R-squared, F-statistic vs. constant model, and
the p-value.

3.3 Paired t-test
The paired t-test (Devore et al., 2011; ttest: One-sample and paired-sample t-test , [n.d.], p. 511-
513) (ttest: One-sample and paired-sample t-test , [n.d.]) is a hypothesis test based on the t
distribution looks at sets of paired data samples that are independent of each other. It is used
when one has two observations and one wants to see if the difference between the two samples
is a normal distribution with zero as a mean and unknown variance. If one has the sample set
X and the sample set Y , where X is the first observations, and Y is the second observations,
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and they are independent of each other, the expected difference is µD = µX − µY . To test if
the two samples are independent, we can test the difference. The null hypothesis becomes

H0 : µD = ∆0, (3.3)

where ∆0 is the null value (often ∆0 = 0). This test, when using the expected difference µD, is
the same as the one-sample t-test (Devore et al., 2011, p. 443-447) since the difference between
X and Y constitute a normal random set of samples with mean µD.
In Matlab can one use the function ttest (ttest: One-sample and paired-sample t-test , [n.d.]) to
do both the one-sample and the paired-sample t-test. For the one-sample test, one sends in only
one sample vector, and for a paired-sample test, one sends in two sample vectors. The function
can return the test decision (h), the p-value (p), the confidence interval on the difference of the
population means, and the information about the test statistic. If the test decision is h = 1,
the test rejects the null hypothesis, and if the decision is h = 0, the null hypothesis is accepted.
The null hypothesis is rejected at the 5% significant level as a default.

3.4 The two-sample t-test
The two-sample t-test (Devore et al., 2011, Ch 10.2) (ttest2: Two-sample t-test , [n.d.]) is a
hypothesis test based on the t distribution that compares two independent unpaired data sets.
It tests if two sets are independent normal distributed with equal means and equal unknown
variances. If we have a set of samples X with mean µ1 and a set of samples Y with mean µ2,
and both are normally distributed and independent to each other. The null hypothesis is

H0 : µ1 − µ2 = ∆0, (3.4)

where ∆0 is the null value (often ∆0 = 0). Matlab has the function ttest2 (ttest2: Two-
sample t-test , [n.d.]) that do this test. Suppose one sends in two sample vectors x and y to
the function. In that case, the function can return the test decision (h), the p-value (p), the
confidence interval on the difference of the population means, and the information about the
test statistic. If the test decision is h = 1, the test rejects the null hypothesis, and if the decision
is h = 0, the null hypothesis is accepted. The null hypothesis is rejected at the 5% significant
level as default.

3.5 P-value
P-values (Devore et al., 2011, Ch 9.4) is a probability calculated assuming that the null hypoth-
esis is true. Generally speaking, the smaller the p-value, the more evidence is there against the
null hypothesis in the sample data. The p-value is then used to decide if the null hypothesis is
rejected or not, with the help of a selected significant level α. If the p-value is smaller than the
significant level, the null hypothesis is rejected. The significant level can be randomly selected,
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but the standard are 5% (α = 0.05) and 1% (α = 0.01).
The p-value is not the probability that the null hypothesis is true. It is the probability of
observing an equal or more extreme result than the actual observed result, given that the null
hypothesis is true. An example of this is having a null hypothesis stating the data is normally
distributed with zero mean and observing a low p-value (p < α). The odds of an extreme
observed outcome under the null hypothesis will be improbable.
In this project, attention will be paid to the p-value and if it is below or above the significant
level that decides if the null hypothesis is rejected or not. I will also, in some situations, discuss
how a change in significance level (α) will affect if the null hypothesis is rejected or not.
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Chapter 4

Data Collection

The data collection for this project was from five clinical performance walking tests that the
participants did. The participants did the tests at MSSH (MS-senteret Hakadal) with the
help of three different instructors, two physiotherapists, and one doctor. The raw data was a
combination of video of the tests, sensor data of the tests, personal information about the
participants, and observations from the tests by the instructors. The participants were a
combination of a control group and a patient group. Some of the people in the patient group
were tested twice, one time at the start of a rehabilitation stay and one time in the end. Not
all the patients could do the second test because their rehabilitation stay was cut short due to
the pandemic.

4.1 The equipment

To collect the sensor data, they used three Physilogr5 (Physilog: Inertial Measurement Sensor
(IMU), [n.d.]) IMUs (Internal Measurement Sensor) from GaitUp. Two of the IMUs were
attached with an elastic band on the footrest. The last one was attached at the lower back
with an elastic band. One of the IMUs on the footrest was configured as the master, and the
two others were configured as slaves. Each of the IMUs has an accelerometer, a gyroscope, and
a barometer inside. These recorded the movement of the feet and lower back.
To record the tests done by each of the participants, two GoPro Hero7 Black (HERO7 BLACK ,
[n.d.]) were used. One of them was put on a tripod and placed so that it did not film the
participants’ faces, and the other GoPro was placed on the participants’ chest faced downwards
to film their feet during the tests. The cameras were places such that the participants’ faces
did not show up in the video due to the participants’ right to privacy. The cameras were used
to film how the tests were performed to see any mistakes or pick up something one did not see
during the testing.
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4.2 The location
All the tests were done in the attic at MSSH. The room was measured to be 29 meters long
with an even concrete floor. In the room, there were marked up a bunch of points to show
where the different tests were to occur:

• one mark at each side of the room - for the 6MW test

• one mark where a chair is placed - for the TUG test

• one mark 3 meters in front of the chair - for the TUG test

• one mark 25 feet from the 3-meter mark - for the T25FW test

• the track for the SSST was marked up (Figure 4.1)

• marked up places the tripod were to be placed for the different tests

4.3 The individual tests
Before every test, the instructor taped three times on the master IMU on the left foot and
waited then for 10 seconds before starting the tests. This was done so the video and the sensors
data could be synchronized and that when looking at the raw data, one could easily find a
specific test by searching for the three taps that come before the test in the data.

4.3.1 TUG (Timed up and go)

The patient started seated in the chair. The video camera was placed on the left side behind the
patient. The test instructor taped three times on the left foot IMU while the camera is filming.
After ten seconds, gave the test instructor the instruction - walk at your normal speed to the
marked point, turn, walk back and sit down. The test was done two times, with a one-minute
break between each test. Walking aids were allowed, and these would be placed in a preferred
hand, in contact with the ground.

4.3.2 SLS (Single leg stand)

The patient walked to the 3-meter marked point from the TUG test. The chair was removed,
and the video camera was placed one to two meters behind the patient. The video camera
filmed the test instructor tapping three times at the left foot IMU and waited for ten seconds.
Then the test instructor gave the instruction - place your hands on your hip, eyes forward, lift
the foot with the sole pointing backward. Stand as long as possible. The minute you have to
place the foot down or touch the other leg, the test is finished. The first test was done with
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the left foot, the second with the right foot, the third with the left foot, and the fourth with
the right foot. There was a ten-second break between the first and second tests, the third and
fourth tests, and a 30-second break between the second and third tests. If the patient needs
aid to do the test, the test was stopped.

4.3.3 T25-FWT (Times 25-foot walking test)

The test started at the 3-meter mark, and the video camera was placed on the left side of the
25 feet mark. The test instructor taped three times on the left foot IMU and waited for ten
seconds. The instructor gave the patient the instruction - walk at your normal speed past the
marker and do not stop until you have passed the mark. Walk back to the start position. The
time was taken from the start to the patient had passed the mark. Then there was a 30-second
break before the second test was done. The instructor gave the patient the instruction - walk
as fast as you can pass the marker and not stop until you have passed the mark. Walk then
back to the starting point at normal walking speed. The instructor retook the time from the
start to the patient had passed the mark.

4.3.4 SSST (Six spot step test)

The patient walked to one of the ends of the SSST track. The video camera was placed behind
the patient on the left side, approximately one meter away. Then the instructor taped three
times on the left foot IMU and waited for ten seconds. After this, the instructions were given -
you will walk to the other side of the track as fast as possible while kicking the cubes out from
the circles with your dominant foot. After the last cube is kicked, then standstill on the place.
The test was repeated one more time with the same instructions. Then the test was to be done
by using the non-domain foot to do the kicking. The new instructions were given - walk to the
other end of the track as fast as possible while kicking the cubes out from the circles with your
non-dominant foot. After the last cube is kicked, then standstill on the place.
If the right foot was used as a kicking foot, the cubes on the right were kicked with the outside
of the foot, and the cubes on the left were kicked with the inside of the foot. If kicking with
the left foot, the cubes on the right were kicked with the inside of the foot, and the cubes on
the left were kicked with the outside of the foot.
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Figure 4.1: The six-spot step test (SSST) track from the room where the
tests were done.

4.3.5 6-MWT (6 minutes walking test)

The test started at one of the markers for the 6MWT. The video camera was placed at the
same place as for the T25-FWT. The test instructor taped three times on the left foot IMU
and waited for ten seconds. Then the instructor gave the instruction - you are going to walk
as far you can in six minutes, back and forth inside the beams. You decide the tempo yourself
and can take breaks if you want to. You turn at the door, walk back, and remember that the
goal is to walk as far as you can in six minutes. When the test is finished, stay in the place
where you stopped.

If something went wrong during one of the tests and had to be retaken, the test was retaken
after the 6-MWT. When all the tests had been done, the video camera was stopped.

4.4 The Test Form
During the testing, the instructors filled out a test form. This form contains:

• information about the participants (age, high, weight, gender, shoe size)

• which foot was the dominant foot

• if the participants use medicine and walking aids

• their EDSS (Expanded Disability Status Scale) and MSWS-12 (21-Item MSWalking Scale
(Hobart et al., 2003)) results
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• the instructor name

• the times that the instructor took from the tests

• time and place of the testing

• comments if anything went wrong during the tests
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Chapter 5

Data Processing

The plan was to extract the raw data from the sensors that contained the information from
the Six Spot Step Test (SSST) and then perform the needed analysis to process the data.
The first challenge turned out to be the identification of the individual SSSTs for each par-
ticipant. This turned out to be more complicated than anticipated. Considerable time was
spent on automatically trying to identifying the different time segments before this strategy
was abandon. The new plan became that I synchronized the sensor data with the video and
went through the synchronized data to find different time stamps within each participants’ tests.

5.1 Finding the data samples
The first thing I did was to identify where the SSST-tests were in the raw data, with the help
of the taps done on the left foot IMU before the different tests. I pulled the data from the
barometer on the left foot and found the raw data that observed the pressure change within the
sensor. The barometer would not record any change during the test, but when the instructor
tapped on the sensor, the barometer would experience a change in the pressure, and the change
would be recorded. I used this data to identify the location on the time axis where all the tap
groups (three taps together) were. The SSSTs were for most participants between tap groups
five and six, so I located the fifth and sixth tap groups on the time axis. Inside these time
points were the SSSTs.
Then I had to identify where the four individual SSSTs were inside these time parameters by
finding the start and end of each of the SSSTs. The start of the individual tests was found by
finding data from the foot sensors (gyroscope and accelerometer data). The participants went
from standing still for a longer period to starting to walk. The end of the tests was when the
last kick was finished. To find the ending, I had to identify where the kicks were in the test.
The idea for finding the kicks was that to do a kick the opposite foot had to stand still. I
started to look at the raw data to try to identify if this could be seen.

18



You can see an example on how the raw data looked like for the control 005 in the Figures
5.1 and 5.2, and from the patient 006 with en EDSS of 5.0 in the Figures 5.3 and 5.4. These
examples are from the first SSST, where both of them were kicking with the right foot.

Figure 5.1: The three plots shows the raw data from the accelerometers in
the left foot, the right foot and the lower back sensors for control 005.

Figure 5.2: The three plots shows the raw data from the gyroscopes in the
left foot, the right foot and the lower back sensors for control 005.
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Figure 5.3: The three plots shows the raw data from the accelerometers in
the left foot, the right foot and the lower back sensors for patient 006.

Figure 5.4: The three plots shows the raw data from the gyroscopes in the
left foot, the right foot and the lower back sensors for patient 006.

From the data of control 005, one can observe differences between the left and the right
foot for the accelerator and gyroscope data. For the right foot, it does not look like there is a
pattern that is repeating itself. It looks like there is a repeating pattern from the left foot, but
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the segments where the foot is standing still do not look like they change that much between
each movement for the foot. The data from patient 006 do not look the same as that from
control 005. Between the left and the right foot are there not much of an apparent difference as
it was for the control. From the accelerometer (Figure 5.3), the data from the left and the right
foot look the same, but the data from the right foot is slightly shifted. From the gyroscope
data (Figure 5.4), there is a more notable difference between the left and the right foot, but
there is no immediate pattern that emerges.
From comparing the data from the control and the patient, it became clear that it would be
difficult to find a general algorithm for all the participants to find the kicks within the SSSTs.
In total, I had data from 66 participants, all showing huge variations. After I looked at some
of the videos from the tests, I discovered one reason why it would be challenging to find the
kicks within the tests. From the videos, I was able to see that different participant kick very
differently. Some of them stopped before the cubes and then kicks, while others started walking
and kicked in the middle of their steps.
To fix the problem of finding when the participants were kicking the cubes in the test, it was
suggested that adding a magnet inside the cubes that would react with a magnetometer would
solve the problem. This could not be done since the IMUs that were used did not have a
magnetometer. Another way of solving the problem could be to attach an accelerometer to
each of the cubes that would record when the cubes were moved.
Since it became much more challenging to identify the kicks from the raw data, I had to use
the videos to find the kicks. I started by synchronizing the raw data from the sensors with the
video from the chest. The synchronizing was done with Activity Presenter (Activity Presenter ,
2020-08-06). I found the beginning of the first SSST each of the participants did and used this
as the synchronization point to synchronize the data. I could have used the taping on the left
foot sensor, but the chest camera did not have a good view. The tripod video did have a good
view of the taping but not a good view of each of the participants’ kicks. The tool I used to
synchronize the video with the data let me use only one video to be synchronized with the data.
With the synchronized video and data from the sensors, I went through frame by frame to find
the different time stamps within the tests. Since the participants kicked in very different ways,
the kicks were defined to start when the foot touched the cube for the first time and the end
to be when the cube was kicked out of the circle, and the kicking foot was placed on the floor
again. The time stamps ended up being when the patient started walking at the start of the
tests, every beginning of a kick and every ending of a kick.
For every SSST, I ended up with eleven time stamps. The time stamps for each of the partic-
ipants were noted in individual Excel files, and then I used Matlab to read the files, convert
the time stamps into seconds, and change the times so that the first time stamp for each test
was t = 0. From these times, I found the times from the hole test (time between the first and
last time stamp), the times for the five kicks (time between touching the cube and placing the
foot on the floor), and the times for the five walking parts of the test (time between placing
the foot on the floor and touching the cube with the foot).
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5.2 The participants
There were 46 patients with MS and 20 healthy controls that were tested in this project. Out of
the 46 patients with MS were 32 of them retested at the end of a rehabilitation stay at MSSH,
which lasted from 2 to 4 weeks. Out of the patients with MS, 13 of them were taking Fampridin
to improve their walking. In Table 5.1 more details about the participants can be found.

Patients with MS Control
Number of participants 46 20
Male/Female [n(%)] 17(37%)/29(63%) 4(20%)/16(80%)
Age, mean [years] 51 48

BMI, mean 26.7 25.4

EDSS median 3.04 -
range [1.0, 6.0] -

Fampridin 13 -
Retested 32 -

Used one/two canes to walk 3 -

Table 5.1: The demographic of the participants.

Out of the 46 participants, I exclude eight; one control and seven patients with MS. The
control was excluded because I had a hard time finding the time stamps from the video. The
three patients who were using one or two canes to help with the walking were excluded since,
with the cane in use, there was extra variability with them that I could not measure or see the
effect on the raw data. The last four excluded patients were so because they did not complete
all the four SSST in the first testing session. I ended up with 19 controls and 38 patients. Out
of the 38 patients, 25 were retested, and 12 of the patients used Fampridin.

5.3 Dividing up the data
To investigate and compare that results the participants were sorted into groups based on there
EDSS. This is one of the more cummon ways of looking at results when it comes to reasearch
done on patients with MS. When I divided the patients into there EDSS I ended up with 9
patients groups and one control group, in total 10 groups (Table 5.2). Some of the EDSS groups
ended up being only one patient.
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EDSS 0.0 1.0 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5
N 19 1 1 8 6 4 10 4 4 1

Table 5.2: The number of participants, N, with the EDSS levels.

To get fewer and bigger groups, I merged the EDSS groups, so I ended up with two groups
representing the patients and one representing the controls (Table 5.3). I decided to divide the
MS patients at EDSS level 4 because, from the scale, there is a shift in the description between
levels 3.5 and 4. The patients with EDSS 3.5 are described as having no big problems with
walking, while at EDSS 4, the patients can walk 500 meters without walking aids and rest.

Group 1 EDSS= 0 (controls) N=19
Group 2 0 <EDSS< 4 N=20
Group 3 4 ≤EDSS N=19

Table 5.3: How the participants were sorted into three groupings and how
many participants, N, in each group.
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Chapter 6

The test times

This chapter will analyze the time the participants use on the hole Six Spot Step Test (SSST)
from the week 1 tests.
The participants will be divided into three groups based on their EDSS (Expanded Disability
Statue Scale) (Section 5.3). The three groups will be:

• Group 1: the controls

• Group 2: the patients with an EDSS < 4

• Group 3: the patients with an EDSS ≥ 4

During the analyze I looked at the mean test time for the participants based on

• the test times from all four tests

• the test times from the two tests where they kick with their dominant foot (D)

• the test times from the two tests where they kick with their non-dominant foot (ND)

I also looked separately at the test times from the four tests the participants did; the first test
kicking with the dominant foot (D1), the second test kicking with the dominant foot (D2),
the first test kicking with the non-dominant foot (ND1), and the second test kicking with the
non-dominant foot (ND2).
I started by finding out if the test times for the participants in the three groups are from
normal distributions. Then I looked into if the age of the participants has any effect on the
mean test time they use for the SSSTs. I also saw if the use of the medicine Fampridin affects
the test times. After this, I investigated if the mean test times between the three groups were
different, if there was any difference in the test times between the dominant tests (D) and the
non-dominant tests (ND), and look at the individual test times from the four tests (D1, D2,
ND1, and ND2) the participants did.
I tested different null hypothesis H0 with significant level α:
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• the mean test times for the patients with Fampridin and the patients without are both
independent normal distributed, with equal mean and variance (H0,1, with α = 0.05).

• the mean D times for the patients with Fampiridin and the patients without are both
independent normal distributed, with equal mean and variance (H0,2, with α = 0.05).

• the mean ND times for the patients with Fampiridin and the patients without are both
independent normal distributed, with equal mean and variance (H0,3, with α = 0.05).

• the mean test times in Group x and y are both independent normal distributed, with
equal mean and variance (H0,4, with α = 0.05).

• the difference between mean D times and mean ND times is normally distributed with
mean= 0 (H0,5, with α = 0.05).

• mean D time in Group x and y are both independent normal distributed, with equal mean
and variance (H0,6, with α = 0.05).

• mean ND time in Group x and y are both independent normal distributed, with equal
mean and variance (H0,7, with α = 0.05).

6.1 Testing for normality
I started by testing if the test times within the three groups were normally distributed by doing
the Chi-squared goodness-of-fit test. The test returns a result h = 1 if the samples are not
normally distributed and h = 0 if they are. I did the test on the mean test times (µ) for each
of the participants and on the four test times (D1, D2, ND1, and ND2) for the participants in
the three groups (Table 6.1).

Group 1, [h] Group 2, [h] Group 3, [h]
D1 0 0 0
D2 0 0 0
ND1 0 0 0
ND2 0 0 0
µ 0 0 0

Table 6.1: The result from the chi-squared goodness-of-fit test for the three
groups, testing to see if the test times are normal distributed. The test were
done on the four individual tests in the SSST and the mean test times. If
h = 0 the samples are normal distributed, and if h = 1 are they not normal
distributed.
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6.2 The mean test time vs. age
To see if the age of the participants affected the time they used to complete the SSSTs, I first
found the mean test time for the controls and plotted them against their age (Figure 6.1).

Figure 6.1: The mean test times for the control group plotted against there
age in years.

Based on how the plot of the mean test times and the age for the controllers formed in
Figure 6.1, I used the mean test times and the age of the controls to do a linear regression
(Figure 6.2). I did the same for the patients (Figure 6.3) and for all of the participants (Figure
6.4).
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Figure 6.2: The linear regression of the mean test times and the age of the
controllers.

Figure 6.3: The linear regression of the mean test times and the age of the
patients with MS.
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Figure 6.4: The linear regression of the mean test times and the age of all
the participants.

From the linear regressions I found the adjusted r-squared (r2adj) corresponding to each of
the linear regressions (Table 6.2).

r2adj
Control group 0.24968
Patient group 0.073353
All participants 0.098125

Table 6.2: The adjusted r-squared from the linear regressions done one the
mean test times and the age for the controllers, the patients, and all the
participants.

6.3 Fampridins effect on the test times
To see if the use of the medicine Fampridin affected the test times for the patients’ SSSTs, I
investigated the test times for the patients in Group 3. This is because the medicine is used by
people with EDSS between 4 and 7. Out of the patients in Group 3, were 9 using the medicine,
and 10 were not.
I started by looking at the mean test times for the patients (Figure 6.5) and the standard devi-
ation of the test times for the patients (Figure 6.6). From these results, I found the mean and
standard deviation of the mean test times for the patients using the medicine and the patients
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that is not using it (Table 6.3).

Figure 6.5: The mean test times for the participants in Group 3, color
coordinated into two; use of Fampridin (With Fampridin) and not use of
Fampridin (Without Fampridin)

Figure 6.6: The standard deviation of the test times for the participants in
Group 3, color coordinated into two; use of Fampridin (With Fampridin)
and not use of Fampridin (Without Fampridin)
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With Fampridin Without Fampridin
µ[s] 12.42 11.02
σ[s] 2.12 2.18

Table 6.3: The mean (µ) and standard deviation (σ) of the mean test times
from the patient using Fampridin (With Fampridin) and the patient not
using Fampridin (Without Fampridin).

After looking at the mean test times from all the tests, I found the mean times and the
standard deviation for the D (Figures 6.7 and 6.8) and the ND (Figures 6.9 and 6.10). From
these results, I found the mean and standers deviation from the D and the ND for the patients
using the medicine and the patients that are not using it (Table 6.4)

Figure 6.7: The mean test times from the dominant tests for the participants
in Group 3, color coordinated into two; use of Fampridin (With Fampridin)
and not use of Fampridin (Without Fampridin)
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Figure 6.8: The standard deviation of the test times from the dominant tests
for the participants in Group 3, color coordinated into two; use of Fampridin
(With Fampridin) and not use of Fampridin (Without Fampridin)

Figure 6.9: The mean test times from the non-dominant tests for the par-
ticipants in Group 3, color coordinated into two; use of Fampridin (With
Fampridin) and not use of Fampridin (Without Fampridin)
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Figure 6.10: The standard deviation of the test times from the non-dominant
tests for the participants in Group 3, color coordinated into two; use of
Fampridin (With Fampridin) and not use of Fampridin (Without Fampridin)

With Fampridin Without Fampridin
D ND D ND

µ[s] 12.58 12.25 10.86 11.17
σ[s] 2.89 2.49 2.02 2.44

Table 6.4: The mean (µ) and standard deviation (σ) of the mean test times
from the dominant (D) and the non-dominant (ND) tests, from the patient
using Fampridin (With Fampridin) and the patient not using Fampridin
(Without Fampridin).

I did the two-sample t-test on the mean test times of all the test times, the D and the ND,
between the patients that used the medicine and the patients that did not use the medicine to
test the null hypothesis H0,1, H0,2 and H0,3. The t-test returned the p-values (p) and the result
on if the null hypothesis was rejected (h = 1) or not (h = 0) (Table 6.5).
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p h
All tests, H0,1 0.16 0

Dominant tests, H0,2 0.15 0
Non-dominant tests, H0,3 0.35 0

Table 6.5: The results from the two-sample t-test between the patient using
Fampridion the the patient the do not use it. The test was done on the
mean test time from all the test, the dominant tests and the non-dominant
test, to test the null hypothesis H0,1, H0,2 and H0,3. The result from these
tests were the p-value (p) and if the null hypothesis were rejected (h = 1)
or not (h = 0)

6.4 The mean test times for each of the participants
I found the mean test times for each of the participants (Figure 6.11) and their standard
deviation (Figure 6.12). From the mean test times for the patients, I found the mean and
standard deviation of the test times for the three groups (Table 6.6).

Figure 6.11: The mean test times for the participants, sorted in to the three
groups and color coordinated.
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Figure 6.12: The standard deviation of the test times for the participants,
sorted into the three groups and color coordinated.

µ, [s] σ, [s]
Group 1 5.99 1.31
Group 2 8.06 1.74
Group 3 11.68 2.21

Table 6.6: The mean (µ) and standard deviation (σ) of the mean test times
for the three groups; Group 1 the controls, Group 2 patients with EDSS < 4,
and Group 3 patients with EDSS ≥ 4.

I then did a two-sample t-test to test the null hypothesis H0,4. The t-test returned the
p-values (p) and the decision result of if the H0,4 were rejected (h = 1) or not (h = 0) (Table
6.7).

p h
Group 1, Group 2 p < 0.001 1
Group 1, Group 3 p < 0.001 1
Group 2, Group 3 p < 0.001 1

Table 6.7: The p-values (p) and the decision result for rejecting or not the
null hypothesis (h) of the two-sample t-test testing H0,4.
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6.4.1 Dominant vs non-dominant test times

After looking at all the tests together, I divided the four tests the participants did into two;
the tests are done kicking with the dominant foot (D) and the non-dominant foot (ND).
I started by finding the mean and standard deviation of the test times for the D (Figures 6.13
and 6.15) and for the ND (Figures 6.14 and 6.16). The mean and standard deviation of the
mean test times from the D and the ND for the three groups were also found (Table 6.8).

Figure 6.13: The mean test times of the two dominant (D) tests for the
participants, sorted into the three groups and color coordinated.
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Figure 6.14: The mean test times of the two non-dominant (ND) tests for
the participants, sorted into the three groups and color coordinated.

Figure 6.15: The standard deviation of the test times from the two domi-
nant (D) tests for the participants, sorted into the three groups and color
coordinated.
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Figure 6.16: The standard deviation of the test times from the two non-
dominant (ND) tests for the participants, sorted into the three groups and
color coordinated.

D, µ± σ[s] ND, µ± σ[s]
Group 1 5.93 ± 1.23 6.06 ± 1.44
Group 2 8.02 ± 1.90 8.09 ± 1.70
Group 3 11.68 ± 2.55 11.68 ± 2.46

Table 6.8: The mean (µ) and standard deviation (σ) from the dominant (D)
and the non-dominant (ND) test, for the three groups; Group 1 the controls,
Group 2 patients with EDSS < 4, and Group 3 patients with EDSS ≥ 4.

After having found the mean and standard deviation for the D and the ND for the three
groups, I found the mean and standard deviation for the three groups for the four test times
(D1, D2, ND1, and ND2) (Table 6.9).
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D1, µ± σ[s] D2, µ± σ[s] ND1, µ± σ[s] ND1, µ± σ[s]
Group 1 6.00µ1.32 5.86 ± 1.18 6.12 ± 1.40 5.99 ± 1.54
Group 2 8.62 ± 2.22 7.42 ± 1.75 8.33 ± 1.89 7.85 ± 1.69
Group 3 12.08 ± 2.70 11.28 ± 2.47 11.92 ± 2.55 11.44 ± 2.45

Table 6.9: The mean (µ) and standard deviation (σ) for the four individual
SSST (D1, D2, ND1 and ND2), for the three groups; Group 1 the controls,
Group 2 patients with EDSS < 4, and Group 3 patients with EDSS ≥ 4.

The difference in the mean test times between the D and the ND was then found, where
I subtracted the mean test times of D from the mean test times of ND (Figure 6.17). If the
result ended up being negative, the D mean test times are higher than ND.

Figure 6.17: The difference in the mean test times between the non-dominant
(ND) and the dominant (D) tests, sorted into the three groups and color
coordinated.

I did a paired-sample t-test between the mean test times of the D and the ND (Table 6.10).
I tested the null hypothesis H0,5. The result from the test were the p-values (p) and a decision
result of if the H0,5 was rejected (h = 1) or not (h = 0).
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D, ND
p h

Group 1 0.36 0
Group 2 0.74 0
Group 3 0.99 0

Table 6.10: The p-value (p) and the decision result for rejection or not the
null hypothesis (h) of the paired-sample t-test testing H0,5, for the three
groups; Group 1 the controls, Group 2 patients with EDSS < 4, and Group
3 patients with EDSS ≥ 4.

I then performed a two-sample t-test between the groups based on the mean test times from
the D and the ND (Table 6.11) to test the null hypothesis H0,6. The result from the test were
the p-values (p) and a decision result of if the H0,6 was rejected (h = 1) or not (h = 0).

D ND
p h p h

Group 1, Group 2 p < 0.001 1 p < 0.001 1
Group 1, Group 3 p < 0.001 1 p < 0.001 1
Group 2, Group 3 p < 0.001 1 p < 0.001 1

Table 6.11: The p-value (p) and the decision result for rejection or not the
null hypothesis (h) of the two-sample t-test testing H0,6.

6.5 Discussion
With the Chi-squares goodness-of-fit test, I found that the samples within the three groups,
the mean of the test times and the test times from the four individual SSST, are normally
distributed (Table 6.1).

I tried to find out if there were a correlation between the age and the mean test times for
the patients, by performing three linear regressions (Figures 6.2, 6.3 and 6.4) on the controls,
the patienst and all the participants. From these linear regressions, I found the adjusted r-
squared (Table 6.2). The results show that there is no correlation between age and the mean
test times. This can be because there may be young participants that are not that active and
older participants that are very active. I have no data that informs me on how active the dif-
ferent participants are, so there is no way for me to look into if the activity of the participants
correlate with the mean test time and age.
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Then I looked into if the use of the medicine Fampridin affects the test times for the par-
ticipants in Group 3. From the mean test times for the participants in Group 3 (Figure 6.5), it
looks like there are no differences between the participants using the medicine and the partici-
pants not using the medicine. I found the mean and standard deviation of the mean test times
for the participants using the medicine and for the participants that are not using it (Table 6.3),
and it shows that the participants using the medicine has a higher mean than the participants
not using it. The same were shown when I divided the test into the dominant tests and the
non-dominant tests (Figures 6.7 and 6.9, and Table 6.4).
I did three two-sample t-tests to see if there were a big difference between the test times from
the participants using Fampridin and the participants not using it by testing the null hypothesis
H0,1, H0,2 and H0,3 (Table 6.5). All three of the null hypothesis were accepted. This means
that the test times from the participants using the medicine and the participants not using it
are from a normal distribution with equal mean and variance.
In these analyses, I only had information on if the patient were on the medicine or not. I had
no information on how long they had been on it and how bad their mobility was before starting
on the medicine. For the participants on the medicine, their test times might have been worse
if they had not been using Fampridin.

The result from Figure 6.11 and the Table 6.6 shows that the mean test times increases with
the groups. There is an approximately even increase in the mean test time between the groups.
The results from the two-sample t-test testing the null hypothesis H0,4 (Table 6.7) showed that
all the tests rejected the null hypothesis. This means that the three groups form three normal
distributions with different mean and variance. If one looks at the mean ± the standard de-
viation of mean test times for the three groups (Table 6.6), there are big overlapping regions.
Even though the three groups are from different normal distributions, with the big overlapping
regions, it is hard to find a decision threshold that will give a good classification into the three
groups based on the participants’ mean test time.

After looking at the mean test times, I divided the tests into dominant (D) and non-dominant
(ND) tests to see how the test times within the dominant and the non-dominant tests differ
from each other (Figure 6.17). For both the dominant and the non-dominant tests, the mean
and standard deviation for the three groups (Table 6.8) are approximately the same as they
were for the mean test times for all the tests. The non-dominant tests have some higher mean
test times for Group 1 and 2, but for Group 3, the mean is the same as for the dominant tests.
I also looked at the four individual tests (D1, D2, ND1, and ND2) and found a decrease in
the mean test times for the second dominant and non-dominant tests (Table 6.9). This will be
investigated further later in the project (Chapter 9).

I did a paired-sample t-test between the dominant and the non-dominant tests to test the
null hypothesis H0,5 (Table 6.10). The results showed that the null hypothesis was accepted for
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all three groups. I also did two-sample t-tests to test the null hypothesis H0,6 and H0,6 (Table
6.11). The result showed that all the tests rejected the null hypothesis for both the dominant
and the non-dominant tests. This means that for the mean test times from the dominant and
the non-dominant tests, the three groups are still three different normal distributions with dif-
ferent mean and variance, but the difference in the test times between the dominant and the
non-dominant tests are from normal distributions with mean= 0. The mean ± standard devi-
ation of the dominant and non-dominant tests times for the three groups (Table 6.9) are still
having a big overlapping region between the different groups. So there is not difference when
it comes to classifying participants into the three groups based on the mean dominant/non-
dominant test times, as it was with the mean test times.

To sum up, the test times to the participants are from different normal distributions based
on the participants’ EDSS, but this does not mean that one can classify the participants into
the three groups based on their test times. With their mean ± standard deviations in the test
times, there is too big of an overlapping region between the three groups. There is not a big
difference between the test times from the dominant tests and the non-dominant tests.
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Chapter 7

The kicking times

This chapter will analyze the time the participants use to kick in the Six Spot Step Test (SSST)
from the week 1 tests. The kick is defined to start when the kicking foot makes contact with
the cube and ends when the cube is out of the marked circle, and the kicking foot is touching
the floor.
The participants will be divided into three groups based on their EDSS (Expanded Disability
Statue Scale) (Section 5.3). The three groups will be:

• Group 1: the controls

• Group 2: the patients with an EDSS < 4

• Group 3: the patients with an EDSS ≥ 4

During the analyze I looked at the mean kicking time for the participants based on

• all the kicking times from all four tests

• all the kicking times from the kicks done with the dominant foot (D)

• all the kicking times from the kicks done with the non-dominant foot (ND)

• all the kicking times from one test (D1, D2, ND1, ND2)

• both times for the first kick (K1D), second kick (K2D), third kick (K3D), fourth kick
(K4D), or fifth kick (K5D), done with the dominant foot

• both times for the first kick (K1ND), second kick (K2ND), third kick (K3ND), fourth kick
(K4ND), or fifth kick (K5ND), done with the non-dominant foot

I started by investigating if the mean kicking times between the three groups were different.
Then I investigated the difference in the kicking times between kicking with the dominant
foot (D) and the non-dominant foot (ND). I also looked at if the mean kicking times changed
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between the four tests (D1, D2, ND1, ND2) and if the kicking times changed between which
kick within the tests were different.
During these investigations, I tested different null hypothesis H0 with significant level α:

• the mean kicking times in Group x and y are both independent normal distributed, with
equal mean and variance (H0,1, with α = 0.05).

• the difference between the mean D kicking times and the mean ND kicking times is
normally distributed with mean= 0 (H0,2, with α = 0.05).

• the mean D kicking times in Group x and y are both independent normal distributed,
with equal mean and variance (H0,3, with α = 0.05).

• the mean ND kicking times in Group x and y are both independent normal distributed,
with equal mean and variance (H0,4, with α = 0.05).

7.1 The mean kicking time from all the tests
I started by looking at the mean kicking time from all the kicks the participants did during the
four tests in week 1 (Figure 7.1) and the standard deviation of the kicking times (Figure 7.2).
Then I found the mean and standard deviation of the kicking time for the three groups based
on the mean kicking time to the participants in each group (Table 7.1).

Figure 7.1: The mean kicking time from all the tests, for all the participants.
The participants are sorted in the the three groups based on there EDSS,
and color-coordinated.
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Figure 7.2: The standard deviation of the kicking times from all the tests for
each of the participants. The participants are sorted into the three groups
based on there EDSS, and color-coordinated.

µ, [s] σ, [s]
Group 1 0.49 0.14
Group 2 0.61 0.13
Group 3 0.73 0.10

Table 7.1: The mean (µ) and standard deviation (σ) of the mean kicking
times for the three groups; Group 1 the controls, Group 2 patients with
EDSS < 4, and Group 3 patients with EDSS ≥ 4.

With the mean kicking time for each of the participants, I did a two-sample t-test between
the three groups (Table 7.2) to test the null hypothesis H0,1. The result from the test were the
p-values (p) and a decision result of if the H0,1 was rejected (h = 1) or not (h = 0).
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p h
Group 1, Group 2 0.007 1
Group 1, Group 3 p < 0.001 1
Group 2, Group 3 0.004 1

Table 7.2: The p-value (p) and the decision result for rejecting or not the
null hypothesis (h) of the two-sample t-test testing H0,1.

7.2 The mean kicking time from the dominant and non-
dominant tests

After investigating the mean kicking time from all the kicks, I divided the kicks into two
groups; the kicks done with the dominant foot (D) and the kicks done with the non-dominant
foot (ND). From this I found the mean and standard deviation of the kicking times for each of
the participants when using the D (Figures 7.3 and 7.5) and when using the ND (Figures 7.4
and 7.6).

Figure 7.3: The mean kicking time from all the kicks done with the dominant
foot (D), for all the participants. The participants are sorted into the three
groups based on there EDSS, and color-coordinated.

45



Figure 7.4: The mean kicking time from all the kicks done with the non-
dominant foot (ND), for all the participants. The participants are sorted
into the three groups based on there EDSS, and color-coordinated.

Figure 7.5: The standard deviation for the times from kicking with the
dominant (D) foot, for each of the participants. The participants are sorted
into the three groups based in there EDSS, and color-coordinated.
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Figure 7.6: The standard deviation for the times from kicking with the
non-dominant (ND) foot, for each of the participants. The participants are
sorted into the three groups based in there EDSS, and color-coordinated.

From the mean of the kicking time for the kicks done with the D foot and the ND foot, I
found the mean and standard deviation of the mean kicking time for the three groups (Table
7.3).

D, µ± σ[s] ND, µ± σ[s]
Group 1 0.47 ± 0.17 0.51 ± 0.22
Group 2 0.61 ± 0.20 0.61 ± 0.21
Group 3 0.73 ± 0.22 0.73 ± 0.27

Table 7.3: The mean (µ) and standard deviation (σ) of the kicking time
based on the kicks done with the dominant foot (D) and the non-dominant
foot (ND), for the three groups; Group 1 the controls, Group 2 patients with
EDSS < 4, and Group 3 patients with EDSS ≥ 4.

The difference in the mean kick times between the D kicks and the ND kicks for each of the
participants (Figure 7.7) was also found by subtracting the mean kicking time of D kicks from
the mean kicking time of ND kicks. If this result became negative, it means that the mean
kicking time of D kicks is higher than that of the ND kicks.
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Figure 7.7: The difference in the mean kicking time between kicks done
with the dominant (D) foot and the non-dominant (ND) foot, for each of
the participants. The participants are divided into three groups and color-
coordinated.

To see if the mean kicking time were the same in both the dominant (D1 and D2) and
non-dominant (ND1 and ND2) tests I found the mean and standard deviation of the mean
kicking time from each tests for the three groups (Table 7.4).

D1, µ± σ[s] D2, µ± σ[s] ND1, µ± σ[s] ND1, µ± σ[s]
Group 1 0.47 ± 0.17 0.47 ± 0.17 0.51 ± 0.28 0.51 ± 0.18
Group 2 0.63 ± 0.21 0.59 ± 0.19 0.63 ± 0.23 0.60 ± 0.20
Group 3 0.73 ± 0.21 0.72 ± 0.23 0.74 ± 0.30 0.72 ± 0.22

Table 7.4: The mean (µ) and standard deviation (σ) for the kicking done
in the four individual tests (D1, D2, ND1, and ND2) for the three groups;
Group 1 the controls, Group 2 patients with EDSS < 4, and Group 3 patients
with EDSS ≥ 4.

After looking at the mean kicking time for the different tests and the groups, I did a paired-
sample t-test to test the null hypothesis H0,2 (Table 7.5). The result from the test were the
p-values (p) and a decision result of if the H0,2 was rejected (h = 1) or not (h = 0).
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D, ND, H0,2

p h
Group 1 0.07 0
Group 2 0.88 0
Group 3 0.89 0

Table 7.5: The p-value (p) and the decision result for rejection or not the
null hypothesis (h) of the paired-sample t-test testing H0,2, for the three
groups; Group 1 the controls, Group 2 patients with EDSS < 4, and Group
3 patients with EDSS ≥ 4.

I also did a two-sample t-test (Table 7.6) to test the null hypothesis H0,3 and H0,4. The
result from the test were the p-values (p) and a decision result of if the H0,3/H0,4 was rejected
(h = 1) or not (h = 0).

D, H0,3 ND, H0,4

p h p h
Group 1, Group 2 0.002 1 0.04 1
Group 1, Group 3 p < 0.001 1 p < 0.001 1
Group 2, Group 3 0.006 1 0.018 1

Table 7.6: The p-value (p) and the decision result for rejection or not the
null hypothesis (h) of the two-sample t-test testing H0,3 and H0,4.

7.3 The mean kicking times for the five individual kicks
within the tests

There were five kicks within each of the tests (K1, K2, K3, K4, and K5). I wanted to
investigate if the participants’ time for each kick differed between the kicks and between the
three groups of participants. So I found the mean kicking times for each kicking within the
tests based on the participants’ kicking times. This I did for the kicks done with the dominant
foot (Table 7.7) and for the kicks done with the non-dominant foot (Table 7.8).
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Group 1 Group 2 Group 3
µ± σ, [s] µ± σ, [s] µ± σ, [s]

K1D 0.55 ± 0.13 0.72 ± 0.15 0.82 ± 0.19
K2D 0.40 ± 0.20 0.54 ± 0.23 0.69 ± 0.25
K3D 0.52 ± 0.11 0.66 ± 0.16 0.75 ± 0.22
K4D 0.37 ± 0.17 0.51 ± 0.24 0.65 ± 0.19
K5D 0.49 ± 0.17 0.62 ± 0.16 0.71 ± 0.21

Table 7.7: The mean (µ) and the standard deviation (σ) of the kicking time
for each of the five kicks done with the dominant foot, separated into the
three groups; Group 1 the controls, Group 2 patients with EDSS < 4, and
Group 3 patients with EDSS ≥ 4.

Group 1 Group 2 Group 3
µ± σ, [s] µ± σ, [s] µ± σ, [s]

K1ND 0.50 ± 0.18 0.60 ± 0.20 0.74 ± 0.24
K2ND 0.56 ± 0.16 0.66 ± 0.18 0.76 ± 0.23
K3ND 0.43 ± 0.19 0.58 ± 0.20 0.69 ± 0.24
K4ND 0.49 ± 0.14 0.60 ± 0.16 0.81 ± 0.34
K5ND 0.55 ± 0.39 0.62 ± 0.30 0.66 ± 0.23

Table 7.8: The mean (µ) and the standard deviation (σ) of the kicking time
for each of the five kicks done with the non-dominant foot, separated into
the three groups; Group 1 the controls, Group 2 patients with EDSS < 4,
and Group 3 patients with EDSS ≥ 4.

7.4 Discussion
There is a variation within the groups when looking at the mean kicking times of all the kicks
done by the participants (Figure 7.1). I found from the mean and standard deviation of the
mean kicking times within the three groups (Table 7.1) that the mean kicking times increase
with the groups. All three of the groups have approximately the same standard deviation.
Looking at the standard deviation in the kicking time for each of the participants (Figure 7.2),
there are a few participants in all three groups that have a higher standard deviation than the
rest of the participants. This is most likely because the participants have missed one kick and
therefore have to repeat it to complete the kick.
The results from the two-sample t-test testing the null hypothesis H0,1 (Table 7.2) show that all
the tests reject the H0,1. This means that the three groups are normal distributed with different

50



mean and variance. Even though the mean kicking times for the different groups are from dif-
ferent normal distributions, with the mean ± the standard deviation, there are big overlapping
regions in the mean kicking times between the three groups. This overlap is too big to set a
decision threshold to classify participants into the three groups based on the mean kicking times.

After I had looked at the mean kick times for all the kicks, I wanted to see if there were
any differences between the kicks done with the dominant foot and the kicks done with the
non-dominant foot. From seeing the mean kicking time for the different feet (Figures 7.3 and
7.4), both feet have the same pattern when it comes to looking at the difference between the
groups and how the mean kicking time varies within the groups. There is a small difference
between the kicks done with the dominant foot and the non-dominant foot. This is more clearly
shown when looking at the mean and standard deviation of the mean kicking times from the
dominant and the non-dominant foot for the three groups (Table 7.3). It shows that the mean
kicking time increases with the groups, for both feet, and so does the standard deviation. The
kicks done with the non-dominant foot have a higher standard deviation than the kicks done
with the dominant foot, and Group 1 also has a higher mean kicking time.
For the standard deviation in the kicking time for the individual participants (Figures 7.5 and
7.6), there are three participants with higher standard deviation than the others when kicking
with the non-dominant foot. This shows that the high standard deviation in the mean kicking
time for some of the participants (Figure 7.2) is most likely from one or more of the kicks done
with the non-dominant foot.
When looking at the difference in the mean kicking time between the dominant and non-
dominant foot for each of the participants (Figures 7.7), there is no immediate pattern that
emerges. Some participants use less time to kick with the dominant foot, and some partici-
pants use less time to kick with the non-dominant foot. From the mean and standard deviation
for the three groups of the mean kicking times from dominant kicks and non-dominant kicks
(Table 7.3) are there shown that there is no difference in the kicking time between kicking with
the dominant and non-dominant foot for the participants in Group 2 and 3. For Group 1, a
small increase in the mean kicking time between kicks is done with the dominant foot and the
non-dominant foot.
I also looked at how the mean kicking time was for the four individual kicks in the tests for the
three groups (Table 7.4). The same trend seen when looking at the other mean kicking times
shows up here where the mean kicking time increases with the groups. For Groups 2 and 3, the
mean kicking time decreases between the first and second tests done with both the dominant
and non-dominant feet as the kicking foot. The same happens with the standard deviation.
This is investigated further later in the project (Chapter 9).

From the paired-sample t-tests testing the null hypothesis H0,2 (Table 7.5), I found that all
the tests accepted the null hypothesis H0,2. This means that the differences between D kicks
and ND kicks are small and from a normal distribution where the mean is zero.
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When it comes to the two-sample t-test I did to test the null hypothesis H0,3 and H0,4 (Table
7.6), the result shows that all the tests rejected the null hypothesis. This means that the three
groups’ dominant and non-dominant kicking times are from normal distributions with different
mean and variance. The tests of the H0,4 between Group 1 and 2, and between Group 2 and
3, would have been accepted if I had sat the significant level to be 0.01. By changing the
significance level, I would have had stricter requirements to reject the null hypothesis.

Lastly, I wanted to see how the different kicks within the tests compared to each other for
the kicks done with the dominant foot (Table 7.7) and the non-dominant foot (Table 7.8). The
mean kicking time between K1D and K2D, and between K3D and K4D, decreases for the three
groups. The mean time between K2D and K3D, and between K4D and K5D, increases for all
the groups. This makes sense since K2D and K4D are done in the same way, and K1D and
K3D in the same way for the individual participants.
For the kicks done with the non-dominant foot, the pattern is reversed, where the mean kicking
time between K1ND and K2ND and between K3ND and K4ND increases. For the time between
K2ND and K3ND, the mean kick time decreases for all the groups. For Group 1 and 2 are the
mean kick time increase between K4ND and K5ND, but for Group 3 are the mean kick time
decrease.

To sum up, the mean kicking time between kicks done with the dominant foot and the
non-dominant foot has a minimal and not significant difference. There is also a difference in
the mean kicking time between the three groups, where Group 1 has the lower mean kicking
time and Group 3 has the higher mean kicking time. The mean ± standard deviation of the
kicking times for the three groups has a big overlapping region, making it hard to classify a
participant into one of the groups based on the mean kicking time.
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Chapter 8

The walking times

This chapter will analyze the time the participants use to walk in the Six Spot Step Test (SSST)
from the week 1 tests. The walking parts are defined to start when the kicking foot touches
the floor after a kick and end when the kicking foot makes contact with the cube. The first
walking part in the tests starts when the test starts.
The participants will be divided into three groups based on their EDSS (Expanded Disability
Statue Scale) (Section 5.3). The three groups will be:

• Group 1: the controls

• Group 2: the patients with an EDSS < 4

• Group 3: the patients with an EDSS ≥ 4

During the analysis, I looked at the mean time of the walking parts for the participants based
on

• the times of all the walking parts from all four tests

• the times of the walking parts from the two tests where they kick with their dominant
foot (D)

• the times of the walking parts from the two tests where they kick with their non-dominant
foot (ND)

• the times of the walking parts from one test (D1, D2, ND1, ND2)

• both the times of the first walking part (W1D), second walking part (W2D), third walking
part (W3D), fourth walking part (W4D), or fifth walking part (W5D), from the two tests
where they kick with there dominant foot
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• both the times of the first walking part (W1ND), second walking part (W2ND), third
walking part (W3ND), fourth walking part (W4ND), or fifth walking part (W5ND), from
the two tests where they kick with there non-dominant foot

I started by investigating if the mean time for the walking parts between the three groups were
different. Then I investigated the differences in the times between the walking parts in the
dominant tests (D) and the non-dominant tests (ND). I also looked at if the mean times for
the walking parts changed between the four tests (D1, D2, ND1, ND2) and if the times for the
different walking parts within the tests were different from each other.
During these investigations, I tested different null hypothesis H0 with significant level α:

• the mean times of the walking parts in Group x and y are both independent normal
distributed, with equal mean and variance (H0,1, with α = 0.05).

• the difference between the mean time of the waling parts in D and ND is normally
distributed with mean= 0 (H0,2, with α = 0.05).

• the mean time of the walking part from D in Group x and y are both independent normal
distributed, with equal mean and variance (H0,3, with α = 0.05).

• the mean time of the walking part from ND in Group x and y are both independent
normal distributed, with equal mean and variance (H0,4, with α = 0.05).

8.1 The mean time for the walking part from all the tests
The first thing I did was to find the mean time of the walking parts for all of the participants,
based on all the walking parts in all four tests (Figure 8.1). I also found the standard deviation
of the time for the walking parts to each of the participants (Figure 8.2).
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Figure 8.1: The mean time for the walking part from all the tests for all
the participants. The participants are sorted into the three groups based on
their EDSS and color-coordinated.

Figure 8.2: The standard deviation of the time for the walking part from all
the tests for all the participants. The participants are sorted into the three
groups based on there EDSS, and color-coordinated.

From the mean time of the walking parts for the participants I found the mean time for the
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three groups, and their standard deviation (Table 8.1).

µ, [s] σ, [s]
Group 1 0.71 0.14
Group 2 1.00 0.25
Group 3 1.61 0.42

Table 8.1: The mean (µ) and standard deviation (σ) of the mean time for the
walking parts for the three groups; Group 1 the controls, Group 2 patients
with EDSS < 4, and Group 3 patients with EDSS ≥ 4.

To see if there were any connection between the mean time for the walking parts between the
participants in the three groups, I did a two-sample t-test. The t-test tested the null hypothesis
H0,1 (Table 8.2). The result from the test were the p-values (p) and a decision whether the H0,1

was rejected (h = 1) or not (h = 0).

p h
Group 1, Group 2 p < 0.001 1
Group 1, Group 3 p < 0.001 1
Group 2, Group 3 p < 0.001 1

Table 8.2: The p-value (p) and the decision result for rejecting or not the
null hypothesis (h) of the two-sample t-test testing H0,1.

8.2 The mean time for the walking parts from the domi-
nant and non-dominant tests

After looking at the mean time for the walking part based on all the tests, I divided the tests
into two; the dominant tests (D) and the non-dominant tests (ND). Then I found the mean
and standard deviation of the time for the walking parts, for each of the participants separated
into D tests (Figures 8.3 and 8.5) and ND tests (Figures 8.4 and 8.6).
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Figure 8.3: The mean time of the walking parts from the two dominant (D)
tests, for all the participants. The participants are sorted into the three
groups based on there EDSS, and coloc-coordinated.

Figure 8.4: The mean time of the walking parts from the two non-dominant
(ND) tests, for all the participants. The participants are sorted into the
three groups based on there EDSS, and coloc-coordinated.
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Figure 8.5: The standard deviation for the times for the walking parts done
in the two dominant (D) tests, for each of the participants. The participants
are sorted into the three groups based on there EDSS, and color-coordinated.

Figure 8.6: The standard deviation for the times for the walking parts done
in the two non-dominant (ND) tests, for each of the participants. The par-
ticipants are sorted into the three groups based on there EDSS, and color-
coordinated.
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Then I found the mean and standard deviation of the time for the walking parts, for the
three groups, based on the mean time of the walking parts from the D and the ND test (Table
8.3). I also found the difference in the mean time of the walking parts between the D and the
ND tests for all the participants (Figure 8.7) by subtracting the mean time of the walking parts
in D from the mean time of the walling parts in ND. If the difference becomes negative, the
mean time for the walking parts in D is higher than in ND.

D, µ± σ[s] ND, µ± σ[s]
Group 1 0.72 ± 0.23 0.71 ± 0.25
Group 2 1.00 ± 0.40 1.01 ± 0.39
Group 3 1.61 ± 0.60 1.61 ± 0.60

Table 8.3: The mean (µ) and standard deviation (σ) of the time of the
walking parts based on the walking parts from the dominant (D) and non-
dominant (ND) tests, from the three groups; Group 1 the controls, Group 2
patients with EDSS < 4, and Group 3 patients with EDSS ≥ 4.

Figure 8.7: The difference in the mean time of the walking parts between
the parts from the dominant (D) tests and the non-dominant (ND) tests, for
each of the participants. The participants are sorted into the three groups
based on there EDSS, and color-coordinated.

I wanted to see if the mean time for the walking parts changed between the four tests, so I
found the mean and standard deviation of the time for the walking parts in the four tests (D1,
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D2, ND1, and ND2) for the three groups (Table 8.4).

D1, µ± σ[s] D2, µ± σ[s] ND1, µ± σ[s] ND2, µ± σ[s]
Group 1 0.73 ± 0.24 0.71 ± 0.22 0.72 ± 0.23 0.69 ± 0.28
Group 2 1.09 ± 0.43 0.90 ± 0.34 1.04 ± 0.40 0.98 ± 0.38
Group 3 1.69 ± 0.63 1.53 ± 0.57 1.64 ± 0.64 1.57 ± 0.57

Table 8.4: The mean (µ) and standard deviation (σ) time of the walking
parts from the four individual tests (D1, D2, ND1, and ND2) for the three
groups; Group 1 the controls, Group 2 patients with EDSS < 4, and Group
3 patients with EDSS ≥ 4.

I used a paired-sample t-test to test the null hypothesis H0,2 (Table 8.5). The result from
the test were the p-values (p) and a decision result of if the H0,2 was rejected (h = 1) or not
(h = 0).

D, ND, H0,2

p h
Group 1 0.40 0
Group 2 0.79 0
Group 3 0.96 0

Table 8.5: The p-value (p) and the decision result for rejection or not the
null hypothesis (h) of the paired-sample t-test testing H0,2, for the three
groups; Group 1 the controls, Group 2 patients with EDSS < 4, and Group
3 patients with EDSS ≥ 4.

After having investigated how the difference in the time of the walking parts was between
the D and the ND tests, I wanted to test the null hypothesis H0,3 and H0,4 with the use of the
two-sample t-test (Table 8.6). The result from the test were the p-values (p) and a decision
whether the H0,3/H0,4 was rejected (h = 1) or not (h = 0).
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D ND
p h p h

Group 1, Group 2 p < 0.001 1 p < 0.001 1
Group 1, Group 3 p < 0.001 1 p < 0.001 1
Group 2, Group 3 p < 0.001 1 p < 0.001 1

Table 8.6: The p-value (p) and the decision result for rejection or not the
null hypothesis (h) of the two-sample t-test testing H0,3 and H0,4.

8.3 The mean walking times for the five individual walking
parts within the tests

In each of the tests, there are five walking parts before/in between each kick (W1, W2, W3,
W4, and W5). I wanted to see if the participants’ time on the five walking parts differed from
each other. To do this, I found the mean and standard deviation time for the five walking
parts, based on the walking part from the D test (Table 8.7) or the ND test (Table 8.8).

Group 1 Group 2 Group 3
µ± σ, [s] µ± σ, [s] µ± σ, [s]

W1D 1.02 ± 0.16 1.26 ± 0.35 1.65 ± 0.36
W2D 0.63 ± 0.19 0.94 ± 0.38 1.55 ± 0.55
W3D 0.73 ± 0.20 1.07 ± 0.44 1.73 ± 0.78
W4D 0.61 ± 0.17 0.93 ± 0.42 1.73 ± 0.56
W5D 0.61 ± 0.13 0.80 ± 0.25 1.38 ± 0.63

Table 8.7: The mean (µ) and standard deviation (σ) time of the walking
parts for each of the five parts done within the two dominant tests, separated
into the three groups; Group 1 the controls, Group 2 patients with EDSS
< 4, and Group 3 patients with EDSS ≥ 4.
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Group 1 Group 2 Group 3
µ± σ, [s] µ± σ, [s] µ± σ, [s]

W1ND 0.93 ± 0.21 1.17 ± 0.26 1.71 ± 0.38
W2ND 0.69 ± 0.20 1.10 ± 0.47 1.62 ± 0.57
W3ND 0.61 ± 0.22 0.97 ± 0.40 1.72 ± 0.68
W4ND 0.69 ± 0.20 1.00 ± 0.42 1.74 ± 0.72
W5ND 0.61 ± 0.30 0.79 ± 0.27 1.24 ± 0.48

Table 8.8: The mean (µ) and standard deviation (σ) time of the walking
parts for each of the five parts done within the two non-dominant tests,
separated into the three groups; Group 1 the controls, Group 2 patients
with EDSS < 4, and Group 3 patients with EDSS ≥ 4.

8.4 Discussion
From looking at the plot that shows all the participants’ mean time of the walking parts (Figure
8.1), one observes a small increase in the mean time from Group 1 to Group 3. One observes
less variance between the participants in Group 1 than in the two others. This is also shown
with the mean and standard deviation of the mean time for the walking parts for the three
groups (Table 8.1). The mean of the mean walking time increases with the groups, and so those
the standard deviation.
When looking at the standard deviation of the times from the walking parts for every partici-
pant (Figure 8.2), there are some of the participants in each group that has a higher standard
deviation than the rest of the participants within the groups. In Group 3, particularly, one
participant has a much higher standard deviation than the other.
The results from the two-sample t-test (Table 8.2) testing the null hypothesis H0,1, show that
all the tests reject the null hypothesis. This means that the mean times of the walking parts
in the three groups are independent normally distributed with different mean and variance.
With this knowledge and looking at the mean ± the standard deviation of the mean walking
times for the three groups (Table 8.1), the overlapping region between each group is too big.
Consequently, it is hard to find a suitable decision threshold to classify participants based on
the mean time for the walking parts. However, the overlap between the three groups is smaller
here than for the test times and the kicking times.

When I divided the walking parts into those in the dominant tests (D) and those in the
non-dominant tests (ND), there was not a big difference between the mean walking times (Fig-
ures 8.3 and 8.4). The mean and standard deviation of the mean walking time for the different
groups from the different tests (Table 8.3) showed the same. The difference between the domi-
nant and the non-dominant tests ended up being less than 0.5%.
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From the standard deviation in the walking time for each of the participants (Figures 8.5 and
8.6), the same participant in Group 3 that had a high standard deviation has a high standard
deviation in the dominant tests. This means that whatever went wrong within the tests for the
participant happened in one of the dominant tests.
When doing the paired-sample t-test (Table 8.5) testing the null hypothesis H0,2, all the tests
accept the null hypothesis. I also did some two-sample t-tests (Table 8.6) to test the null hy-
pothesis H0,3 and H0,4. None of these tests accepted the null hypothesis. I can say that the
participants’ times in the groups are from different normal distributions with different mean
and variance, but the difference between dominant and non-dominant tests are from normal
distributions with mean= 0.
In the mean and standard deviation of the walking time for the three groups from the four in-
dividual tests (Table 8.4), some changes were observed. Between D1 and D2, and between ND1
and ND2, all the groups experience a decrease in the mean waling time. There is a difference
in how prominent this decrease is for each of the groups. This is looked closer on later in the
project (Chapter 9).
The three groups’ mean time for the walking parts from the dominant and the non-dominant
tests are different normal distribution. However, with their mean ± the standard deviation
of the mean walking times (Table 8.3), there is still an overlapping region between the three
groups, making it hard to classify any participants by their mean time for the walking parts.

Lastly, I wanted to see if there were any differences in the walking times between the five
walking parts within the tests (Tables 8.7 and 8.8). Between W1D and W2D all the groups had
a decrease in the mean time, while between W2D and W3D, all the groups had an increase in
the time. In the non-dominant (ND) tests, the same observation was not found. Group 1 and 2
experience the same pattern when it comes to decrease and increase in the mean walking time,
and both of the groups have their highest mean walking time in W1. Group 3, on the other
hand, does not experience the same pattern.

To sum up, there is a change in the mean walking time between the three groups. This
was the same when I divided the walking parts into those done in the dominant (D) tests and
non-dominant (ND) tests. The difference between the groups is not big enough to classify the
participants into one of the three groups based on their walking time. When looking into the
differences between the different walking parts, Group 1 and 2 have similar patterns, while
Group 3 is the odd one.

63



Chapter 9

The learning effect in the test

In this chapter, I will be looking into the learning effect of the Six Spot Step Test (SSST) by
investigating the differences between the four SSST each of the participants did from the week
1 tests and the retests.
It is essential that the four tests from each of the participants I am looking at are done in the
same order. The participants are supposed to go through the test four times. But if something
goes wrong during a test, that test will be retaken at the end of the test session. Because of
this, I only use the participants that do not have to retake any of the tests.
The participants will be divided into three groups based on their EDSS (Expanded Disability
Statue Scale) (Section 5.3). The three groups will be:

• Group 1: the controls

• Group 2: the patients with an EDSS < 4

• Group 3: the patients with an EDSS ≥ 4

During the analysis, I looked at different times for the participants:

• the test times from the first and second test where they are kicking with their dominant
foot, from both the week 1 (D1W1 and D2W1) tests and the retests (D1RT and D2RT )

• the test times from the first and second test where they are kicking with their non-
dominant foot, from both the week 1 (ND1W1 and ND2W1) tests and the retests (ND1RT

and ND2RT )

• the mean kicking times from the first (KD1) and second (KD2) test where they are kicking
with their dominant foot

• the mean kicking times from the first (KND1) and second (KND2) test where they are
kicking with their non-dominant foot
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• the kicking time for the five kicks within the first (K1D1, · · · , K5D1) and second (K1D2, · · · , K5D2)
tests where they kick with there dominant foot

• the kicking time for the five kicks within the first (K1ND1, · · · , K5ND1) and second
(K1ND2, · · · , K5ND2) tests where they kick with there non-dominant foot

• the mean times of the walking parts from the first and second tests where they are kicking
with their dominant foot, from both the week 1 (WD1,W1 andWD2,W1) tests and the retests
(WD1,RT and WD2,RT )

• the mean times of the walking parts from the first and second tests where they are kicking
with their non-dominant foot, from both the week 1 (WND1,W1 and WND2,W1) tests and
the retests (WND1,RT and WND2,RT )

• the times of the five walking part within the first and second tests where they kick with
their dominant foot, from both the week 1 (W1D1,W1, · · · ,W5D1,W1 andW1D2,W1, · · · ,W5D2,W1)
tests and the retests (W1D1,RT , · · · ,W5D1,RT and W1D2,RT , · · · ,W5D2,RT )

• the times of the five walking part within the first and second tests where they kick
with their non-dominant foot, from both the week 1 (W1ND1,W1, · · · ,W5ND1,W1 and
W1ND2,W1, · · · ,W5ND2,W1) tests and the retests (W1ND1,RT , · · · ,W5ND1,RT and
W1ND2,RT , · · · ,W5ND2,RT )

I started by looking into the test from week 1. First, I investigated the difference in the mean
test times between the first and second tests for the dominant and the non-dominant tests.
Then, I investigated the difference in the kicking times and the times from the walking parts.
After looking at the tests from week 1, I looked at if the difference found in week 1 had changed
in the retests.
During the investigations I tested different null hypothesis H0 with significant level α:

• the differences between the D1W1 and D2W1 are normal distributed where the mean= 0
(H0,1, with α = 0.05)

• the differences between the ND1W1 and ND2W1 are normal distributed where the mean=
0 (H0,2, with α = 0.05)

• the differences between theKD1,W1 andKD2,W1 are normal distributed where the mean= 0
(H0,3, with α = 0.05)

• the differences between the KND1,W1 and KND2,W1 are normal distributed where the
mean= 0 (H0,4, with α = 0.05)

• the difference between the KiD1,W1 and KiD2,W1, i = 1, 2, 3, 4, 5, are normal distributed
where the mean= 0 (H0,5, with α = 0.05)
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• the difference between theKiND1,W1 andKiND2,W1, i = 1, 2, 3, 4, 5, are normal distributed
where the mean= 0 (H0,6, with α = 0.05)

• the differences between theWD1,W1 andWD2,W1 are normal distributed where the mean=
0 (H0,7, with α = 0.05)

• the differences between the WND1,W1 and WND2,W1 are normal distributed where the
mean= 0 (H0,8, with α = 0.05)

• the difference between the WiD1,W1 and WiD2,W1, i = 1, 2, 3, 4, 5, are normal distributed
where the mean= 0 (H0,9, with α = 0.05)

• the difference between the WiND1,W1 and WiND2,W1, i = 1, 2, 3, 4, 5, are normal dis-
tributed where the mean= 0 (H0,10, with α = 0.05)

• the differences between the D1RT and D2RT are normal distributed where the mean= 0
(H0,11, with α = 0.05)

• the differences between the ND1RT and ND2RT are normal distributed where the mean=
0 (H0,12, with α = 0.05)

• the differences between theWD1,RT andWD2,RT are normal distributed where the mean= 0
(H0,13, with α = 0.05)

• the differences between the WND1,RT and WND2,RT are normal distributed where the
mean= 0 (H0,14, with α = 0.05)

• the difference between the WiD1,RT and WiD2,rt, i = 1, 2, 3, 4, 5, are normal distributed
where the mean= 0 (H0,15, with α = 0.05)

• the difference between the WiND1,RT and WiND2,RT , i = 1, 2, 3, 4, 5, are normal dis-
tributed where the mean= 0 (H0,16, with α = 0.05)

9.1 Testing week 1
Improvements in the test spent doing an SSST may be caused by learning, i.e. the total test
time may decrease because the participant has practiced the task before. In searching for such
an effect, I started looking at the four SSSTs done in week 1. First, I will start with the total
test time. Then I will break the tests up into segments and see if there is a change in the time
spent for kicking or walking. An underlying assumption is that the participants have not done
an SSST before. We are pretty sure this is a valid assumption.
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9.1.1 Test times

The first thing I started with was to see how the test times for each of the participants changed
between the first and second time they walked through the test kicking with the same foot
(changes in time between D1W1 and D2W1, and ND1W1 and ND2W1).
I found the difference in the test times between D1W1 and D2W1, and between ND1W1 and
ND2W1 for all the participants (Figures 9.1 and 9.2) by subtracting D2W1 and NDW1 from
D1W1 and ND1W1 respectively. From the difference for each of the participants I found the
mean and standard deviation of the difference for the three groups (Table 9.1).

Figure 9.1: The time difference between the first and second dominant test
times (D1W1 and D2W1) for every participants. The participants are sorted
into the three groups based on there EDSS, and color-coordinated.
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Figure 9.2: The time difference between the first and second non-dominant
test times (ND1W1 and ND2W1) for every participants. The participants
are sorted into the three groups based on there EDSS, and color-coordinated.

Dominant tests Non-dominant tests
µ, [s] σ, [s] µ, [s] σ, [s]

Group 1 0.14 0.45 0.18 0.57
Group 2 0.86 0.63 0.37 1.13
Group 3 0.86 0.80 0.54 0.91

Table 9.1: The mean (µ) and standard deviation (σ) of the difference in the
test times between the first and second tests; D1W1 and D2W1 (Dominant
tests) and ND1W1 and ND2W1 (Non-dominant tests). This for the three
groups; Group 1 the controls, Group 2 patients with EDSS < 4, and Group
3 patients with EDSS ≥ 4.

Then I did a paired-sample t-test on the test times to test the null hypothesis H0,1 and H0,2

(Table 9.2) for the three groups. The t-test returned the p-values (p) and the decision result of
if the H0,1/H0,2 were rejected (h = 1) or not (h = 0).
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p h
Group 1 D1, D2 0.22 0

ND1, ND2 0.21 0
Group 2 D1, D2 p < 0.001 1

ND1, ND2 0.19 0
Group 3 D1, D2 p < 0.001 1

ND1, ND2 0.02 1

Table 9.2: The p-values (p) and the decision result for rejecting or not the
null hypothesis (h) of the paired sample t-tests testing H0,1 and H0,2. This
was done for the three groups; Group 1 the controls, Group 2 patients with
EDSS < 4, and Group 3 patients with EDSS ≥ 4.

9.1.2 Kick times

After looking at the test times, I wanted to investigate the difference in the kicking times be-
tween the first and second tests using the dominant foot and non-dominant foot. I started by
finding the mean kicking time within each of the tests for the participants (KD1,W1, KD2,W1,
KND1,W1, and KND2,W1). Then I found the difference in the mean kicking time between KD1,W1

and KD2,W1 (Figure 9.3), and between KND1,W1 and KND2,W1 (Figure 9.4). The difference was
found by subtracting the KD2,W1 and KND2,W1 from the KD1,W1 and KND1,W1 respective. With
the difference in kicking times for the participants, I found the mean and standard deviation
of the difference for each of the groups (Table 9.3).
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Figure 9.3: The difference between the mean kicking times from the first and
second dominant tests (KD1,W1 and KD2,W1) for all the participants. Each
of the participants is represented by a bar, and they are sorted into their
respective groups by colors.

Figure 9.4: The difference between the mean kicking times from the first and
second non-dominant tests (KND1,W1 and KND2,W1) for all the participants.
Each of the participants is represented by a bar, and they are sorted into
their respective groups by colors.
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Dominant tests Non-dominant tests
µ, [s] σ, [s] µ, [s] σ, [s]

Group 1 -0.01 0.06 0.42 × 10−2 0.13
Group 2 0.03 0.05 0.05 0.10
Group 3 -0.01 0.11 0.02 0.09

Table 9.3: The mean (µ) and the standard devia-
tion (σ) of the difference in the kick times between
the mean kicks done in the first and second tests;
KD1,W1 and KD2,W1 (Dominant tests) and KND1,W1

and KND2,W1 (Non-dominant tests). This for the
three groups; Group 1 the controls, Group 2 patients
with EDSS < 4, and Group 3 patients with EDSS
≥ 4.

I also wanted to investigate the individual kicks in the tests. I found the time change in
kicks 1, 2, 3, 4, and 5 between the first and second dominant tests and between the first and
second non-dominant tests for each of the participants. From this, I found the mean (µ) and
standard deviation (σ) of the difference in the time for the three groups (Table 9.4).
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Dominant tests Non-dominant tests
Kick µ, [s] σ, [s] µ, [s] σ, [s]

Group 1

1 -0.02 0.11 -0.03 0.12
2 0.03 0.11 0.01 0.14
3 0.01 0.10 -0.05 0.10
4 0.01 × 10−2 0.12 0.27 × 10−2 0.11
5 -0.04 0.17 0.10 0.52

Group 2

1 -0.01 0.13 −0.05 × 10−2 0.17
2 0.02 0.13 0.07 0.19
3 0.05 0.15 0.02 0.14
4 0.02 0.17 0.02 0.16
5 0.05 0.10 0.12 0.40

Group 3

1 0.03 0.19 −0.44 × 10−2 0.31
2 -0.09 0.35 0.13 0.26
3 -0.09 0.20 -0.09 0.20
4 -0.05 0.20 0.10 0.40
5 0.08 0.20 -0.02 0.21

Table 9.4: The mean (µ) and standard deviation (σ) of the difference in
the kick time for the individual kicks, between the first and second time
dominant test, and non-dominant test, for the three groups; Group 1 the
controls, Group 2 patients with EDSS < 4, and Group 3 patients with EDSS
≥ 4.

Then I did a paired-sample t-test on the mean kicking times and the five individual kicks
to test the null hypothesis H0,3, H0,4, H0,5 and H0,6 (Table 9.5) for the three groups. The t-test
returned the p-values (p) and the decision result of if the null hypothesis were rejected (h = 1)
or not (h = 0).
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Group 1 Group 2 Group 3
i p h p h p h

KiD1,W1, KiD2,W1

1 0.43 0 0.82 0 0.53 0
2 0.34 0 0.58 0 0.31 0
3 0.77 0 0.23 0 0.85 0
4 0.998 0 0.70 0 0.28 0
5 0.33 0 0.04 1 0.10 0

KD1,W1, KD2,W1 0.68 0 0.07 0 0.77 0

KiND1,W1, KiND2,W1

1 0.27 0 0.99 0 0.95 0
2 0.87 0 0.16 0 0.05 0
3 0.04 1 0.64 0 0.09 0
4 0.92 0 0.53 0 0.29 0
5 0.45 0 0.21 0 0.64 0

KND1,W1, KND2,W1 0.89 0 0.08 0 0.28 0

Table 9.5: The p-values (p) and the decision result for rejecting or not the
null hypothesis (h) of the paired sample t-tests testing H0,3, H0,4, H0,5 and
H0,6. This was done for the three groups; Group 1 the controls, Group 2
patients with EDSS < 4, and Group 3 patients with EDSS ≥ 4.

9.1.3 Walk times

I then investigated the walking times between the first and second dominant teats (WD1,W1

and WD2,W1), and the non-dominant tests (WND1,W1 and WND2,W1). The first thing I did was
to find the mean walking times in the four tests (WD1,W1, WD2,W1, WND1,W1, and WND2,W1)
for each of the participants, and then I found the time difference between WD1,W1 and WD2,W1

(Figure 9.5) and between WND1,W1 and WND2,W1 (Figure 9.6). The difference was found by
subtracting the WD2,W1 and WND2,W1 from the WD1,W1 and WND1,W1 respective. With the
difference in kicking times for the participants, I found the mean and standard deviation of the
difference for each of the groups (Table 9.6).
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Figure 9.5: The difference between the mean walking times from the first
and second dominant tests (WD1,W1 and WD2,W1) for all the participants.
Each of the participants is represented by a bar, and they are sorted into
their respective groups by colors.

Figure 9.6: The difference between the mean walking times from the first and
second non-dominant tests (WND1,W1 andWND2,W1) for all the participants.
Each of the participants is represented by a bar, and they are sorted into
their respective groups by colors.
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Dominant tests Non-dominant tests
µ, [s] σ, [s] µ, [s] σ, [s]

Group 1 0.03 0.09 0.03 0.10
Group 2 0.15 0.11 0.03 0.20
Group 3 0.18 0.13 0.08 0.15

Table 9.6: The mean (µ) and the standard deviation (σ) of the difference
in the walking part times between the mean walking parts done in the first
and second tests; WD1,W1 and WD2,W1 (Dominant tests) and WND1,W1 and
WND2,W1 (Non-dominant tests). This for the three groups; Group 1 the
controls, Group 2 patients with EDSS < 4, and Group 3 patients with
EDSS ≥ 4.

Then I found the difference in time for the individual walking parts between the first and
second dominant tests and the first and second non-dominant tests. From these results, I found
the mean and standard deviation of the difference in the individual walking parts between the
tests (Table 9.7).
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Dominant tests Non-dominant tests
Walk µ, [s] σ, [s] µ, [s] σ, [s]

Group 1

1 0.02 0.13 0.02 0.18
2 0.04 0.11 0.07 0.15
3 0.05 0.24 0.01 0.08
4 0.05 0.13 0.13 0.13
5 0.01 0.18 -0.08 0.38

Group 2

1 0.09 0.23 0.10 0.22
2 0.27 0.29 0.09 0.48
3 0.15 0.29 -0.15 0.59
4 0.15 0.16 0.11 0.26
5 0.07 0.27 -0.01 0.20

Group 3

1 0.10 0.18 0.17 0.27
2 0.07 0.54 0.04 0.53
3 0.21 0.50 -0.05 0.56
4 0.34 0.48 0.31 0.41
5 0.19 0.37 -0.05 0.23

Table 9.7: The mean (µ) and the standard deviation (σ) of the difference
in the walking time for the individual walking parts, between the first and
second dominant test, and the non-dominant test, for the three groups;
Group 1 the controls, Group 2 patients with EDSS < 4, and Group 3 patients
with EDSS ≥ 4.

After finding the difference in the walking times, I did some paired-sample t-tests on the
mean time for the walking parts and on the five individual walking parts times to test the null
hypothesis H0,7, H0,8, H0,9 and H0,10 (Table 9.8) for the three groups. The t-test returned the
p-values (p) and the decision result of if the null hypothesis were rejected (h = 1) or not (h = 0).
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Group 1 Group 2 Group 3
i p h p h p h

WiD1,W1, WiD2,W1

1 0.56 0 0.12 0 0.03 1
2 0.18 0 0.001 1 0.60 0
3 0.41 0 0.04 1 0.10 0
4 0.11 0 p < 0.001 1 0.009 1
5 0.86 0 0.28 0 0.05 1

WD1,W1, WD2,W1 0.16 0 p < 0.001 1 p < 0.001 1

WiND1,W1, WiND2,W1

1 0.64 0 0.07 0 0.016 1
2 0.08 0 0.41 0 0.77 0
3 0.59 0 0.30 0 0.71 0
4 p < 0.001 1 0.09 0 0.005 1
5 0.42 0 0.84 0 0.37 0

WND1,W1, WND2,W1 0.19 0 0.55 0 0.03 1

Table 9.8: The p-values (p) and the decision result for rejecting or not the
null hypothesis (h) of the paired sample t-tests testing H0,7, H0,8, H0,9 and
H0,10. This was done for the three groups; Group 1 the controls, Group 2
patients with EDSS < 4, and Group 3 patients with EDSS ≥ 4.

9.2 Retest
I wanted to investigate if the difference that was found between the first and second dominant
tests, and non-dominant tests, in the SSSTs from week 1 can be found in the retests. For this,
I only looked at the participants that were retested after a rehabilitation stay. None of the
controls were retested, so I will only be looking at the participants in Groups 2 and 3.
From the analysis done above, I found no significant changes in the kicking times between the
first and second tests, dominant and non-dominant. For that reason, I will only be investigating
the test times and the walking times when investigating if there are some changes in the retest.

9.2.1 Test times

I started by looking at the test times for the participants from week 1 and the retest. First I
found the difference in the test times between D1W1 and D2W1, and D1RT and D2RT (Figure
9.7). I did the same for the non-dominant tests, ND1W1 and ND2W1, and ND1RT and ND2RT

(Figure 9.8). Based on these results, I found the mean and standard deviation of the difference
in the test times between the first and second dominant/non-dominant tests from week 1 and
the retest for the two groups (Table 9.9).
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Figure 9.7: The time difference between the first and second dominant test
times (D1W1 and D2W1, and D1RT and D2RT ) for every participants. The
participants are sorted into the three groups based on there EDSS, and
color-coordinated.
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Figure 9.8: The time difference between the first and second non-dominant
test times (ND1W1 and ND2W1, and ND1RT and ND2RT ) for every par-
ticipants. The participants are sorted into the three groups based on there
EDSS, and color-coordinated.

Dominant tests Non-dominant tests
Week 1 Retest Week 1 Retest

µ, [s] σ, [s] µ, [s] σ, [s] µ, [s] σ, [s] µ, [s] σ, [s]
Group 2 0.84 0.54 -0.18 0.78 0.46 0.98 0.02 0.72
Group 3 0.74 0.75 0.09 0.64 0.36 0.60 0.24 1.07

Table 9.9: The mean (µ) and standard deviation (σ) of the difference in
the test times between the first and second tests from week 1 testing and
the retests; D1W1, D2W1, D1RT , and D2RT (Dominant tests) and ND1W1,
ND2W1, ND1RT , and ND2RT (Non-dominant tests). This for two of the
groups; Group 2 patients with EDSS < 4, and Group 3 patients with EDSS
≥ 4.

I preformed some paired-sample t-tests to test the null hypothesis H0,11, H0,12, H0,1 and H0,2

(Table 9.10) for the two groups. The t-test returned the p-values (p) and the decision result of
if the null hypothesis were rejected (h = 1) or not (h = 0).
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p h
Week 1 Retest Week 1 Retest

Group 2 D1, D2 p < 0.001 0.44 1 0
ND1, ND2 0.14 0.92 0 0

Group 3 D1, D2 0.009 0.66 1 0
ND1, ND2 0.08 0.47 0 0

Table 9.10: The p-value (p) and the decision result for rejecting or not the
null hypothesis (h) of the paired sample t-test testing the null hypothesis
H0,11, H0,12, H0,1 and H0,2. This was done for the two groups; Group 2
patients with EDSS < 4, and Group 3 patients with EDSS ≥ 4.

9.2.2 Walking times

After looking at the difference in the test time from week 1 and the retest, I wanted to inves-
tigate any changes in the walking times differences from week 1 and the retest.
First, I found the mean waking time for each participant from the eight tests, four from week
1 and four from the retest. Then I found the difference in the mean walking time between the
first and second dominant tests (D1 and D2) for both week 1 and the retest (Figure 9.9), and
the difference in the mean walking time between the first and second non-dominant tests (ND1
and ND2) from both week 1 and the retest (Figure 9.10). From these results were the mean
and standard deviation of the difference in the walk time for the two groups, from week 1 and
the retest, found (Table 9.11).
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Figure 9.9: The difference between the mean walking times from the first and sec-
ond dominant tests from week 1 (WD1,W1 and WD2,W1) and the retest (WD1,RT and
WD2,RT ), for all the participants. Each of the participants is represented by a bar,
and they are sorted into their respective groups by colors.

Figure 9.10: The difference between the mean walking times from the first and second
non-dominant tests from week 1 (WND1,W1 and WND2,W1) and the retest (WND1,RT

and WND2,RT ), for all the participants. Each of the participants is represented by a
bar, and they are sorted into their respective groups by colors.
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Dominant tests Non-dominant tests
Week 1 Retest Week 1 Retest

µ, [s] σ, [s] µ, [s] σ, [s] µ, [s] σ, [s] µ, [s] σ, [s]
Group 2 0.15 0.09 0.03 0.08 0.04 0.18 -0.02 0.07
Group 3 0.17 0.10 -0.05 0.15 0.02 0.08 0.04 0.26

Table 9.11: The mean (µ) and the standard deviation (σ) of the difference in
the walking part times, from week 1 and the retest, between the mean walk-
ing parts done in the first and second tests; WD1,W1, WD2,W1, WD1,RT , and
WD2,RT (Dominant tests) and WND1,W1, WND2,W1, WND1,RT , and WND2,RT

(Non-dominant tests). This for two of the groups; Group 2 patients with
EDSS < 4, and Group 3 patients with EDSS ≥ 4.

I also found the difference in the times for the individual walking parts between the first
and second dominant/non-dominant test for week 1 and the retest. From these difference were
the mean and standard deviation of the difference for the five individual walking parts, from
week 1 and the retest, found (Table 9.12).

Dominant tests Non-dominant tests
Week 1 Retest Week 1 Retest

Walk µ, [s] σ, [s] µ, [s] σ, [s] µ, [s] σ, [s] µ, [s] σ, [s]

G
rou

p
2

1 0.10 0.27 0.03 0.18 0.07 0.14 -0.04 0.08
2 0.19 0.14 -0.05 0.19 0.21 0.48 -0.0003 0.25
3 0.16 0.33 0.09 0.24 -0.21 0.69 -0.10 0.17
4 0.18 0.19 0.06 0.21 0.11 0.22 0.01 0.17
5 0.15 0.30 0.01 0.15 0.02 0.17 0.03 0.22

G
rou

p
3

1 0.17 0.18 0.09 0.14 0.15 0.25 0.07 0.30
2 -0.0002 0.68 -0.01 0.13 -0.09 0.40 -0.22 0.51
3 0.01 0.16 -0.09 0.28 -0.09 0.50 0.04 0.44
4 0.42 0.55 -0.18 0.32 0.22 0.45 0.44 0.59
5 0.25 0.41 -0.07 0.55 -0.11 0.25 -0.11 0.78

Table 9.12: The mean (µ) and the standard deviation (σ) of the difference
in the walking time for the individual walking parts from week 1 and the
retest, between the first and second dominant test, and the non-dominant
test, for two of the groups; Group 2 patients with EDSS < 4, and Group 3
patients with EDSS ≥ 4.

With the walking times for the five walking parts, and the mean walking times, I did some
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paired-sample t-test to test the null hypothesis H0,7, H0,8, H0,9, H0,10, H0,13, H0,14, H0,15 and
H0,16 (Table 9.13) for the two groups. The t-test returned the p-values (p) and the decision
result of if the null hypothesis were rejected (h = 1) or not (h = 0).

Group 2 Group 3
Week 1 Retest Week 1 Retest

i p h p h p h p h

WiD1, WiD2

1 0.22 0 0.60 0 0.01 1 0.06 0
2 p < 0.001 1 0.38 0 0.99 0 0.74 0
3 0.13 0 0.20 0 0.93 0 0.34 0
4 0.007 1 0.36 0 0.03 1 0.10 0
5 0.12 0 0.91 0 0.07 0 0.70 0

WD1, WD2 p < 0.001 1 0.28 0 p < 0.001 1 0.30 0

WiND1, WiND2

1 0.12 0 0.16 0 0.08 0 0.48 0
2 0.15 0 0.97 0 0.49 0 0.18 0
3 0.32 0 0.07 0 0.57 0 0.77 0
4 0.12 0 0.89 0 0.14 0 0.03 1
5 0.66 0 0.65 0 0.16 0 0.65 0

WND1, WND2 0.46 0 0.35 0 0.54 0 0.58 0

Table 9.13: The p-value (p) and the decision result for rejecting or not the
null hypothesis (h) of the paired sample t-test testing the null hypothesis
H0,7, H0,8, H0,9, H0,10, H0,13, H0,14, H0,15 and H0,16. This was done for the
two groups; Group 2 patients with EDSS < 4, and Group 3 patients with
EDSS ≥ 4.

9.3 Discussion
Looking at the difference in the test times between the first and second dominant tests from
week 1 (Figure 9.1), most of the participants in Groups 2 and 3 are decreasing their test times
in the second walkthrough. For the participants in Group 1, approximately a third of them
increase the test times in the second walkthrough. When looking at the difference between
the first and second non-dominant tests from week 1 (Figure 9.2), there are approximately the
same amount of participants as it was in the dominant tests for each group that increases their
test times in the second walkthrough. From the mean difference for the different groups (Table
9.1), the difference decrease between the dominant and the non-dominant tests for Groups 2
and 3. Group 1 increases their mean difference in the non-dominant tests.
The results from the paired-sample t-tests of the null hypothesis H0,1 and H0,2 (Table 9.2)
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shows that H0,1 were rejected for both Group 2 and 3. For the null hypothesis, H0,2 only Group
3 rejected it, but if I had set the significant level to be α = 0.01, they would have accepted
the null hypothesis. With changing the significant level, the requirement for rejecting the null
hypothesis would have been stricter.
The difference in the mean test times between the first and second walkthrough is not from
a normal distribution with mean= 0 for Group 2 and 3 in the dominant tests, and for the
non-dominant tests only the difference in Group 2 is from a normal distribution with mean= 0.

When looking at the difference in the kicking times between the first and second domi-
nant tests (Figure 9.3) and non-dominant tests (Figure 9.4) from week 1, approximately half
of the participants in Group 1 increases there mean kicking time in the second walkthrough
for both the dominant and non-dominant tests. For Group 2, the participants increase their
mean kicking times in the second dominant test. In the non-dominant tests, approximately a
third of the participants increase their mean kicking time. In Group 3, for both the dominant
and non-dominant tests, a third of the participants increased their mean kicking times in the
second walkthrough.
The mean difference in the kicking times for the three groups (Table 9.3) show that the dif-
ference between the first and second tests for both the dominant and non-dominant tests are
small. For the dominant tests, the difference is negative for Groups 1 and 3. This means
that, on average, the mean kicking times in these groups increase in the second walkthrough.
I also found the mean difference for the five individual kicks between the first and second
dominant/non-dominant tests (Table 9.4). In these results, some kicks have small differences,
and some have higher differences. The size of the difference does not depend on kick, dominant
and non-dominant, or group.
I did paired-sample t-tests to test out the null hypothesis H0,3, H0,4, H0,5 and H0,6 (Table 9.5).
There were only two rejected tests, for Group 2 kick number 5 and Group 1 kick number 3.
For both of these kicks, if I had used the significant level α = 0.01, these tests would have
accepted the null hypothesis. With changing the significant level, the requirement for rejecting
the null hypothesis would have been stricter. The results of the paired-sample t-tests tell me
the difference in the kicking times between the first and second walkthrough are very small,
close to zero and from a normal distribution with mean= 0.

For the difference in times from the walking parts between the first and second dominant
tests from week 1 (Figure 9.5), all but one of the participants in Group 2 and 3 decrease their
mean times in the second walkthrough. In Group 1, approximately half of the participants
decreased the mean walking time in the second walkthrough. When looking at the difference
in the times for the non-dominant tests in week 1 (Figure 9.6), fewer participants in Group 1
increase their mean time in the second walkthrough compared to that from the dominant tests.
For Groups 2 and 3, there is an increase in the participants that increase their mean walk time
in the second walkthrough compared to the dominant tests. The same can be seen in the mean
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difference of the walk time difference for the participants in the groups (Table 9.6). The mean
difference for Group 2 and 3 decreases between the dominant and the non-dominant tests, but
for Group 1, the difference stays the same.
When looking at the difference for the individual walking parts (Table 9.7), there are differ-
ences between the walking parts, the groups, and if one is looking at the dominant or the
non-dominant tests. Walking parts 3 and 5 have large changes between the dominant and non-
dominant tests. Group 2 has larger changes between the dominant and non-dominant tests for
walking parts 2 and 3. Group 1, the dominant and non-dominant tests differ significantly for
walking parts 4 and 5.
From the paired-sample t-tests testing the null hypothesis H0,7, H0,8, H0,9 and H0,10 (Table 9.8)
12 tests reject the null hypothesis. Both Group 2 and 3 reject the null hypothesis H0,7. Group
3 is the only group that rejected the null hypothesis H0,8, but if the significant level had been
α = 0.01, the null hypothesis would have been accepted. When it comes to the null hypothesis
H0,9 for Group 2 and 3, reject some of the tests. Group 2 rejects 3 of the 5 tests, where one of
the tests would have been accepted with a significant level α = 0.01. Group 3 also rejects 3 of
5 tests, where two of the tests would have been accepted with a significant level α = 0.01. For
the null hypothesis H0,10, are Group 3 rejecting 2 of the 5 tests, and one of them would have
been accepted with a significant level α = 0.01. Group 1 rejects one of the tests on the H0,10.
By changing the significant level, the requirement for rejecting the null hypothesis would have
been stricter. This would not change much, as most of the null hypothesis for the dominant
tests to Groups 2 and 3 were rejected, which means that the difference in the walking parts
between the first and second walkthrough for Groups 2 and 3 are not so small and so the
differences is not from a normal distribution with mean= 0.

After looking at the difference between the first and second walkthrough of the dominant
and the non-dominant tests in week 1, I looked at the difference in the retest and compared
them to the results from week 1. I started by looking at the difference in the test times from the
dominant tests (Figure 9.7) and the non-dominant tests (Figure 9.8). For the dominant tests,
most of the participants decrease their test time in the second walkthrough in week 1, but only
approximately half of them do the same in the retest. In the non-dominant tests, there was
almost equal when it comes to how many participants decreased their test time in the second
walkthrough for the week 1 test and the retests.
Looking at the mean and standard deviation of the difference in the test times for the domi-
nant and non-dominant tests (Table 9.9) from week 1 and retest, there is a big decrease in the
difference between week 1 and retests. The decrease between week 1 and retest is the biggest
when looking at the dominant tests. The smallest change is between week 1 and retest in the
non-dominant tests for Group 3.
The results from the paired-sample t-test of the null hypothesis H0,1, H0,2, H0,11 and H0,12

(Table 9.10) shows that both the groups rejects the H0,1, and the rest of the null hypothesis are
accepted. This means that the difference in the test time between the first and second walk-
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through is not from a normal distribution with mean= 0 in week 1 but is from that distribution
in the retests.

I looked at the walking times from both week 1 and the retest. The difference between
the first and second dominant tests (Figure 9.9) shows that all the participants in Group 3
decrease their mean walking time in the second dominant test from week 1, but approximately
half decrease their mean walking time in the retests. For Group 2, one participant increases
the mean walking time in week 1, and around a third of the participants increase their mean
walking time in the retest.
When it comes to the difference between the first and second non-dominant tests (Figure 9.10),
the mean walking time increases from the first to the second walkthrough for approximately
half of the participants in each group, for week 1 and the retest. For the mean difference of the
mean waling times (Table 9.11), both the groups have a higher decrease between week 1 and
retest for the dominant tests compared to the non-dominant tests. Some of the same things
can be observed from the mean difference for the five individual walking parts (Table 9.12),
but it varies very between the two groups, the walking parts, and between the dominant and
the non-dominant tests.
From the paired-sample t-tests testing the different null hypotheses (Table 9.13) there was only
one test when looking at the non-dominant tests that were rejected. This was for walking part
4 in Group 3 from the retests. The rest of the week 1 dominant tests were rejected. Both
groups rejected the null hypothesis H0,7. For Group 2, there were two tests on the week 1
dominant tests that were rejected, and for Group 3 were also two tests on the week 1 dominant
tests that were rejected. The two rejected tests for Group 3 would have been accepted if the
significant level was changed to α = 0.01. With changing the significant level, the requirement
for rejecting the null hypothesis would have been stricter. With all the retest tests accepted,
the difference between the first and second walkthrough is from a normal distribution with
mean= 0. The few rejected tests in week 1 means that the difference for these tests was not
from a normal distribution with mean= 0. This means that the differences found bewteen the
first and second walkthrough in week 1 that made the tests reject the null hypotesis, has been
reduced in the retests so the null hypothesis were accepted.

There seems to be a change in the times between the first and second walkthrough, and
this change in time is greatest for the dominant tests and decreases when looking at the non-
dominant tests. From the analysis, it looks like the change in the times most likely are from the
walking parts. When looking at the different results from the paired-same t-tests, it indicates
a difference between the first and second dominant tests that is not there when looking at the
same tests from the retests and looking at the non-dominant tests in both week 1 and retests.
These observations point to that there is some learning effect from walking through the test
one time.
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Chapter 10

Effect in a rehabilitation stay

This chapter will investigate if there is a change in the participants’ times from the Six Spot
Step Test (SSST) between the week 1 tests and the retest.
There were only 32 patients that were retested (25 of them I used in this analysis) and non of
the controls. Therefore I only looked at the retested patients and their SSSTs from both the
week 1 testing and the retests. The patients will be divided into two groups based on their
EDSS (Expanded Disability Statue Scale) (Section 5.3). The two groups will be:

• Group 2: the patients with an EDSS < 4

• Group 3: the patients with an EDSS ≥ 4

From the analysis I did on the learning effects in the SSSTs, I found a change between the
first and second time the participants walked through kicking with their dominant foot and
a smaller change between the first and second time the participants walked through kicking
with their non-dominant foot. I also found that this change between tests was not there when
looking at the retesting of the SSSTs. Due to this, I have decided only to analyze the second
time the participants walk through the SSST kicking with the dominant and non-dominant foot
from the week 1 testing and then retesting. During the analyze I will be looking at different
times from the participants:

• the mean time they used based on the second SSST kicking with their dominant and
non-dominant foot in the week 1 testing (W1)

• the mean time they used from both the second SSST kicking with their dominant foot
and non-dominant foot in the retest (RT )

• the time they used for the second SSST kicking with their dominant foot (DW1) and the
non-dominant foot (NDW1) in the week 1 testing

• the time they used for the second SSST kicking with their dominant foot (DRT ) and the
non-dominant foot (NDRT ) in the retest
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• the mean kicking time they used from both the second SSST kicking with their dominant
foot and their non-dominant foot in the week 1 testing (KW1)

• the mean kicking time they used from both the second SSST kicking with their dominant
foot and non-dominant foot in the retest (KRT )

• the mean kicking time they used from the second SSST kicking with their dominant/non-
dominant foot in the week 1 testing (KD,W1/KND,W1)

• the mean kicking time they used from the second SSST kicking with their dominant/non-
dominant foot in the retest (KD,RT/KND,RT )

• the mean time for the walking part they used in both the second SSST kicking with their
dominant foot and their non-dominant foot in the week 1 testing (WW1)

• the mean time for the walking part they used in both the second SSST kicking with their
dominant foot and non-dominant foot in the retest (WRT )

• the mean time for the walking part they used in the second SSST kicking with their
dominant/non-dominant foot in the week 1 testing (WD,W1/WND,W1)

• the mean time for the walking part they used in the second SSST kicking with their
dominant/non-dominant foot in the retest (WD,RT/WND,RT )

I started by investigating differences in the mean test times between the week 1 tests and the
retests and seeing if there were any differences when looking separately at the dominant and
non-dominant tests. Then I looked at the mean kicking times from the week 1 tests and the
retests and if there were changes in the difference between the two testings when kicking with
the dominant and non-dominant foot. I also looked into the mean times for the walking parts
from the week 1 tests and the retests to determine if there were changes in the times.
Within the analysis I did, I also tested out different null hypothesis H0 with significant level α:

• the difference between the mean test times from the week 1 tests and the retests is
normally distributed with mean= 0 (H0,1, with α = 0.05)

• mean time from DW1/NDW1 and DRT/NDRT are both independent normal distributed,
with equal mean and variance (H0,2, with α = 0.05)

• the difference between the mean kicking times from the week 1 tests and the retests is
normally distributed with mean= 0 (H0,3, with α = 0.05)

• mean time from KD,W1/KND,W1 and KD,RT/KND,RT are both independent normal dis-
tributed, with equal mean and variance (H0,4, with α = 0.05)
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• the difference between the mean times of the walking parts from the week 1 tests and the
retests is normally distributed with mean= 0 (H0,5, with α = 0.05)

• mean time from WD,W1/WND,W1 and WD,RT/WND,RT are both independent normal dis-
tributed, with equal mean and variance (H0,6, with α = 0.05)

• mean test time from the week 1 tests for the controls and the participants in Group 3 are
both independent normal distributed, with equal mean and variance (H0,7, with α = 0.05)

• mean test time for the controls in the week 1 tests and the participants in Group 3 from
the retests are both independent normal distributed, with equal mean and variance (H0,8,
with α = 0.05)

• mean kicking time from the week 1 tests for the controls and the participants in Group
3 are both independent normal distributed, with equal mean and variance (H0,9, with
α = 0.05)

• mean kicking time for the controls in the week 1 tests and the participants in Group 3
from the retests are both independent normal distributed, with equal mean and variance
(H0,10, with α = 0.05)

10.1 Test times
The first thing I did was investigate any changes in the test times between the week 1 tests
(W1) and the retests (RT) after the rehabilitation stay. I started by investigating the mean
test times for every participant (Figure 10.1) and found the difference between the W1 times
and RT times for every participant (Figure 10.2) by subtracting the RT times from the W1
times.
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Figure 10.1: The mean test time for each of the participants for week 1 (W1)
testing and the retests (RT), based on the two test times from each of the
weeks. The participants are sorted and color coordinated into two groups
based on there EDSS.

Figure 10.2: The difference in the mean test times between the tests from
week 1 (W1) and the retest (RT) for each of the participants. The par-
ticipants are sorted and color coordinated into two groups based on there
EDSS.

From the mean test times for W1 and RT, and from the difference between W1 times and
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RT times, I found the mean and standard deviation for the two groups (Table 10.1).

Week 1 Retest Difference
µ, [s] σ, [s] µ, [s] σ, [s] µ, [s] σ, [s]

Group 2 8.10 1.55 7.95 1.72 0.15 0.45
Group 3 11.34 2.10 10.80 2.49 0.55 0.57

Table 10.1: The mean (µ) and standard deviation (σ) of the mean test time
from week 1 and the retest, and of the difference in time between mean test
time from week 1 (W1) and retests (RT). This for the two groups; Group 2
patients with EDSS < 4, and Group 3 patients with EDSS ≥ 4.

I then did a paired-sample t-test on the mean test times to test the null hypothesis H0,1 for
both the groups (Table 10.2). The t-test returned the p-values (p) and the decision result of if
the H0,1 were rejected (h = 1) or not (h = 0).

Group 2 Group 3
p h p h

Week 1, Retest 0.24 0 0.007 1

Table 10.2: The p-values (p) and the decision result for rejecting or not the
null hypothesis (h) of the paired-sample t-tests testing H0,1. This was done
both of the groups; Group 2 patients with EDSS < 4, and Group 3 patients
with EDSS ≥ 4.

10.1.1 Dominant and non-dominant tests

After looking at the mean test times, I wanted to see if there were any differences in the times
used between the tests done using the dominant foot to kick and the non-dominant foot. I
started by finding the test times for the dominant foots from week 1 (DW1) and the retest
(DRT ) (Figure 10.3), and the test times for the non-dominant foot from week 1 (NDW1) and
the retest (NDRT ) (Figure 10.5). Then I found the difference between the test times from week
1 (DW1 and NDW1) and the retest (DRT and NDRT ) for each of the participants (Figures 10.4
and 10.6). This I did by subtracting the times from the retests (DRT and NDRT ) from the
times from week 1 (DW1 and NDW1).
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Figure 10.3: The dominant test (D) time for each of the participants from
week 1 and the retest. The participants are sorted and color coordinated
into two groups; Group 2 patients with EDSS < 4, and Group 3 patients
with EDSS ≥ 4.

Figure 10.4: The difference in the dominant test (D) times between the tests
from week 1 and the retest for each of the participants. The participants are
sorted and color coordinated into two groups; Group 2 patients with EDSS
< 4, and Group 3 patients with EDSS ≥ 4.
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Figure 10.5: The non-dominant test (ND) time for each of the participants
for week 1 and the retest. The participants are sorted and color coordinated
into two groups; Group 2 patients with EDSS < 4, and Group 3 patients
with EDSS ≥ 4.

Figure 10.6: The difference in the non-dominant test (ND) times between the
tests from week 1 and the retest for each of the participants. The participants
are sorted and color coordinated into two groups; Group 2 patients with
EDSS < 4, and Group 3 patients with EDSS ≥ 4.

From the mean test times for DW1, DRT , NDW1 and NDRT I found the mean (µ) and stan-
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dard deviation (σ) for the two groups (Table 10.3). I also found the mean (µ) and standard
deviation (σ) for the differences between the times from week 1 (W1) and the retest (RT) for
the two groups (Table 10.4).

DW1 DRT NDW1 NDRT

µ, [s] σ, [s] µ, [s] σ, [s] µ, [s] σ, [s] µ, [s] σ, [s]
Group 2 7.97 1.78 7.91 1.86 8.23 1.46 7.98 1.69
Group 3 10.89 1.87 10.47 2.71 11.80 2.77 11.12 2.78

Table 10.3: The mean (µ) and standard deviation (σ) of the dominant test
times (DW1 and DRT ) and the non-dominant test times (NDW1 and NDRT )
from the week 1 testing and the retesting, for the two groups; Group 2
patients with EDSS < 4, and Group 3 patients with EDSS ≥ 4.

Dominant tests Non-dominant tests
µ, [s] σ, [s] µ, [s] σ, [s]

Group 2 0.06 0.76 0.25 0.72
Group 3 0.42 1.29 0.68 0.82

Table 10.4: The mean (µ) and standard deviation (σ) of the difference in
time between DW1 and DRT (Dominant tests), and NDW1 and NDRT (Non-
dominant tests), for the two groups; Group 2 patients with EDSS < 4, and
Group 3 patients with EDSS ≥ 4.

I then did the paired-sample t-test to test the null hypothesis H0,2 (Table 10.5). The t-test
returned the p-values (p) and the decision result of if the H0,2 were rejected (h = 1) or not
(h = 0).

Group 2 Group 3
p h p h

DW1, DRT 0.79 0 0.28 0
NDW1, NDRT 0.24 0 0.015 1

Table 10.5: The p-value (p) and the decision result for rejecting or not the
null hypothesis (h) of the paired-sampled t-test H0,2. This is done for the
two groups; Group 2 patients with EDSS < 4, and Group 3 patients with
EDSS ≥ 4.
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10.2 Kicking times
After looking at the times used for the hole test, I wanted to investigate the changes when the
patients kicked during the test after a rehabilitation stay. First, I started by looking at the
mean kicking time from all the SSST the patients did in week 1 (KW1) and the retests (KRT )
(Figure 10.7) and the difference between the mean times from KW1 and KRT (Figure 10.8).

Figure 10.7: The mean kicking times for the participants from the week 1
tests (KW1) and the retests (KRT ). The participants are sorted and color-
coordinated into two groups; Group 2 patients with EDSS < 4, and Group
3 patients with EDSS ≥ 4.

95



Figure 10.8: The difference in the mean kicking times between KW1 times
and KRT times for each of the participants. The participants are sorted and
color coordinated into two groups; Group 2 patients with EDSS < 4, and
Group 3 patients with EDSS ≥ 4.

I found the mean (µ) and standard deviation (σ) of the mean kicking times KW1 and KRT ,
and the difference in the mean kicking times between KW1 and KRT (Table 10.6). The dif-
ference in the mean kicking times was found by subtracting the KRT times from the KW1 times.

Week 1 Retest Difference
µ, [s] σ, [s] µ, [s] σ, [s] µ, [s] σ, [s]

Group 2 0.62 0.13 0.63 0.16 -0.36×10−2 0.07
Group 3 0.73 0.12 0.67 0.11 0.06 0.07

Table 10.6: The mean (µ) and standard deviation (σ) of the mean kicking
times from the week 1 testing and the retest, and the mean (µ) and standard
deviation (σ) of the difference in the mean kicking times. This was found
for the two groups; Group 2 patients with EDSS < 4, and Group 3 patients
with EDSS ≥ 4.

Then I did a paired-sample t-test to test the null hypothesis H0,3 (Table 10.7) for both of
the groups. The t-test returned the p-values (p) and the decision result of if the H0,3 were
rejected (h = 1) or not (h = 0).
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Group 2 Group 3
p h p h

Week 1, Retest 0.86 0 0.018 1

Table 10.7: The p-value (p) and the decision result for rejecting or not the
null hypothesis (h) of the paired-sampled t-test H0,3. This is done for the
two groups; Group 2 patients with EDSS < 4, and Group 3 patients with
EDSS ≥ 4.

10.2.1 Dominant and non-dominant tests

I wanted to see if there were differences in the kicking time when looking only at the kicks
done with the dominant foot D and the non-dominant foot (ND). The first thing I did were to
find the mean kicking time done with the dominant foot from week 1 (KD,W1) and the retest
(KD,RT ) (Figure 10.9), and the mean kicking time done with the non-dominant foot from week
1 (KND,W1) and the retest (KND,RT ) (Figure 10.11). Then I found the difference in the mean
kicking time between the kicking done in week 1 (KD,W1 and KND,W1) and the retest (KD,RT

and KND,RT ) (Figures 10.10 and 10.12).

Figure 10.9: The mean kicking time done with the dominant foot for each
of the participants, from week 1 and the retest. The participants are sorted
and color-coordinated into two groups; Group 2 patients with EDSS < 4,
and Group 3 patients with EDSS ≥ 4.
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Figure 10.10: The difference in the mean kicking time done with the domi-
nant foot between week 1 tests and the retest, for each of the participants.
The participants are sorted and color-coordinated into two groups; Group 2
patients with EDSS < 4, and Group 3 patients with EDSS ≥ 4.

Figure 10.11: The mean kicking time done with the non-dominant foot for
each of the participants from week 1 and the retest. The participants are
sorted and color coordinated into two groups; Group 2 patients with EDSS
< 4, and Group 3 patients with EDSS ≥ 4.
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Figure 10.12: The difference in the mean kicking time done with the non-
dominant foot between week 1 tests and the retest, for each of the partici-
pants. The participants are sorted and color coordinated into two groups;
Group 2 patients with EDSS < 4, and Group 3 patients with EDSS ≥ 4.

The mean (µ) and standard deviation (σ) of the mean kicking time done with the domi-
nant and the non-dominant foot from week 1 (KD,W1 and KND,W1) and the retest (KD,RT and
KND,RT ) were found (Table 10.8). I also found the mean (µ) and standard deviation (σ) of
the difference in the kicking time between the week 1 test (KD,W1 and KND,W1) and the retest
(KD,RT and KND,RT ) (Table 10.9).

KD,W1 KD,RT KND,WT KND,RT

µ, [s] σ, [s] µ, [s] σ, [s] µ, [s] σ, [s] µ, [s] σ, [s]
Group 2 0.62 0.13 0.65 0.21 0.63 0.14 0.60 0.15
Group 3 0.72 0.15 0.66 0.14 0.73 0.16 0.68 0.11

Table 10.8: The mean (µ) and standard deviation (σ) of the mean kicking
times done with the dominant (kD,W1 andKD,RT ) and the non-dominant foot
(KND,W1 andKND,RT ), for the two groups; Group 2 patients with EDSS < 4,
and Group 3 patients with EDSS ≥ 4.
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Dominant tests Non-dominant tests
µ, [s] σ, [s] µ, [s] σ, [s]

Group 2 -0.03 0.11 0.03 0.13
Group 3 0.06 0.13 0.05 0.07

Table 10.9: The mean (µ) and standard deviation (σ) of the difference be-
tween the mean kicking times KD,W1 and KD,RT (Dominant tests), and
KND,W1 and KND,RT (Non-dominant tests), for the two groups; Group 2
patients with EDSS < 4, and Group 3 patients with EDSS ≥ 4.

Having found the difference, I did paired-sample t-test to test the null hypothesisH0,4 (Table
10.10) for both the groups. The t-test returned the p-values (p) and the decision result of if
the H0,4 were rejected (h = 1) or not (h = 0).

Group 2 Group 3
p h p h

KD,W1, KD,RT 0.31 0 0.13 0
KND,W1, KND,RT 0.48 0 0.03 1

Table 10.10: The p-value (p) and the decision result for rejecting or not the
null hypothesis (h) of the two-sampled t-test testing H0,4. This is done for
the two groups; Group 2 patients with EDSS < 4, and Group 3 patients
with EDSS ≥ 4.

10.3 Walking times
After looking at the kicking part of the SSST, I wanted to investigate the possible changes in the
walking parts of the test after a rehabilitation stay. First, I found the mean times of the walking
parts for each of the patients from week 1 (WW1) and the retest (WRT ) (Figure 10.13) and the
difference in the mean time for the walking parts between theWW1 and theWRT (Figure 10.14).
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Figure 10.13: The mean times of the walking parts for the participants from
the week 1 tests (WW1) and the retests (WRT ). The participants are sorted
and color-coordinated into two groups; Group 2 patients with EDSS < 4,
and Group 3 patients with EDSS ≥ 4.

Figure 10.14: The difference in the mean time of the walking parts between
the tests from WW1 and the WRT for each of the participants. The partic-
ipants are sorted and color coordinated into two groups; Group 2 patients
with EDSS < 4, and Group 3 patients with EDSS ≥ 4.

The mean (µ) and standard deviation (σ) of the mean times for the walking parts from
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WW1 and the WRT , and the difference between the mean times from WW1 and the WRT were
found (Table 10.11) for the two groups.

Week 1 Retest Difference
µ, [s] σ, [s] µ, [s] σ, [s] µ, [s] σ, [s]

Group 2 1.00 0.22 0.96 0.24 0.03 0.08
Group 3 1.54 0.41 1.49 0.45 0.05 0.12

Table 10.11: The mean (µ) and standard deviation (σ) of the mean times
for the walking parts from the week 1 testing and the retests, and the mean
(µ) and standard deviation (σ) of the difference in the mean times for the
walking parts. This was found for the two groups; Group 2 patients with
EDSS < 4, and Group 3 patients with EDSS ≥ 4.

I then did a paired-sample t-test to test the null hypothesis H0,5 (Table 10.12) for both of
the groups. The t-test returned the p-values (p) and the decision result of it the H0,5 were
rejected (h = 1) or not (h = 0).

Group 2 Group 3
p h p h

Week 1, Retest 0.15 0 0.15 0

Table 10.12: The p-value (p) and the decision result for rejecting or not the
null hypothesis (h) of the paired-sample t-test testing H0,5. This is done for
the two groups; Group 2 patients with EDSS < 4, and Group 3 patients
with EDSS ≥ 4.

10.3.1 Dominant and non-dominant tests

I wanted to divide the walking parts into the parts done in the dominant test (D) and the
non-dominant test (ND). I started by finding the mean time for the waling times from the
dominant test in week 1 (WD,W1) and the retest (WD,RT ) (Figure 10.15), and from the non-
dominant test in week 1 (WND,W1) and the retest (WND,RT ) (Figure 10.17). Then I found the
difference between the times from week 1 (WD,W1 and WND,W1) and the retest (WD,RT and
WND,RT ) (Figures 10.16 and 10.18).

102



Figure 10.15: The mean times of the walking times from the dominant tests
for each of the participants for week 1 and the retest. The participants are
sorted and color coordinated into two groups; Group 2 patients with EDSS
< 4, and Group 3 patients with EDSS ≥ 4.

Figure 10.16: The difference in the mean time of the walking parts from
the dominant tests between week 1 tests and the retest for each of the
participants. The participants are sorted and color-coordinated into two
groups; Group 2 patients with EDSS < 4, and Group 3 patients with EDSS
≥ 4.
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Figure 10.17: The mean times of the walking times from the non-dominant
tests for each of the participants for week 1 and the retest. The participants
are sorted and color coordinated into two groups; Group 2 patients with
EDSS < 4, and Group 3 patients with EDSS ≥ 4.

Figure 10.18: The difference in the mean time of the walking parts from
the non-dominant tests between week 1 tests and the retest for each of the
participants. The participants are sorted and color-coordinated into two
groups; Group 2 patients with EDSS < 4, and Group 3 patients with EDSS
≥ 4.
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I then found the mean (µ) and standard deviation (σ) of the mean time from the wal-
ing parts for the dominant tests and the non-dominant tests in the week 1 tests (WD,W1 and
WND,W1) and the retests (WD,RT and WND,RT ) (Table 10.13). The mean (µ) and standard
deviation (σ) of the difference between the times of the walking parts from week 1 (WD,W1 and
WND,W1) and the retest (WD,RT and WND,RT ) were also found (Table 10.14).

WD,W1 WD,RT WND,W1 WND,RT

µ, [s] σ, [s] µ, [s] σ, [s] µ, [s] σ, [s] µ, [s] σ, [s]
Group 2 0.98 0.26 0.93 0.25 1.02 0.21 0.99 0.25
Group 3 1.45 0.35 1.43 0.46 1.63 0.52 1.54 0.52

Table 10.13: The mean (µ) and standard deviation (σ) of the mean times
for the walk parts from the dominant tests (WD,W1 and WD,RT ) and the
non-dominant tests (WND,W1 and WND,RT ), for the two groups; Group 2
patients with EDSS < 4, and Group 3 patients with EDSS ≥ 4.

Dominant tests Non-dominant tests
µ, [s] σ, [s] µ, [s] σ, [s]

Group 2 0.04 0.14 0.02 0.15
Group 3 0.02 0.18 0.09 0.20

Table 10.14: The mean (µ) and standard deviation (σ) of the difference
between the mean times for the walking partsWD,W1 andWD,RT (Dominant
tests), and WND,W1 and WND,RT (Non-dominant tests), for the two groups;
Group 2 patients with EDSS < 4, and Group 3 patients with EDSS ≥ 4.

I did a paired-sample t-test to test the null hypothesis H0,6 (Table 10.15) for both the
groups. The t-test returned the p-values (p) and the decision result of it the H0,6 were rejected
(h = 1) or not (h = 0).
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Group 2 Group 3
p h p h

WD,W1, WD,RT 0.27 0 0.70 0
WND,W1, WND,RT 0.56 0 0.16 0

Table 10.15: The p-value (p) and the decision result for rejecting or not the
null hypothesis (h) of the two-sampled t-test testing H0,6. This is done for
the two groups; Group 2 patients with EDSS < 4, and Group 3 patients
with EDSS ≥ 4.

10.4 Control group vs the retest times
After investigating if there were any significant changes in the SSST times after a rehabilitation
stays, I wanted to see if the changes in the times for the participants in Group 3 from the retests
have affected the results from the two-sample t-tests Group 3 and the controls.
I did the two-sample t-test on the mean test times of the controls and Group 3, both of them
from week 1 and when the Group 3 times were from the retests (Table 10.16) to test the null
hypothesis H0,7 and H0,8. I also did the same two-sample t-tests but on the mean kicking times
for the controls and the Group 3 participants (Table 10.17) to test the null hypothesis H0,9 and
H0,10. The t-tests returned the p-values (p) and the decision result of it the H0,7, H0,8, H0,9,
and H0,10 were rejected (h = 1) or not (h = 0).

Week 1control, Week 1Group3 Week 1control, Retestgroup3
All D ND All D ND

p p < 0.001 p < 0.001 p < 0.001 p < 0.001 p < 0.001 p < 0.001
h 1 1 1 1 1 1

Table 10.16: The p-values (p) and the decision result for rejecting or not
the null hypothesis (h) of the two-sample t-test testing H0,7, and H0,8. This
is the testing of the test times between the control and group 3 for the
difference in the week 1 tests and the difference in the week 1 and retest
tests.
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Week 1control, Week 1Group3 Week 1control, Retestgroup3
All D ND All D ND

p 0.025 p < 0.001 p < 0.001 0.055 p < 0.001 0.002
h 1 1 1 0 1 1

Table 10.17: The p-values (p) and the decision result for rejecting or not the
null hypothesis (h) of the two-sample t-test testing H0,9, and H0,10. This
is the testing of the kicking times between the control and group 3 for the
difference in the week 1 tests and the difference in the week 1 and retest
tests.

10.5 Discussion
When looking at the mean test times for the patients and the difference in the time between the
tests from week 1 (W1) and the retest (RT) (Figure 10.2), there are almost half of the patients
in Group 2 that increase their mean test times in the retest. In Group 3, are there only two
participants that experience the same. When looking at the mean test times in both groups
(Table 10.1), a similar result can be observed. The mean for the two groups decreased for the
retests. The decrease in the mean test time for Group 2 is smaller than what it is for Group 3.
When doing the paired-sample t-test testing the null hypothesis H0,1 (Table 10.2) only Group
3 rejected the null hypothesis. This means that the difference between week 1 and the retes is
not a normal distribution with mean= 0. If I had placed the significant level to be α = 0.01,
Group 3 would accept the null hypotheses, as Group 2 did. By changing the significant level,
I would have made it stricter to reject the null hypothesis.

For the dominant tests (Figure 10.4), around half of the participants in Group 2 increase
their mean test time between week 1 and the retest. In Group 3, almost all participants reduce
their test time between week 1 and the retest tests. Looking at the mean test times for the two
groups and the mean difference (Tables 10.3 and 10.4), Group 2 has a very small decrease in
their test time. For Group 3, the decreases in their test time by around 4%. Looks at the result
from the paired-sample t-test testing the null hypothesis H0,2 on the dominant tests (Table
10.5), both groups accept the null hypothesis. This means that the difference is from a normal
distribution with mean= 0.
When looking at the non-dominant tests, the participants in the two groups have, for the most
part, decreased their mean teat time from week 1 to the retest (Figure 10.6). For Group 2,
around a third increases their test times from week 1 to the retest, while for Group 3, only
two participants experience the same. Looking at the mean test times and the mean difference
for the groups (Tables 10.3 and 10.4), there is a larger difference between the week 1 tests
and the retests for both the groups compared to the dominant tests. The decrease in the test
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times for Group 2 was higher than I found for the dominant tests. For Group 3, the decrease
was almost 8%. The result from the paired-sample t-test of the null hypothesis H0,2 on the
non-dominant tests (Table 10.5) showed that Group 3 rejected the null hypothesis while Group
2 accepted it. This means that the difference between week 1 and the retest for Group 2 is
from a normal distribution with mean= 0, but for Group 3, this is not the case. If I had
placed the significant level to be α = 0.01, Group 3 would also have accepted the null hypothe-
sis. By changing the significant level, I would have made it stricter to reject the null hypothesis.

After looking at the test times, I investigated the mean kicking times between the tests and
how they changed between week 1 and the retest. The mean kicking time from all the kicks
decreases from week 1 to the retest for all but two of the participants in Group 3 (Figure 10.8).
For the participants in Group 2, around half increased their kicking time in the retests. When
looking at the mean kicking time and the mean difference in times for the two groups (Table
10.6), the differences between week 1 tests and the retests are small for both of the groups.
Group 2 is the difference negative, which meant that, on average, the participants increased
their kicking time in the retests. For both of the groups, the change in the mean kicking time is
lower than 0.5%. The results from the paired t-test of the null hypothesisH0,3 (Table 10.7) show
that Group 3 rejects the null hypothesis and Group 2 accepts it. This means that for Group 2,
the difference between week 1 and the retest is from a normal distribution with mean= 0. This
is not the case for Group 3. If the significant level had been α = 0.01, Group 3 would also have
accepted the null hypothesis. By changing the significant level, I would have made it stricter
to reject the null hypothesis.

When I separated the kicks into two, kicking with the dominant and the non-dominant foot,
for kicks done with the dominant foot, around half of the participants in Group 2 increase their
kicking time during the retests (Figures 10.10). For the participants in Group 3, fewer partic-
ipants increased their kicking times. The mean difference in the kicking times, from kicking
with the dominant foot, is negative for Group 2 (Table 10.9). This means that, on average, the
participants in Group 2 increase their kicking times in the retest. For both groups, the mean
increase/decrease in the kicking times is lower than 0.5%.
For the kick done with the non-dominant foot, most of the participants in both groups decrease
their mean kicking time from week 1 to the retest (Figure 10.12). The mean difference, how-
ever, has not changed that much from the mean difference when kicking with the dominant foot
(Table 10.9). The decrease in the kicking time from week 1 to the retest for the non-dominant
kicks smaller than 0.5%. For Group 2, the average difference in kicking time decreases for the
non-dominant foot. For the dominant foot, it increased.
The paired-sample t-test results of the null hypothesis H0,4 (Table 10.10) shows that the null
hypothesis is only rejected for non-dominant kicks for Group 3. The rest of the tests were
accepted. This means that most of the differences between week 1 and the retests are from a
normal distribution with mean= 0 (accepted null hypothesis).
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The patients’ mean time for walking in the tests changed from week 1 to the retest (Figure
10.14). Approximately a third of the groups’ participants increased their mean time for the
walking parts in the retest. On average, the difference in the mean time for the walking parts
for both of the groups was minimal (Table 10.11). The decrease in the mean time for the
walking parts for both the groups was smaller than 0.5%. From the paired-sample t-test to test
the null hypothesis H0,5, both the groups accepted the null hypothesis, which means that the
difference between week 1 and the retest is from a normal distribution with mean= 0.

When I divided the walking parts into two groups based on whether they were from a dom-
inant test or a non-dominant test, approximately a third of the participants in both of the
groups increased their walking times for both the dominant and the non-dominant tests (Fig-
ures 10.15 and 10.17). On average, the mean time for the walking parts decreased in the retest
for both the groups and for both dominant and non-dominant tests (Table 10.14). However,
the decrease is again very small, where the participant, on average, decreases their mean time
for the walking parts by less than 0.5%.
From the paired-sample t-test I did on the null hypothesis H0,6 (Table 10.15), the result was
that all the tests accepted the null hypothesis. Accepting the null hypothesis means that the
difference between week 1 and the retest is from a normal distribution with mean= 0.

I did some two-sample t-tests to see how the test times and kicking times for Group 3
compared to the control group (Tables 10.16 and 10.17). I tested the null hypothesis H0,7,
H0,8, H0,9 and H0,10. All of the tests I did, except one, ended up rejecting the null hypothesis.
The groups are from normal distributions with different mean and variance with the rejection
of the null hypothesis. The one test that accepted the null hypothesis was when I tested the
mean kicking time between the control and retest times from Group 3. If I had changed the
significant level to be α = 0.01, the test on the mean kicking time between the controls and the
Group 3 both from week 1 would also be accepted. By changing the significant level, I would
have made it stricter to reject the null hypothesis.

I have no information about the patients’ fitness levels except for their EDSS, and I do
not know what they did during their rehabilitation stay. Because of this, I can not say if the
improvement in the test times comes from specific training or if the patients have just gotten
more used to moving the body. The tests were done at different times of the day. The time of
the day the tests were done could affect the test times because of fatigue. One of the symptoms
of MS is fatigue, and after a long day, the patients could be tired, which could affect the results
of the tests.

To sum up, there is a difference in the test times between the week 1 tests and the retests. For
the most part, this improvement can be seen in the participants from Group 3. The difference
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in the test times most likely comes from a change in the kicking times for the participants.
Since I have no information on what the participants did during the rehabilitation stay, can I
not say anything about why the participants improved their times.
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Chapter 11

Discussion and Conclution

First, I tried to use the raw data from the sensors to find the different segments within each
of the Six Spot Step Tests (SSSTs). I was not able to use the raw data to find these segments
because I could not identify the kicks within the tests. Identifying the kicks turned out to be
very difficult because different participants kicked in different ways. This became clear when
I looked at the video of the tests. One resolution to this could have been to place sensors on
the cubes to record the cubes’ movements. Suppose we had used IMUs that, in addition to
having gyroscopes, accelerometers, and barometers within, also had a magnetometer, and we
had added a magnet inside or on the cubes. In that case, this could also help to find the kicks
from the raw data much easier.
From the analysis of the total test times of the SSSTs, I found that the three groups I divided
the participants into made three normal distributions with different mean and variance. How-
ever, the regions described by the groups mean ± standard deviation overlap. This makes it
hard to use the mean test times to classify the participants into one of the three groups. When
I looked at the difference between the dominant and the non-dominant tests, I could not find
any significant difference. The mean test times from the dominant and non-dominant tests for
the three groups are normally distributed with different means and variances. They also have
overlapping regions given by the mean ± standard deviation.
When I looked into the time used to kick in the SSSTs, I found that the mean kicking times
for the three groups formed three normal distributions with different mean and variance. The
mean ± standard deviation for the three groups gave overlapping regions between them. I
then looked into any differences between the time used to kick with the dominant foot and the
non-dominant foot. Here as well, was there no noticeable difference in the kicking times.
Then I looked into the time used for the walking parts in the tests to see if there were any
differences between the three groups. Here as well, I found that the walking times from the
three groups were normal distributed with different mean and variance. There mean ± stan-
dard deviation created overlapped regions between them, but not as big of a region as when I
looked into the kicking time and the time for the whole test.
After looking into the times from the tests, I looked into if there were any differences between
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the first and second time the participants walked through the SSSTs kicking with the dominant
foot and with the non-dominant foot. I found a change between the first and second walk-
throughs for both the dominant and the non-dominant tests from the mean test times. This
change was more notable for the participants in Groups 2 and 3 than it was for the participants
in Group 1. The difference was larger for the dominant tests than the non-dominant tests. For
the kicking times, there was not much of a change between the first and second walkthroughs.
For the walking parts, I found the same trend as I found for the test times. The participants in
Groups 2 and 3 were the ones that experienced the most change between the first and second
walkthrough. There was a more noticeable difference when it came to the dominant test than
for non-dominant tests. When I compared the changes between the tests done in week 1 and the
retests, I found that for the test times, the change between the first and second walkthrough
from the dominant and non-dominant tests in week 1 had reduced in the retests. Only the
dominant tests reduced the difference between the first and second walkthrough from week 1
to the retests for the times from the walking parts.
I ended the analysis by looking into the changes the participants experienced between the week
1 tests and the retests after a rehabilitation stay. Group 2 and 3 participants experienced a de-
crease between week 1 and retest for the mean test times, but the changes were more prominent
for Group 3. There was a greater improvement of the mean test times in the non-dominant
tests for both groups than in the dominant tests. There was an improvement between week 1
tests and the retests when it came to the mean kicking times. The change in the mean kicking
times was more prominent for Group 3 compared to Group 2. When I divided the kicking
into kicking with the dominant foot and kicking with the non-dominant foot, the changes were
approximately the same for Group 3. Group 2 had the dominant kicking improved, but the
mean non-dominant kicking times increased in the retests. There were some changes between
week 1 and the retests in the times for the walking parts, but these changes were minimal. In
the end, I investigate if the improvement in Group 3 had made their times from the tests closer
to the controls times from week 1. For the mean kicking times, I found that the participants in
the control group from week 1 and Group 3 from retests ended up being normally distributed
with the same mean and variance.
During the analysis in this thesis, I tested multiple null hypotheses with the significant level
α = 0.05. For some of the null hypotheses, the p-value results of the tests ended up being
below 0.05 but above 0.01. This means that this null hypothesis was rejected with the statistic
level I sat but would have been accepted if I had used α = 0.01. Even though the decisions to
reject or accept these null hypotheses would change with the change of the statistic level, would
the overall findings not change. The test times for the three groups’ participants are normally
distributed with different mean and variance. The mean ± standard deviation has too much
of an overlapping region between these three groups. This makes it hard to use the times the
participants use for the tests to classify which group they belong to. The times for the walking
parts had a smaller overlapping region between the three groups than the test times and the
kicking times. It could have been interesting to take a closer look into the walking part and
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if there is some significance with the time leading up to the kicks. The Six Spot Step Test
is complex, and my results have shown that for both Group 2 and 3, there is a decrease in
the times they use for the test the second time they walk through the tests. This decrease in
the time spent is much smaller in the retests. There had been interesting to see if the control
groups would experience the same change in the difference of the first and second walkthrough
between week 1 and some weeks later. One could use that the patients with MS had more
improvement between the first and second walkthrough than the controls to distinguish the MS
patients from the controls, or one could let all the participants walk through the test one time
before starting to take the time. From the retesting times, I found that there is an improvement
in the test and kicking times. Since I have no idea of what the different participants did during
their rehabilitation stay and if they were used to moving their bodies or not, I can not say if
this improvement is from rehabilitation and training or from getting used to moving their bodies.

In this thesis, I have investigated if there is possible to use the time a person with MS uses
on the Six Spot Step Test (SSST) to say something about the EDSS level the person has. From
my results, this is not the case because the different groups mean ± standard deviation of the
test times have too big of an overlapping region. I have also investigated if it is possible to
observe an effect of a rehabilitation stay from the SSST and if there is a learning effect from
walking through the SSST one or more times. My results showed that there is possible to see
an effect from the rehabilitation stay, for the most part for the patients with EDSS > 4. They
also showed that there is some learning effect by walking through the SSST, but this decreases
by a lot after the first walkthrough.
Using the time used on the SSST alone is not a good enough measure of the patients EDSS
levels, but combining the times used on the test with a physiotherapists’ observation could give
more of a complete outcome. If one had used the raw data from the sensors, one could have
found more details in the walking pattern for the participants, which could have helped find
differences between people with MS and healthy controls. To say if this is the case, one has to
do further investigations into this.
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