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Abstract

Fluid flow through low permeability rocks is largely controlled by
fractures. As a result, the remote detection and characterisation
of fractures is critical for projects involving storage or extraction
of fluids. A better understanding of how different fracture
characteristics affect fracture specific stiffness and in turn, seismic
wave propagation (velocity and attenuation), could aid the
interpretation of fractures in seismic data. In this thesis, I investigate
the effect of fracture aperture, angle, roughness and infill material on
wave propagation by 1) interpreting ultrasonic data from isotropic
compression tests conducted by Skurtveit et al. (2020) on core
samples with and without fractures; and 2) running 2D numerical
models, calibrated against the experimental results, in COMSOL
Multiphysics. Additionally, I relate the ultrasonic data to flow
test results from Skurtveit et al. (2020) to investigate how seismic
measurements can be related to fracture permeability.

Experimental results show that P-waves propagating across thinner
fractures with more contact points arrive faster, with larger
amplitudes and higher central frequencies. Closure of fractures under
increasing stress can be identified in the results by increasing P-wave
velocity, whereas changes in first-arrival amplitude and frequency are
ambiguous. The experimental results also highlight that increases
in P-wave velocity can be related to decreases in fracture aperture
and permeability. Modelling results show that 1) increasing fracture
aperture leads to linear increases in arrival time delay and non-
linear decreases in arrival amplitude, 2) increasing the roughness
of fracture boundaries decreased arrival amplitudes by 10%, and
3) fracture infill material affects estimates of P-wave velocity and
fracture specific stiffness depending upon the stiffness of the material.
Furthermore, the distribution of mineral precipitates within the
fracture, e.g. as linings or mineral bridges, is also shown to affect
the arrival time, amplitude and frequency content of transmitted
P-waves. Knowledge from this project could be applied to aid the
remote characterisation of fractures and lead to safer and more
efficient subsurface operations.
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CHAPTER 1

Introduction

1.1 Background and Motivation

Fractures have a large influence on fluid flow through low permeability rocks.
Thus, the detection and characterisation of faults and fractures is critical for
safe waste (e.g. CO2) storage, geothermal energy, hydrocarbon extraction, and
other projects involving the storage or extraction of fluids. Risks associated with
leakage along faults can be minimised by identifying potential fluid migration
pathways early on and monitoring the site during operation with time-lapse
geophysical methods. To achieve this, it is necessary to not only detect fractures,
but also to be able to able to relate their geophysical response to their mechanical
and hydraulic parameters.

Fractured rock can be highly heterogeneous, with hydraulic conductivity values
varying greatly over short distances (Hsieh, 2018). In order to accurately
characterise flow through fractured rock, one must develop a model of the site
that includes key faults and fractures that facilitate flow (NASEM, 2020, p.46).
In situ measurements from boreholes provide valuable direct measurements but
are also costly, spatially limited and may not be an option where vertical fluid
migration is to be avoided (Laubach et al., 2019). Measurements of fractures in
outcrops can give important structural and mineralogical information but are
challenging to extrapolate to the subsurface (Bense et al., 2013). Geophysical
methods can overcome this issue, providing spatially continuous information
of the subsurface including imaging of faults and fractures that can be
correlated with measurements from boreholes and outcrops (Day-Lewis et
al., 2017). However, geophysical methods do not provide direct information
on hydrogeological properties, and thus their effective use relies on a clear
relationship between the geophysical and hydrogeological properties (Binley
et al., 2015).

Pyrak-Nolte and Morris (2000) identified fracture specific stiffness as the critical
parameter linking the seismic response of a fracture to its permeability (Fig.
1.1). The stiffness and permeability of fractures are dependent upon their
geometry (e.g. aperture, contact area and roughness) and infilling material
(e.g. air, water and dense minerals). Since fracture specific stiffness affects
seismic velocities and attenuation, seismic measurements across fractures can
in principle be related to fracture permeability (Fig. 1.1).

Though fluid flow through a site is typically dominated by few, large aperture
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1.1. Background and Motivation

Fracture Specific Stiffness

   Fracture 
Permeability

Fracture Geometry 
and Infill Properties

Seismic Velocity and Attenuation

Figure 1.1: Schematic depicting the relationships between fracture geometry
and infill properties, fracture permeability, specific stiffness and seismic velocity
and attenuation. Fracture geometry includes parameters such as aperture,
roughness and contact area. Figure redrawn from similar in Pyrak-Nolte and
Morris (2000).

fractures (Gudmundsson, 2011, p.480), smaller fractures can not be disregarded
completely. Small fractures are still important as they can contribute to fluid
storage and may contribute significantly to fluid flow at greater depths as
they are less compliant than large fractures (Pyrak-Nolte and Morris, 2000;
Vinciguerra et al., 2005). Additionally, detailed investigations of fractures in
core samples can provide information on fracture geometry and infill material,
as well as how the fractures respond to stress, all of which are useful for fracture
characterisation (NASEM, 2020, p.54). Furthermore, measurements of small
scale fractures can contribute to understanding trends and provide a framework
for upscaling results and interpreting field data (NRC, 1996, p.511).

While recent studies have improved our understanding of how fracture aperture
is related to fracture specific stiffness and seismic measurements (Wu et al.,
2014; Pan et al., 2017; Yang et al., 2019), the effect of other parameters such as
roughness and infill material are still not well understood (Laubach et al., 2019;
Yang et al., 2020; NASEM, 2020, p.55). In particular, these parameters can
have large influences on fracture permeability (e.g. Gudmundsson, 2011, p.473).
In this study, I will use experimental and numerical methods to investigate how
different fracture characteristics, including roughness and infill material, affect
seismic wave propagation across single fractures at the core sample scale.
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1.2. Geological Setting and Core Samples

1.2 Geological Setting and Core Samples

The experimental section of this study focuses on naturally fractured core
samples from the CO2W55 exploration well, which was drilled into the footwall
of the Little Grand Wash (LGW) Fault, Utah, USA (Kampman et al., 2013; Fig.
1.2). The LGW Fault and surrounding area host an active natural CO2 leakage
system in which CO2 fluxes are observed at the surface at springs/geysers,
travertine deposits and joint zones (Jung et al., 2014). Today, the most active
source of CO2 is Crystal Geyser, an abandoned drill hole from the 1930s which
periodically erupts CO2-rich cold water (Han et al., 2013; Fig. 1.2). Numerous
recent studies have aimed to understand the geological and geophysical footprint
of CO2 transport along the fault (e.g. Shipton et al., 2004; Dockrill and Shipton,
2010; Ogata et al., 2014; Midtkandal et al., 2018; Oye et al., 2021). Knowledge
from this natural leakage site can be applied to improve the risk assessment
and monitoring of sites selected for CO2 storage.

CO2W55 Well

Little Grand Wash (LGW) Fault

Crystal Geyser

Figure 1.2: Map of the Little Grand Wash (LGW) Fault (red), CO2W55 Well
(gold star), Crystal Geyser (cyan circle) and the surrounding area. Blue lines
indicate rivers. Fault trace from Doelling (2001) and Doelling et al. (2015).
Basemap from Google (2021).

The LGW Fault is a primarily dip-slip normal fault cutting through siltstones,
shales and sandstones, with a 30 km long arcuate surface expression (Dockrill
and Shipton, 2010; Fig. 1.2). The fault and associated fractures trend east
to west and dip on average 70° to the south (Dockrill and Shipton, 2010).
Paleo flow of CO2-rich fluids along fractures is evidenced by travertine deposits,
calcite cemented veins and bleaching (i.e. dissolution of iron oxides) of sandstone
and siltstone layers close to the fracture walls (Shipton et al., 2004). These
observations indicate near vertical fluid flow, including through stratigraphic
units that would have traditionally been seen as sealing units (Ogata et al., 2014).
This highlights the importance of detecting faults and fractures in reducing the

3



1.2. Geological Setting and Core Samples

risk of waste storage projects, since they can act as vertical conduits for fluid
migration. Ancient travertine deposits of different ages along the LGW Fault
indicate that the pathway of CO2 leakage has changed over time, possibly due
to sealing of fractures by mineral precipitation (Jung et al., 2014).

Fractures in the study area show a wide variation of infill materials, most
commonly CO2-rich brine, calcite and gypsum, but also minor cements of
pyrite, barite and ankerite as well as clay-rich gouge material in the fault zone
(Eichhubl et al., 2009; Garden et al., 2001; Shipton et al., 2004; Skurtveit et al.,
2017). Furthermore, some fractures are partially cemented and show varying
distributions of infill material. While some fracture surfaces are lined with
mineral precipitates, others include mineral ’bridges’, in which cement fills the
entire fracture aperture but is discontinuous along the fracture (Eichhubl et al.,
2009; Frery et al., 2017).

The CO2W55 scientific exploration well was drilled in 2012 into the footwall of
the Little Grand Wash Fault (Fig. 1.2) with the primary objective of recovering
core samples of reservoir and sealing units exposed to CO2 and CO2-rich fluids
(Kampman et al., 2013). During the drilling, CO2 gas and CO2-rich brine were
first encountered in the basal 35 - 150 m of the Entrada Sandstone (Kampman
et al., 2013). Kampman et al. (2013) comment that bleaching due to CO2 was
most intense around open fractures, indicating that these fractures facilitated
flow of CO2-rich fluid. Core samples were successfully retrieved between 10 and
282 m b.s. All fractures measured in the core samples were natural, sub-vertical
tensile fractures with an average joint roughness coefficient (JRC) of 8 - 9
(Skurtveit et al., 2017). Unfortunately the fluid flow into the well was too
high to conduct borehole logging and the well was cemented and abandoned
(Kampman et al., 2013).

In this thesis, I will focus on two pairs of fractured and intact reference samples
from the CO2W55 well (Skurtveit et al., 2020; Table 1.1). The core samples
are cylindrical in shape and had pre-test diameters of approximately 25.5 mm
and heights of approximately 52.1 mm (Fig. 1.3). Sample LGW1 is a red,
silty sandstone with a thin vertical fracture (Fig. 1.3 - left). Sample LGW2
is the intact reference sample of LGW1. Sample LGW7 is a bleached, slightly
coarser sandstone with a thicker vertical fracture showing substantial mineral
precipitation including gypsum and pyrite (Fig. 1.3 - right). The reference
sample of LGW7, LGW8, is also bleached.

Table 1.1: Overview of the core samples from well CO2W55 used in this study
(Skurtveit et al., 2020).

Sample
ID

Depth
(m)

Sample description Matrix
Porosity
(%)

Initial
Density
(kg/m3)

LGW1 24.77 Thin vertical mode I fracture
in red silty sandstone

2500

LGW2 24.71 Red reference sandstone 5.8− 6.0 2500
LGW7 45.75 Thick vertical mode I fracture

in bleached sandstone
2400

LGW8 45.81 Bleached reference sandstone 7.6 - 7.8 2450
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Unbleached
matrix 
along fracture

Fracture 
Contact point

Mineral growth
in fracture

Bleached
matrix 
along
fracture

Fracture 
aperture

unbleached 

Fracture 
aperture

Extensive 
mineral 
growth
in fracture

25.5 mm 25.5 mm

LGW1 LGW7

Figure 1.3: Photos and CT scans of the (left) thin fracture sample LGW1 and
(right) thick fracture sample LGW7 used in this study. Figure reproduced from
Skurtveit et al. (2017).
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Previous Results from Skurtveit et al. (2020)

Flow and stiffness tests were conducted on the four samples at the Norwegian
Geotechnical Institute (NGI), from 2016 to 2017. The relationship between
static fracture stiffness and flow has been investigated (Figs. 1.4 and 1.5;
Skurtveit et al., 2020). The thin fracture sample LGW1 shows a higher stiffness
and lower permeability due to its smaller aperture and higher contact ratio
(Table 1.2). The thick fracture sample LGW7 shows a lower stiffness and higher
permeability due to its larger aperture and lower contact ratio (Table 1.2). The
fractured samples show effective permeabilities 3 - 5 orders of magnitude higher
than the intact reference samples, indicating that fluid flow is primarily through
the fractures (Fig. 1.5). Variations in permeability with isotropic stress indicate
fracture closure between 1 and 5 MPa for LGW7 and 1 and 3 MPa for LGW1
(Fig. 1.5).

The ultrasonic data used in the experimental section of this study was collected
during these tests, but were not included in the interpretation published by
Skurtveit et al. (2020).

Figure 1.4: (a) Static fracture stiffness as a function of effective isotropic stress
condition calculated using three different approaches, (I) 0.2 MPa pressure steps,
(II) average for loading interval, and (III) average including creep deformation.
(b) Static fracture stiffness including creep deformation for loading, unloading,
and reloading. Figure reproduced from Skurtveit et al. (2020).

Table 1.2: Fracture characteristics estimated from CT volume reconstruction
before and after the tests (Skurtveit et al., 2020). CT scans were taken under
no confining pressure.

Sample ID Mean mech.
aperture
(mm)

Contact
area
(%)

Roughness Dense mineral
ratio/all sample
(%)

LGW1 pre-test 0.10 36 Smooth 20
LGW1 post-test 0.09 59 Smooth 23
LGW7 pre-test 0.53 14 Rough 99
LGW7 post-test 0.44 44 Rough 98

6
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Figure 1.5: (a) Effective core sample permeability and (b) Hydraulic aperture
calculated assuming zero contact ratio under increasing stress. The maximum
value for LGW1 in the first loading cycle (above y-axis limit) is 32.3 µm. Dotted
thin lines highlight data from the first loading cycle. Figure reproduced from
Skurtveit et al. (2020).

1.3 Aims and Objectives

The overall aim of this thesis is to contribute to a better understanding of how
the geometry (aperture, roughness, contact area) and infill material of single
fractures affects seismic measurements (velocity and attenuation). Additionally,
I will discuss to what extent changes in the ultrasonic data collected during the
compression tests can be related to fracture closure and sample permeability
determined by the flow tests (Fig. 1.5).

Originally, the aim of this thesis was to relate the laboratory measurements
to field measurements with a focus on scaling of results and integration of
other datasets. Unfortunately, this was not possible due to COVID-19, and so
it was decided instead to support the experimental section with a numerical
investigation into fracture characteristics and wave propagation.

Throughout the project, my objectives are to:

• Determine the effect of fractures on seismic velocity and attenuation by
interpreting existing ultrasonic data from isotropic compression tests on
samples with and without fractures.

• Interpret closure of the fractures under increasing stress from the ultrasonic
data and investigate if these results can be related to results of the flow
tests.

• Run numerical models calibrated against the experimental results to
investigate the effect of fracture aperture, roughness, angle and infill
material on estimates of fracture stiffness from seismic wave propagation.
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CHAPTER 2

Theoretical Background

2.1 Fracture Characteristics

Fractures are mechanical discontinuities that separate a rock mass into two
or more parts. They are quasi-planar, and typically have lower tensile and
shear strengths than the surrounding rock matrix (Pyrak-Nolte, 2019). There
are many different parameters that can be used to characterize fractures (e.g.
Hakami, 1995; NASEM, 2020 p.20-25). In this study, I focus on the parameters
of aperture, roughness, infill material, infill material distribution and contact
area (Fig 2.1).

b

Aperture Contact Area

Roughness

Infill Material Infill Material 
 Distribution

Figure 2.1: Schematic depicting key fracture parameters considered in this
study.

Fracture aperture can be defined as the mechanical aperture or hydraulic
aperture. The mechanical aperture is the width between the two fracture
surfaces and accounts for the void volume. The hydraulic aperture is the
interconnected aperture that contributes to the permeability of the fracture
(See also section 2.4). This is an important distinction to make, since fracture
surfaces are never perfectly smooth and so the hydraulic aperture is always
smaller than the mechanical aperture. For example, the hydraulic aperture
estimates of the fractures in samples LGW1 and LGW7 are one to two orders
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2.1. Fracture Characteristics

of magnitude smaller than the average mechanical apertures (Table 1.2 and Fig.
1.5; Skurtveit et al., 2020).

Roughness is a measure of how rough or irregular a fracture surface is. It
is a complex parameter that can be described using simple or complicated
techniques (Thomas, 1998). Generally, roughness reflects how frequently and
by how much the height of asperities deviate from a "centre line". The centre
line runs parallel to the profile and intersects it such that the sums of the areas
between the centre line and the profile either side of the line are equal (Tse and
Cruden, 1979). One way to measure the average deviation is the root mean
square (RMS), defined as:

RMS =
[

1
M

∫ x=M

x=0
y2dx

]1/2

(2.1)

where M is the number of discrete measurements of the fracture height, y is
the absolute height of the fracture profile measured from the centre line and dx
is the incremental distance between adjacent height readings.

Using the RMS as a starting point, Myers (1962) suggested three other
parameters to quantitatively characterise roughness. One of these is Z2, the
RMS of the first spatial derivative of the profile, given by the equation:

Z2 = 1
L

∫ x=L

x=0

(
dy

dx

)2
(2.2)

where

xi = the ith segment of L
L = Σ(xi) positive + Σ(xi) negative

In practice, a common approach to quantify roughness is to use the concept of
the joint roughness coefficient (JRC), defined by Barton and Choubey (1977).
Barton and Choubey (1977) determined the JRC empirically from shear tests
conducted on naturally fractured samples and published a set of 10 typical
roughness profiles with JRC values of 0 to 20. JRC is particularly useful since it
can be estimated through simple mechanical tests and fractures can be visually
compared with the reported roughness profiles.

Through analysis of the 10 standard profiles published by Barton and Choubey
(1977), Tse and Cruden (1979) discovered that there is a strong correlation
between the JRC and Z2 values. For a given Z2 value, JRC can be estimated
within 1% uncertainty by:

JRC = 32.2 + 32.47 logZ2 (2.3)

Contact area ratio is the ratio of the area of contacts between the fracture
faces and the total surface area. Contact area ratio is highly stress dependent
and fractures with higher contact area ratios are typically stiffer (Brown and
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2.2. Fracture Specific Stiffness

Scholz, 1985; Cook, 1992). The distribution of contact points along a fracture
also influences its stiffness, with smaller contact points dispersed along a fracture
forming stiffer interfaces than large or clustered contact points (Hopkins et al.,
1987).

Infill material, the material between the fracture surfaces, is an important
characteristic that affects the mechanical, hydraulic and geophysical properties
of fractures. Fractures can be filled with material broken off from the fracture
walls by mechanical erosion (gouge), or by cements formed by mineralisation
as minerals precipitate out of a fluid flowing along the fracture (e.g. Laubach
et al., 2019). Fractures may be completely filled to form veins, or partially
filled to create areas with mineral bridges and open channels (e.g. NRC, 1996,
p.84-86; Gudmundsson, 2011, p.332). For the purpose of this study, gases and
fluids are also considered as infill materials.

2.2 Fracture Specific Stiffness

Fracture specific stiffness is a property that describes the resistance of a
fracture to close and deform under increasing stress. It is the inverse of fracture
compliance and is defined mathematically as the ratio of the incremental stress
change ∆σ to the incremental change in fracture aperture ∆b:

K = ∆σ
∆b (2.4)

Fracture specific stiffness can be estimated using static or dynamic methods.
Static fracture specific stiffness, Kstatic, is determined experimentally from
compression tests and equation 2.4 (e.g. Fig. 1.4; Skurtveit et al., 2020).
Dynamic fracture specific stiffness, Kdynamic, is determined from seismic wave
measurements taken across the fracture, by:

Kdynamic = ωZ

2
√

1
T 2 − 1

, (2.5)

where ω is the wave angular frequency, Z is the seismic impedance of the rock
matrix and T is the transmission coefficient (Pyrak-Nolte et al., 1990). The
transmission coefficient, T , for a given frequency can be estimated from the ratio
of the Fourier spectrum of the signal from a fractured sample to the Fourier
spectrum of the signal from the intact reference sample (Pyrak-Nolte, 2019; See
also equation 2.11.

Furthermore, fractures have a fracture normal stiffness, KN , and a fracture
tangential stiffness, KT , which reflect the resistance of a fracture to close
under normal and tangential stresses, respectively (Fig. 2.2; Schoenberg, 1980).
The normal and tangential specific stiffnesses of a fracture can be different and
the ratio of KN/KT depends upon fracture geometry and infill material (e.g.
Sayers et al., 2009; Choi et al., 2014; Loriaux et al., 2021). In this thesis the
focus is on the normal stiffness, but it is important to be aware of the tangential
stiffness since seismic measurements taken at oblique angles, such as in the
laboratory experiments, depend upon both KN and KT .
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2.2. Fracture Specific Stiffness

σT

KN 

(a) (b) 

= ΔσN /Δb KT = ΔσT /Δb

σN

b

Figure 2.2: Fractures have a specific stiffness value for stresses in the a) normal
and b) tangential directions. Estimates of fracture specific stiffness from wave
propagation at non normal angles depends on both KN and KT . The ratio
KN/KT may not be equal to 1.

For an open, fluid-filled fracture with no contact points, the normal specific
stiffness is related to the fracture aperture, b, and bulk compressibility of the
fluid, kfluid, by (Wu et al., 2005):

KN = kfluid

b
(2.6)

Fracture specific stiffness is a useful parameter since it gives a quantitative
characterisation of the fracture, without needing to perform a detailed analysis
of the aperture, contact area ratio and roughness (Goodman et al., 1968).
Estimates of stiffness from seismic measurements, Kdynamic, are typically larger
than estimates from compression tests, Kstatic (Pyrak-Nolte, 2019; Zhou et al.,
2020; Kewel, 2020).

Estimates of fracture specific stiffness depend upon the state of the fracture,
which varies with changes in local stress conditions or fluid pressure. For example,
increasing the normal stress on a fracture reduces the aperture and increases
the contact area ratio, which in turn increases the fracture stiffness. Fracture
stiffness increases non-linearly with increasing normal stress as more asperities
come into contact and resist closure (Brown and Scholz, 1985). Conversely, an
increase in fluid pressure within the fracture could increase the aperture and
reduce the contact area ratio, increasing the compliance of the fracture.

Note that in this thesis, for the sake of being concise the term "Dynamic Normal
Fracture Specific Stiffness", describing the estimate of fracture specific stiffness
from seismic wave propagation normal to the fracture, may be shortened.
Where wave propagation is non normal, or if referring to static estimates from
Skurtveit et al. (2020), the appropriate terms will be explicitly mentioned to
avoid confusion.
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2.3. Seismic Wave Propagation across Single Fractures

2.3 Seismic Wave Propagation across Single Fractures

Velocity and Attenuation

Seismic wave propagation through a material can be characterised by two
properties: velocity and attenuation. Here I review theory most relevant to
P-waves propagating across fractures. For a general introduction to seismic
waves the reader is referred to textbooks such as Stein and Wysession (2009)
and Shearer (2019).

The simplest method to estimate P- or S-wave velocity is to use the pulse-
transmission (a.k.a. time-of-flight) method (e.g Birch, 1960). In this method,
the time taken for a wave to travel across a known distance is recorded, and
velocity is estimated using:

velocity = source-receiver distance
travel time (2.7)

The velocity at which seismic waves travel through a material depend upon that
material’s elastic constants (λ, µ) and density (ρ). In short, P- and S-waves
travel faster through stiffer rocks. Since fractures typically have lower stiffnesses
than the surrounding rock matrix, they reduce seismic velocities. Though,
where fractures are filled with minerals that are denser and stiffer than the rock
matrix, they can cause higher seismic velocities (e.g. Rempe et al., 2018).

Attenuation describes the energy lost by a seismic wave as it propagates.
Attenuation can be seen in arriving waves as reduced amplitudes and or a
change in the frequency content, for example a reduction of high frequency
content. There are four main causes of attenuation: 1) geometrical spreading
of the wavefront; 2) energy loss due to internal friction, known as intrinsic
attenuation; 3) scattering of the wavefront by small-scale heterogeneities and; 4)
reflection and transmission of waves at discontinuities, such as fractures (Shearer,
2019, p.160). In this study, the focus is on the reflection and transmission of
the waves at the fractures.

Modelling of Fractures

The three simplest ways to model the effect of fractures on seismic velocity
and attenuation are shown in Fig. 2.3 (Pyrak-Nolte et al., 2017). The first
approach is to model the rock matrix as an effective medium with lower average
elastic moduli as a result of the fracture(s) (Fig. 2.3b; e.g. Liu et al., 2000).
This approach may be satisfactory where fractures are much smaller than the
source signal wavelength. However, effective medium hydrogeological models
of fractured aquifers generally perform poorly as they fail to capture the large
variability in hydraulic parameters (Neuman, 2005). Alternatively, the second
and third approaches consider the discrete effect of fractures on seismic waves
and can be used to create discrete fracture models. The second approach is
to represent the fracture as a thin layer with an aperture b and lower elastic
moduli than the rock matrix (Fig. 2.3b; e.g. Li et al., 2013; Lissa et al., 2019).
This is known as a Thin Layer Interface Model (TLIM). The third approach
is to represent the fracture as a displacement discontinuity with a fracture
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2.3. Seismic Wave Propagation across Single Fractures

specific stiffness K (Fig. 2.3b; e.g. Schoenberg, 1980; Pyrak-Nolte et al., 1990;
De Basabe et al., 2016). A displacement discontinuity is also known as a
non-welded contact or linear slip interface.

KN

b

(a) (b) (c) (d)

Figure 2.3: (a) Complex fracture geometry. The fracture can be represented as
(b) an effective medium with reduced elastic moduli, (c) a thin-layer interface
model in which the thin layer has reduced elastic moduli, or (d) a displacement
discontinuity. Lighter colours represent lower elastic moduli. Figure redrawn
from Pyrak-Nolte et al. (2017).

The key difference between the TLIM and displacement discontinuity model
is how displacements are treated across the fracture (Fig. 2.4). In the
displacement discontinuity model, fractures can be represented as 2D edges
with zero width that cause discrete changes in displacements. In the TLIM,
fractures are represented as domains with two edges across which displacements
are continuous. The displacement discontinuity model is more efficient for
numerical simulations since no mesh refinement is needed around the fractures
(De Basabe et al., 2016; Wu et al., 2005). However, since the fracture geometrical
parameters and infill properties are reduced to a single parameter (fracture
specific stiffness), they cannot be varied directly. To investigate how fracture
geometrical parameters and infill properties affect wave propagation, one must
use the TLIM (e.g. Lissa et al., 2019).

Kn

(a) Continuity (b) Discontinuity

x x

u(x,t) u(x,t)

b b → 0

Figure 2.4: Schematic view of displacements across two sides of a fracture due
to an incident P-wave for a a) continuity and b) discontinuity model. Figure
redrawn from Li et al. (2013).
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2.3. Seismic Wave Propagation across Single Fractures

Reflection and Transmission

As a wave propagates across a fracture, energy is divided between the transmitted
and reflected waves (Fig. 2.5). Reflection and transmission coefficients quantify
the amplitude ratio between the incident and outgoing waves.

P-wave propagation across a thin layer satisfies Snell’s law, that:

crock

sinα1
= cfracture

sinα2
= crock

sinα1
(2.8)

where crock and cfracture are the P-wave velocities of the rock matrix and
fracture respectively, and α1 and α2 are angles as indicated in Fig. 2.5. A result
of this is that P-waves enter and leave the fracture at the same angle, but the
raypath is offset during propagation through the fracture.

b

α1

α1

α1

α2
α2

α2

Reflection 1
Reflection 2

Incident

Transmitted

Figure 2.5: Schematic for P-wave propagation across a thin layer interface
model, not considering mode conversions at boundaries. Note that in a TLIM,
multiple reflections are generated at the fracture boundaries. Figures redrawn
from similar in Li et al. (2014).

According to the displacement discontinuity model, fractures behave as low-pass
filters with a cut-off frequency of ωc (Pyrak-Nolte et al., 2017):

ωc = 2K
Z

(2.9)

where K is the fracture specific stiffness (equation. 2.4 or 2.5) and Z is the
seismic impedance of the rock matrix (velocity*density). The transmission
coefficient, T, for a P-wave with a central frequency of ω crossing a fracture in
an isotropic medium is (Pyrak-Nolte et al., 1990):

|T (ω)| = 1√
1 + ( ω

ωc
)2
, (2.10)

Fractures with higher specific stiffnesses have higher cut-off frequencies (smaller
ω
ωc
) and thus higher transmission coefficients. On the other hand, less stiff

fractures have lower cut-off frequencies (higher ω
ωc

) and thus lower transmission
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2.3. Seismic Wave Propagation across Single Fractures

coefficients. Additionally, incident waves with higher central frequencies ω,
(higher ω

ωc
), transmit less energy across a fracture.

In laboratory experiments, the amplitudes of waves exactly before and after
a discontinuity cannot be directly measured. As a practical alternative, the
transmission coefficient of wave incident on a single fracture is commonly defined
as (e.g. Möllhoff et al., 2010, Nagata et al., 2014, Pyrak-Nolte, 2019):

T = Afractured

Aintact
(2.11)

Where Afractured and Aintact are the amplitudes of the waves recorded at the
receiver for a fractured and intact sample, respectively. Amplitudes may be
estimated in the time or frequency domain. This approach suggests that if a
wave was perfectly transmitted (T = 1) across a fracture, the recorded amplitude
would be the same as that of the intact sample. Note that this is the same
definition of transmission coefficient used in equation 2.5 to estimate dynamic
fracture specific stiffness.

The amplitude of the arrival for the intact sample includes the effect of
attenuation by geometrical spreading, internal friction and scattering. For
the fractured sample, the arrival amplitude is also affected by the fracture.
Attenuation for both samples due to geometrical spreading is equal as long as
the source-receiver configuration is identical. Furthermore, attenuation due to
internal friction and scattering could be assumed to be similar if the samples
are of the same lithology. Thus, by looking at the ratio of the two signals, the
causes of attenuation due to the source-receiver configuration and rock matrix
are cancelled out to reveal the effect of the fracture (e.g. Barbosa et al., 2019).

In practice, this definition of transmission coefficient (equation 2.11) is not
without issues. First, there may be minor differences in the sample porosity and
mineralogy that affect attenuation by internal friction and scattering. Secondly,
some energy may be transmitted across the fracture but not arrive at the receiver
due to scattering or the limited view of the fracture due to the source-receiver
configuration (Acosta-Colon et al., 2009). Finally, factors of the experimental
process such as the loading rate and permeability tests between loading steps
may affect the arrival amplitudes. If there are differences in the experimental
process of the intact and fractured samples, it may be challenging to compare
first arrival amplitudes across tests.
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2.4 Fluid Flow through Fractures

Flow through fractures is most simply conceptualised as flow between two
smooth, parallel plates (Fig. 2.6). The fracture transmissivity, T, and
permeability, k, can be approximated by the cubic law (Snow, 1969; Witherspoon
et al., 1980):

T = b3
H

12 , k = b2
H

12 (2.12)

where bH is the hydraulic aperture. Darcy’s law can be modified to calculate
the volumetric flow rate, Q, through a single fracture as:

Q = b3
Hw

12µ
h1 − h2

L
(2.13)

where w is the fracture width (not the aperture), µ is the fluid viscosity, and the
difference in hydraulic head (h1−h2) over the fracture length L is the hydraulic
gradient. As the relationship between fracture flow and aperture is cubic, larger
aperture fractures are able to transport significantly larger quantities of fluid.

L

w

bH

Q

h1 h2

Figure 2.6: Flow through a fracture can be modelled as flow between two
parallel plates. The difference in hydraulic head (h1 − h2) at either side of the
sample drives flow through the fracture at a volumetric flow rate Q.

Though the cubic law may be appropriate for fractures with reasonably smooth
walls, many natural fractures have complex, rough surfaces and contact points
which affect flow (Gudmundsson, 2011, p.473). For rough or partially filled
fracture sets, flow channelling may occur in which most of the flow occurs along
preferential paths.

The precipitation of minerals inside a fracture can significantly decrease its
permeability. However, partially filled fractures may still contribute to flow
parallel for two reasons. First, the flow through the fracture may be highly
channelized. In this case, partial filling of the fracture may not affect the main
channel through which fluid is flowing. Second, mineral veins or gouge material
may form bridges between fracture faces which can increase the fracture stiffness
and resist fracture closure, allowing channels to remain open at great depths
(e.g. Banks et al., 1996; Laubach et al., 2004; Lang et al., 2016).
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PART I

Laboratory Experiments
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CHAPTER 3

Experimental Method

3.1 Experimental Setup

Flow and stiffness tests were conducted on the four samples at the Norwegian
Geotechnical Institute (NGI), from 2016 to 2017. The experimental method
is described in detail in Skurtveit et al. (2020) and Skurtveit et al. (2018).
Further details on the equipment and standard testing procedures are given
in Berre (2011). Here I include a short summary with focus on the velocity
measurements.

Two strain sensors (linear variable differential transformers, or LVDT sensors)
were used to measure the strain in the radial direction (Fig. 3.1). One
set of sensors measured parallel to the fracture and the other measured
perpendicular. Piezoelectric transducers were used to send and receive P-
and S- waves. The received waves were recorded on a digital oscilloscope. The
acoustic velocity sensors were placed such that the radial P-wave velocity was
measured approximately parallel (∼20°) to the fracture, and radial S-wave
velocity measurements were approximately perpendicular (∼70°) (Fig. 3.1).
Additional strain and velocity sensors measured strain, P- and S- wave velocities
in the axial direction, though the exact placement of the axial sensors was not
documented. Sensors were placed in the same positions relative to each other
for the intact reference samples.

Samples were placed in a triaxial cell and isotropic pressure was applied through
oil pressure in the main chamber. Isotropic stress conditions of 1 - 9 MPa during
the tests were chosen to reflect the shallow depth (25 and 46 m) of the samples
(Fig. 3.2). To begin, an effective confining pressure of 1 MPa was applied as
the samples were mounted. The samples were then saturated with 35 g/L NaCl
brine, similar to in situ conditions of the CO2W55 well (Kampman et al., 2013).
The effective isotropic pressure was then increased in steps of 1 - 2 MPa up to
a maximum of 9 MPa. Constant head flow tests were conducted during pauses
in loading. Samples were then unloaded down to 1 MPa, and for three of the
samples the loading cycle was repeated to investigate hysteresis effects (Fig.
3.2). Note from Fig. 3.2 that the total test duration and duration of individual
steps in the loading cycle varied between tests. Ultrasonic measurements were
taken semi-regularly, with an average of at least one measurement for every 0.2
MPa stress increase. Ultrasonic measurements were not taken at the same time
as the flow tests. All samples showed hysteresis effects. For this study I decided
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LVDT sensors

P-wave velocity 
sensors

Fracture plane

S-wave velocity 
sensors

(a)

Rad5 deformation
sensors

Rad4 deformation
sensors

(b)

Figure 3.1: Sensor placements during testing. a) 3D schematic based on CT
images. b) 2D CT images showing the positions of deformation sensors relative
to the fracture. Note that these figures omit the sensors in the axial direction.

to look at only the ultrasonic measurements from the first loading part (1 - 9
MPa) of each test.

Figure 3.2: Total confining stress versus time for the different tests. Note the
variations in loading rate within and across the first loading cycles of each test.
The backpressure was 10 MPa. Figure reproduced from Skurtveit et al. (2020)

3.2 Ultrasonic Data Analysis

To pick the P- and S-wave arrival times, I used NGI’s in-house software Time
Picker (Fig. 3.3; e.g, Abbas, 2015; Tran, 2015; Nooraiepour et al., 2017). The
script displays individual traces where arrival times can be picked, as well
as an overview of all traces. I started by selecting first arrivals of the traces
where the arrival is most clear, which was typically data collected under higher
stresses. These picks acted as control picks. Then, I used the autopick function
to automatically select first arrivals of the remaining traces and reviewed them
manually. Finally, I exported the arrival times.

For some noisier traces, I tried applying bandpass filters to reduce noise and
highlight the first arrival. For example, Fig. 3.4a shows a raw trace of an
axial S-wave for sample LGW7 under 9MPa isotropic stress, and the trace after
applying a 0.125 – 0.4 MHz Butterworth bandpass filter of order 4. The low
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3.2. Ultrasonic Data Analysis

Figure 3.3: Screenshot from the Time Picker script showing how first arrivals
are picked. (Left) Overview of all traces for the given sample, source type and
direction. White crosses mark the automatic arrival picks. (Right) Selected
trace with the pick marked as a green line.

and high frequency noise of the original trace has been reduced and the arrivals
have become clearer (Fig. 3.4). It is important to note that filtering out certain
frequencies can distort the signal so that arrivals appear earlier or later. To
account for this, I picked the arrival times in the original traces and used the
filtered traces as guides.

The P-axial and S-radial traces recorded for the thick fracture sample LGW7
were too noisy, even after filtering, to be included in this study. So, axial P-wave
velocities were estimated from P-wave arrivals in the S-axial traces, and radial
S-wave velocities were estimated from S-wave arrivals in the P-radial traces.

(a) (b)

Figure 3.4: a) Example S-wave trace for sample LGW7 (Thick fracture) and
the trace after applying a Butterworth bandpass filter of order 4. The yellow
boxes highlight the arrivals in the filtered trace, and the arrows indicate the
picked P- and S-wave arrivals in the original trace. b) Spectral content of the
traces in a) (entire record length = 1024µs).

There is no general agreement in the literature on where in the waveform to pick
an S-wave arrival. According to Blewett et al. (1999), one major disadvantage
of the time-of-flight method is that group velocity dispersion within the sample
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3.2. Ultrasonic Data Analysis

causes different frequency components of the signal to arrive at different times,
distorting the transmitted signal. This ambiguity in the arrival leads to there
being four possible parts of the waveform that could be interpreted as the arrival
(Fig. 3.5; Arulnathan et al., 1998). For this study, I decided to consistently
pick the trough (point B) as the S-wave arrival, since this point was generally
clearer than point A.
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Figure 3.5: (a) LGW1 Trace 99 at 9 MPa, a trace where the S-wave arrival
was reasonably clear. (b) Zoomed-in section of (a), and points A-D indicating
possible interpretations of the S-wave arrival. Figure (b) redrawn from similar
in Arulnathan et al. (1998).

Next, I calculated velocities from arrival times using an adapted form of equation
2.7:

V = x

T − T0
(3.1)

Where V is either the P- or S- wave velocity, x is either the height or diameter
of the sample as measured by the strain sensors, T is the picked arrival time for
the P- or S- wave, and T0 is the travel time of the experimental setup without
a sample (known as the zero or head-to-head reading). T0 was measured for
different source types and directions at one stress level and then assumed to be
constant. The values for T0 for different source types and directions are given
in Table 3.1. After calculating velocities, I plotted them against isotropic stress.

Table 3.1: Zero readings T0 for different source types and directions.

P-radial S-radial P-axial S-axial
0.68µs 1.06µs 4.69µs 6.05µs

I also created plots of fracture deformation against stress, where fracture
deformation df , or, the change in mechanical aperture ∆bm, is estimated by
equation 3.2:

df = ∆bm = dRad4 − dRad5 (3.2)
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where dRad5 is the diameter of the sample parallel to the fracture, representing
the rock matrix deformation, and dRad4 is the diameter of the sample
perpendicular to the fracture, representing the combined deformation of the
fracture and the rock matrix (Fig. 3.1b; Skurtveit et al., 2020).

To isolate P-wave first arrivals from later arrivals and reflections, I applied
a half-cosine taper with a 4µs window to each trace, following Pyrak-Nolte
et al. (1990) (e.g. Fig 3.6). I tried different taper lengths to ensure that the
frequency content of the received pulse was not significantly distorted. To make
the results comparable, I applied the same taper to all P-wave signals in the
lab and modelling sections. After applying tapers, I measured the peak-to-peak
amplitudes of the P-wave first arrivals and plotted them against stress.

To analyse the frequency content of the first arrivals, I applied a fast Fourier
transform (FFT) to calculate the spectral amplitude distributions (e.g. Fig.
3.6b). To increase the frequency resolution of the FFT, I padded the signal
vector with zeros. I then plotted the central frequency of the first arrival against
stress, together with the peak-to-peak amplitude data.

I estimated the transmission coefficient of the thick fracture (LGW7) as the ratio
of the Fourier spectrum of the signal from LGW7 to the Fourier spectrum of the
signal from reference sample LGW8 (equation 2.11). From this, I then estimated
the apparent dynamic fracture stiffness of sample LGW7 using equation 2.5. I
used a dominant frequency, f, of 0.27 MHz from the FFT of the LGW7 trace
at 1MPa (see Fig. 4.3b in the results) and a constant density of 2,400 kg/m3
(Table 1.1). At each stress point I took the velocity of the intact sample LGW8
as the phase velocity (see Fig. 4.1a in the results). The dynamic fracture
stiffness is apparent since P-wave propagation in the laboratory experiments
was not perpendicular to the fracture plane (Figs. 2.2 and 3.1).
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Figure 3.6: Example of taper applied to a LGW1 P-wave first arrival. a)
Original trace, half-cosine taper with a 4µs window and tapered version of
the trace. b) Spectral content of the original trace (4µs window) and tapered
version.
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Velocity Measurement Uncertainty

To estimate the uncertainty in velocity measurements, I followed the analysis
presented in Nooraiepour et al. (2017), which is similar to the method used by
Hornby (1998) and Yin (1993). Equation 3.1, used to calculate the velocities,
can be expanded in terms of partial derivatives to estimate the maximum
absolute error in the velocity measurements as:

∆V = ∆x
∣∣∣ 1
T − T0

∣∣∣+ 2x
∣∣∣ ∆T
(T − T0)2

∣∣∣ (3.3)

where ∆x is the absolute error in the sample height or diameter, and ∆T is
the time resolution for ∆T and ∆T0 (Nooraiepour et al., 2017). The precision
of the LVDT sensors used to measure sample height and diameter is reported
to be 0.1 - 0.25% (RDP Electronics, 2021). To estimate the error ∆x I used
an average sample diameter and height of 25.5 mm and 52.1 mm, respectively.
The precision of first arrival picks in the Time Picker software is 0.1 - 0.025 µs
for P-waves and 0.2 - 0.025 µs for S-waves (Nooraiepour et al., 2017). However,
the limiting factor is the sampling interval used for digitising the waveform,
which was 0.1 µs for samples LGW1, LGW2 and LGW8, and 0.2 µs for sample
LGW7 (Thick Fracture). The second term in equation. 3.3, related to the
uncertainty in time picks, contributes approximately 95% of the total calculated
error. Since the sampling interval of traces for sample LGW7 was twice that
of the other samples, the estimated errors for that sample are almost twice as
large.

For each source type and direction, I estimated the minimum and maximum
errors using minimum and maximum values of T , the measured arrival time.
Tables 3.2 and 3.3 show the relative errors for each source type and direction for
typical velocities (Figs. 4.1 and 4.2 in results), using sampling rates ∆T of 0.1 µs
and 0.2 µs, respectively. Measurements of P-wave arrivals in the radial direction
have the largest absolute and relative error, since they have the smallest T −T0.
Absolute errors are between ±110 and 190 m/s for samples LGW1, LGW2 and
LGW8, and between ±220 and 370 m/s for LGW7. Conversely, measurements
of S-wave arrivals in the axial direction have the smallest absolute and relative
error, since they have the largest T − T0. Absolute errors are between ±15 and
20 m/s for samples LGW1, LGW2 and LGW8, and between ±30 and 60 m/s
for LGW7.
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3.2. Ultrasonic Data Analysis

Table 3.2: Minimum and maximum relative errors in velocity measurements at
typical velocities for samples LGW1, LGW2 and LGW8 (∆T = 0.1µs).

Source type,
direction

Typical
Velocity
(m/s)

Min relative
error ± (%)

Max relative
error ± (%)

P, radial 4200 3.0 4.5
P, axial 4600 1.5 2.0
S, radial 1600 1.5 2.0
S, axial 2200 1.0 1.0

Table 3.3: Minimum and maximum relative errors in velocity measurements at
typical velocities for sample LGW7 (∆T = 0.2µs).

Source type,
direction

Typical
Velocity
(m/s)

Min relative
error ± (%)

Max relative
error ± (%)

P, radial 4000 5.5 9.0
P, axial 4200 3.0 4.0
S, radial 1800 2.5 3.0
S, axial 2100 1.5 3.0
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CHAPTER 4

Experimental Results

4.1 Velocity Measurements

All samples showed increasing velocities in both axial and radial directions under
increasing isotropic stress from 1 to 9 MPa (Figs. 4.1 and 4.2). It is important
to state that the error bars included in the plots, calculated using equation
3.3, represent only the uncertainty due to resolution limits of the experimental
equipment, and do not take into account uncertainty in the first arrival picks
themselves, for reasons such as those given in the discussion (section 5.1). The
total uncertainty is likely larger than calculated, particularly for S-waves.

In the radial direction, the fractured samples show initially slower velocities,
which then converge to values comparable with the reference samples (Fig. 4.1).
The P-wave velocity of the thick fracture sample LGW7 increases from 3600 to
4300 m/s, whereas the thin fracture sample LGW1 velocity increases from 3900
to 4250 m/s. Compared to the thin fracture sample, the thick fracture sample
shows larger differences in absolute value and gradient with respect to stress
relative to its intact counterpart.

In the axial direction, P-wave velocities (Fig. 4.1b) were measured to be on
average 10 - 15% faster than those measured in the radial direction (Fig. 4.1a).
The P-wave velocity of the thick fracture sample LGW7 increases from 4000 to
4450 m/s, whereas the thin fracture sample LGW1 velocity increases from 4250
to 4650 m/s. The fractured samples show consistently slower velocities relative
to their intact counterparts, even at higher stresses. The thick fracture sample
again shows a larger difference relative to its intact counterpart than the thin
fracture sample.

In both radial and axial directions, S-wave velocities increase near-linearly with
stress, and estimates between sample pairs follow each other closely (Fig. 4.2).
In the radial direction, the S-wave velocities of samples LGW7 and LGW8
increase from around 1750 to 1850 m/s. The S-wave velocities of samples LGW1
and LGW2 are slower, increasing from 1350 to almost 1500 m/s. In the axial
direction, S-wave velocity estimates of samples LGW7 and LGW8 are 10%
faster, consistent with the increases in P-wave velocities measured for all four
samples (Figs. 4.1 and 4.2). The S-wave velocities of these samples increases
from around 1950 to 2150 m/s. The S-wave velocity estimates of the samples
LGW1 and LGW2, however, are approximately 60% faster in the axial direction,
ranging from 2200 to 2450 m/s.
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4.1. Velocity Measurements
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Figure 4.1: P-wave velocities measured in the a) radial and b) axial direction
with increasing stress. Shaded areas indicate the maximum error ranges
calculated from resolution limits of the experimental setup (Tables 3.2 and 3.3).
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4.1. Velocity Measurements
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Figure 4.2: S-wave velocities measured in the a) radial and b) axial direction
with increasing stress. Shaded areas indicate the maximum error ranges
calculated from resolution limits of the experimental setup (Tables 3.2 and 3.3).
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4.2. Amplitude and Frequency Analysis

4.2 Amplitude and Frequency Analysis

Radial Direction

At 1 MPa, the peak-to-peak amplitude of the thin fracture sample LGW1 is
10% larger than that of its reference sample LGW2, whereas the peak-to-peak
amplitude of the thick fracture sample LGW7 is almost five times smaller than
that of its reference sample LGW8 (Fig. 4.3a and Table 4.1). The Fourier
spectrum shows that, at 1MPa, the central arrival frequency for samples LGW1,
LGW2 and LGW8 is around 0.32 MHz, whereas for sample LGW7 it is 0.27
MHz (Fig. 4.3b).

Generally, all samples show increasing peak-to-peak amplitudes and central
frequencies with increasing stress (Figs. 4.4 and 4.5). Though, it seems
that these measurements are dependent upon the loading cycle (Fig. 3.2), as
individual loading steps can be identified in these plots. This is considered
further in the discussion (section 5.2).

Figures including selected P-radial first arrivals and their Fourier transforms
for the four samples under varying stresses are included in Appendix A for
reference (Figs. A.1 to A.4).

Table 4.1: Summary of arrival times, peak-to-peak amplitudes and spectral
maximums for P-wave arrivals in the radial direction under 1 MPa stress. See
also Fig. 4.3. *Increase due to secondary consolidation.

Sample Arrival Time
+ T0(µs)

Peak-to-
peak

Amplitude
(mV)

Spectral
Maximum

(mV)

LGW1 (Thin
fracture)

7.0 315 - 340* 1.94

LGW2 6.9 285 1.74

LGW7
(Thick
fracture)

7.7 140 0.54

LGW8 7.1 680 4.23
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Figure 4.3: a) Tapered P-wave arrivals measured at 1MPa in the radial direction
for the four samples and b) FFT of the traces in a). The P-wave for the thick
fracture sample LGW7 arrives later with a smaller amplitude and lower central
frequency.
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Figure 4.4: Peak-to-peak amplitude and central frequency of the first P-wave
arrival measured in the radial direction under 1 - 9 MPa stress, for (a) LGW1
(Thin Fracture) and (b) LGW2 (Reference 1). Note the difference in y-axis
limits.
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Figure 4.5: Peak-to-peak amplitude and central frequency of the first P-wave
arrival measured in the radial direction under 1 - 9 MPa stress, for (a) LGW7
(Thick Fracture) and (b) LGW8 (Reference 2). Note the difference in y-axis
limits.
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4.2. Amplitude and Frequency Analysis

Axial Direction

Compared to P-wave arrivals measured in the radial direction, those in the
axial direction arrive later and with smaller amplitudes (Table 4.2 and Fig. 4.6).
This could be expected since the waves propagated over a larger distance (52.1
mm as opposed to 25.5 mm in the radial direction).

Though the radial P-wave arrivals of LGW1 and LGW2 had similar arrival
times and amplitudes, the axial P-wave of LGW1 shows a later arrival with a
smaller amplitude relative to LGW2 (Table 4.2 and Fig. 4.6).

Unfortunately, the P-axial data for LGW7 was too noisy to use, so a comparison
with reference LGW8 is not possible. The data for LGW8 also shows significant
noise before the first arrival (Fig. 4.6 - before 16.5 µs). Though, the data is
still usable and it can be noted that LGW8 again has the largest peak-to-peak
amplitude, here 1.5 times larger than the other reference sample LGW2 (Table
4.2 and Fig. 4.6).

Table 4.2: Summary of arrival times, peak-to-peak amplitudes and spectral
maximums for P-wave arrivals in the axial direction under 1 MPa stress. See
also Fig. 4.6.

Sample Arrival Time
+ T0(µs)

Peak-to-
peak

Amplitude
(mV)

Spectral
Maximum

(mV)

LGW1 (Thin
fracture)

16.9 15 0.12

LGW2 16.4 60 0.42

LGW8 16.3 90 0.68

The peak-to-peak amplitudes of first P-wave arrivals measured in the axial
direction increased near linearly with increasing stress (Figs. 4.7 and 4.8). The
peak-to-peak amplitudes of P-axial waves are smaller in magnitude than the
P-radial waves, and so have a lower signal-to-noise ratio. This leads to a higher
uncertainty in the amplitude and central frequency values.

Figures including selected P-axial first arrivals and their Fourier transforms
for samples LGW1, LGW2 and LGW8 under varying stresses are included in
Appendix A for reference (Figs. A.5 to A.7).
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Figure 4.6: a) Tapered P-wave arrivals measured at 1MPa in the axial direction
for three of the four samples and b) FFT of the traces in a). The P-axial data
for LGW7 (Thick Fracture) was too noisy.
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Figure 4.7: Peak-to-peak amplitude and central frequency of the first P-wave
arrival measured in the axial direction under 1 - 9 MPa stress, for (a) LGW1
(Thin Fracture) and (b) LGW2 (Reference 1). Note the difference in y-axis
limits.
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Figure 4.8: Peak-to-peak amplitude and central frequency of the first P-wave
arrival measured in the axial direction under 1 - 9 MPa stress for LGW8
(Reference 2).
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4.3. Fracture Deformation and Stiffness

4.3 Fracture Deformation and Stiffness

I estimated fracture deformation for the two fractured samples using equation.
3.2. Fracture deformation for the thin fracture sample LGW1 increased linearly
from 0.017 to 0.03 mm between 1 and 9 MPa (Fig. 4.9). More fracture
deformation was observed for the thick fracture sample LGW7, which increased
non-linearly from 0.10 to 0.18mm during loading.

Based on equation 2.5, the dynamic specific stiffness of the LGW7 fracture is
estimated to vary between 1000 and 1400 MPa/mm (Fig. 4.10). The calculated
dynamic fracture stiffness increases with stress, and is on the same order of
magnitude of the static fracture stiffness estimates by Skurtveit et al. (2020).
Though, it is important to note that equation 2.5 is only strictly valid for
wave propagation normal to the fracture plane, which was not the case in this
study (section 3.1). The dynamic stiffness of the LGW1 fracture could not
be estimated from the P-radial data in the same way, since the peak-to-peak
amplitudes of the fractured sample are actually higher than the intact reference
(T > 1 according to equation 2.11) (Fig. 4.3).
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Figure 4.9: Fracture deformation of samples LGW1 and LGW7, calculated
using 2.5, against effective isotropic stress.
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4.3. Fracture Deformation and Stiffness
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Figure 4.10: Apparent dynamic specific fracture stiffness of sample LGW7
calculated using equation. 2.5, between 1 and 9 MPa. These values are
estimates since wave propagation was not normal to the fracture.
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CHAPTER 5

Experimental Discussion

The aim of the experiments was to investigate how the fractures in samples
LGW1 and LGW7 affect the ultrasonic wave propgation. Under this aim there
are three questions to answer: 1) To what extent are the fractures detectable?
2) Can closure of the fractures under increasing stress be identified? and finally
3) Can the ultrasonic data be related to results of the flow tests?

5.1 Detecting Fractures

The fractures in samples LGW1 and LGW7 may be detected by comparing data
from the fractured samples to their intact counterparts. Since both samples
record the attenuation of the wave through the core sample, any difference
in arrival time, amplitude or frequency can, in principle, be attributed to the
fracture. In practice, discrepancies between the two datasets may arise due to
differences in transducer-sample contact, heterogeneous distribution of dense
minerals and porosity in the samples, or other unknown factors which affect
fracture visibility.

The thick fracture in sample LGW7 is clearly visible in the ultrasonic data
as the radial P-waves arrive later, with smaller amplitudes and lower central
frequencies relative to the intact sample LGW8 (Fig. 4.3). On the other hand,
the thin fracture in sample LGW1 is less visible in the radial data as the P-wave
arrives with a similar amplitude and central frequency to the intact sample
LGW2 (Fig. 4.3). The thin fracture can only be identified in the radial direction
by the 0.1 µs delay relative to LGW2. That the P-radial wave in LGW1 arrives
with a similar amplitude and frequency to its reference sample could be related
to the thin aperture and relatively high contact ratio of the fracture (Fig. 1.3
and Table 1.2).

The thin fracture seems to affect wave propagation more in the axial direction,
as the axial P-wave arrives later and with a smaller amplitude relative to LGW2
(Table 4.2 and Fig. 4.6). This could indicate attenuation by the fracture, or be
due to differences in sample layering or porosity between LGW1 and LGW2.
Unfortunately the exact position of the P-wave transducers in the axial direction
is unknown and so it is difficult to distinguish between the effect of the fracture
and other variables.
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5.1. Detecting Fractures

S-wave First Arrival Uncertainty

Previous experimental work has shown that fractures can largely affect the
velocity and attenuation of S-waves (e.g. Nara et al., 2011; Kamali-Asl et al.,
2019). One may have expected the S-waves to be more affected than P-waves in
the experiments since they cannot travel through liquids and they were travelling
near normal to the fracture plane (Fig. 3.1). Additionally, the wavelength of
S-waves is shorter so the fracture would appear larger than for the P-waves.
Thus, it was surprising that in this study, S-waves appear insensitive to the
fractures. Or in other words, the fractures could not be detected using S-waves.
This may be explained by the large uncertainties surrounding the S-wave arrival
picks.

For both P- and S-waves, traces recorded at lower stresses typically showed less
clear arrivals than traces at higher stresses (e.g. Fig. 5.1). This could be due, in
part, to poorer contact between the piezoelectric transducers and the samples
at lower stresses, a commonly reported issue (Pyrak-Nolte et al., 1990; Allen
et al., 2017; Nooraiepour et al., 2017). S-wave arrivals at lower stresses are
additionally difficult to pick since they can be obscured by the P-wave arrival.
It is possible that the S-waves were attenuated by the fractures to such a large
extent that the arrivals are invisible. In their study of fractured basalt samples,
Nara et al. (2011) reported that for one sample they could not get sufficient
signal amplitude for the S-wave below an effective pressure of 20 MPa, and for
another sample a signal was not clear until 40 MPa. Rempe et al. (2018) also
reported difficulties in identifying S wave arrivals for some samples, resulting in
velocity uncertainties larger than 10%.

These factors affecting the clarity of S-wave arrivals introduce considerable
doubt in the Time Picker autopick function to be able to accurately extrapolate
S-wave picks (Fig. 5.1). For example, the S-radial arrival for LGW1 was picked
manually for the 9 MPa trace, in which the arrival was most clear (Fig. 5.1a
and c). However, the trough that was selected as the arrival does not exist
in traces recorded under lower stresses, so the arrivals extrapolated using the
autopick function are less clear.

For the reasons above, though the S-waves appear unaffected by the fractures in
these experiments, the measurement uncertainty is too large to draw conclusions
regarding the ability of S-waves to detect fractures.
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Figure 5.1: a) A screenshot from Time Picker indicating the challenge in
extrapolating picks across different stresses. White arrows indicate the ’path’ of
picks. b) LGW1 at 2 MPa (Trace 40), where the selected trough has disappeared
and the S-wave arrival is unclear. c) LGW1 at 9 MPa (Trace 99), where the
S-wave arrival was picked.
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5.2. Identifying Stress Dependent Fracture Closure

5.2 Identifying Stress Dependent Fracture Closure

During the experiments, the fractures in samples LGW1 and LGW7 closed and
deformed under increasing isotropic stress. Fracture closure can be identified
in the ultrasonic data by faster arrival times, larger amplitudes and or higher
central frequencies. A note of caution is due here since these trends can also
be caused by improving contact between the piezoelectric transducers and
the sample, as well as porosity reduction of the samples under increasing
stress. Furthermore, variations in the loading cycle (Fig. 3.2) and changes in
pore pressure within the fracture during flow tests (Fig. 1.5) also introduced
significant noise to the ultrasonic data, particularly the peak-to-peak amplitudes.
These factors make it challenging to identify fracture closure, and the results
should be viewed with caution.

Nevertheless, the most convincing evidence of fracture closure is in the P-radial
velocity estimates for the thick fracture sample LGW7 (Fig. 4.1a). From 1
to 5 MPa, the P-radial velocity of LGW7 increases faster than other samples
and approaches the P-radial velocity of its intact counterpart, LGW8. This
interpretation of fracture closure is supported by the fracture deformation data,
which shows decreasing rates of deformation with stress as the fracture closes
and increases in stiffness (Fig. 4.9).

While the thick fracture of LGW7 is visible in the amplitude and frequency
data, closure of the fracture under stress in this data is not clear (Fig. 4.5aa).
There is no clear trend in the amplitude data and the increase in frequency
with stress is similar to that of the reference sample LGW8. Between 1 and 3
MPa, the amplitude and frequency data show a kind of sawtooth pattern, with
increases during the loading steps and sharp decreases at the end of each step
(Fig. 5.2a). One possible explanation for this is that the fracture was closing
with increasing stress, then partially reopening during the flow tests at the end
of each loading step. This would indicate that the amplitudes and frequencies
are sensitive to the state of the fracture, but the data lacks a clear overall trend
(Fig. 5.2a).

For the thin fracture sample LGW1, the P-radial velocity measurements also
suggest fracture closure between 1 and 3 MPa, as the velocity of LGW1
increases and approaches the velocity of its reference sample, LGW2 (Fig.
4.1). The fracture deformation data is less clear, showing linear deformation
with increasing stress (Fig. 4.9).

Interestingly, though the thin fracture is invisible in the amplitude data, closure
of the fracture with increasing stress may be visible in the relative amplitude
changes (Fig. 5.2b). The amplitude data again show a kind of sawtooth pattern
across the loading steps, but from 1 to 3 MPa the minimum amplitude increases
from 315 to 345 mV. Though, secondary consolidation is clearly visible at 1,
2 and 3 MPa and it is unclear how this affects the trends. It could be argued
that secondary consolidation and or improved contact with the transducers and
core sample causes the increase in minimum amplitude, rather than closure of
the fracture.

From the limited results in this study, I conclude that reductions in fracture
aperture with increasing stress are most reliably quantified by P-wave velocity
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5.2. Identifying Stress Dependent Fracture Closure

Drops in frequency and amplitude
related to flow tests

(a)

Fracture closure 1 - 3 MPa?

(b)

Figure 5.2: Possible interpretations of fracture closure in the amplitude and
frequency data for a) Thick fracture sample LGW7 and b) Thin fracture sample
LGW1. Grey areas highlight amplitude changes due to secondary consolidation.
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5.2. Identifying Stress Dependent Fracture Closure

measurements across the fracture. The results suggest that the amplitude and
frequency of first arrivals are also sensitive to the state of the fracture, but noise
introduced by different loading rates and the flow tests made it challenging to
compare results and identify clear trends.
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5.3. Relating Ultrasonic Data to Flow Test Results

5.3 Relating Ultrasonic Data to Flow Test Results

The final objective of the experimental section was to see if changes in the
ultrasonic data could be related to changes in fracture permeability measured
during the flow tests (Fig. 1.5; Skurtveit et al., 2020).

The decreases in permeability measured for LGW7 correlate very well with
the interpretation of fracture closure from velocity measurements (velocity of
intact sample - velocity of fractured sample) (Fig. 5.3a). The sharp reduction
in permeability between 1 and 3 MPa is accompanied by a sharp decrease in
the difference in P-radial velocities between LGW7 and LGW8. The difference
in P-radial velocities between the two samples further decreases and stabilises
around 5 MPa, similar to the permeability.

Since the peak-to-peak amplitude and frequency data of LGW7 did not capture
the fracture closure, it does not relate well to the permeability data either (Figs.
5.2a and 5.3a). The estimates of dynamic stiffness for LGW7 do show increasing
stiffness with stress, but the gradient and magnitude of the curve do not match
well with the flow test results (Fig. 4.10).

The decreases in permeability measured for LGW1 correlate fairly well with
the interpretation of fracture closure from velocity measurements and, possibly,
amplitude data (Fig. 5.3b). The permeability of the thin fracture seems to
stabilise between 3 and 7 MPa, but a sudden decrease in flow was observed
between 7 and 9 MPa. Skurtveit et al. (2020) suggested that this could be
explained by either possible mating of the fracture surfaces or particle clogging
of the small aperture at the top of the sample. The particle clogging hypothesis
seems most plausible since the ultrasonic data does not show a similarly abrupt
change between 7 and 9 MPa that would correspond to an increase in fracture
contact area.

These experiments have shown that it is possible to relate seismic measurements
of fractures to their permeability. In particular, faster P-wave velocities can be
related to stiffer fractures with smaller apertures and lower permeabilities (Figs.
1.5, 4.1, 4.3 and 5.3). This finding supports the work of other studies in this
area linking decreases in fracture aperture and permeability with increases in
velocity (Pyrak-Nolte et al., 1987, Nara et al., 2011, Nara et al., 2012, Shokouhi
et al., 2019, Kamali-Asl et al., 2019, Yu et al., 2019; Kewel, 2020).
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Figure 5.3: (Left axis) Effective core permeability measured during the flow
tests (Skurtveit et al., 2020) and (right axis) P-radial velocity of intact sample -
velocity of P-radial velocity of fractured sample for a) Thick fractured sample
LGW7 and b) Thin fractured sample LGW1. Note the difference in y-axis
limits.
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PART II

Numerical Modelling
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CHAPTER 6

Modelling Method

Based on the experimental work, I decided to run numerical models of ultrasonic
wave propagation through a fractured sample to support and expand upon
the laboratory results. With numerical models, it is possible to systematically
investigate how different fracture parameters affect wave propagation in a way
that would not be possible using only laboratory methods.

Early on, it was decided to run 2D models since they are less computationally
expensive. I also decided to focus on wave propagation in the radial direction,
since the experimental radial data quality was higher and the source and receiver
locations were more well constrained than in the axial direction. Furthermore,
in the models I only looked at P-wave first arrivals, since in the experimental
section the S-wave data showed little variation.

The models presented here are simplified representations of the naturally
complex core samples. Though, the results can still be useful in understanding
wave propagation across single fractures. The known assumptions and
limitations of the models in this study are considered in the discussion (section
8.2).

6.1 Modelling Workflow

To create and run the numerical models, I followed COMSOL’s 8 steps of the
modelling workflow (COMSOL, 2021). This method section follows this order:

1. Setting up the model environment.

2. Creating definitions (e.g. source signal function).

3. Building the geometry.

4. Specifying material properties.

5. Defining boundary conditions.

6. Creating the mesh.

7. Running the simulation.

8. Post-processing of results.
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6.1. Modelling Workflow

First, I aimed to setup a model that recreated measurements from the laboratory
experiments (e.g. Fig. 4.3). The intact reference model was setup as depicted
in Fig. 6.1a. The source and receiver were approximated as 3mm boundaries,
matching the size of the piezoelectric transducers used in the lab. A P-wave is
generated at the source edge, which then propagates through the core sample
and is recorded at the receiver edge. The fracture model contained an additional
domain to model the fracture, as depicted in Fig. 6.1b. The fracture was placed
at a 20° to match the CT scan data of LGW7 (Fig. 6.2). Note also from Fig.
6.2 that the fracture is well centered and symmetrical, so either piezoelectric
transducer could act as the source or receiver.

25.5mm

3mm
Source edge

Receiver edge

Receiver point

x

y

(a)
25.5mm

0.88mm

Core material

20°

Fracture 
material

(b)

Figure 6.1: Schematics showing the model geometry for the (a) intact and (b)
fractured models used for model calibration.

20°

1mmx

y

Figure 6.2: A CT image of LGW7 (Thick fracture) with the P-wave piezoelectric
transducers on either side of the sample. Note that the fracture is at a 20° angle
to the wave propagation.

The model parameters and material properties were selected to be as close to the
experimental conditions as possible (Table 6.1). The core diameter (25.5mm),
density and P- and S-wave velocities were chosen as average values of the lab
data (Table 1.1, Figs. 4.1a and 4.2a). The Young’s modulus was estimated
from the drained bulk moduli of the intact samples, 1.5 – 3 GPa, as reported
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6.1. Modelling Workflow

by Skurtveit et al. (2020). The fracture infill density was calculated to be that
of a 35 g/L NaCl brine, as was used in the laboratory experiments (Skurtveit
et al., 2020). The Poisson’s ratio was chosen as an average value for sandstones
(Turcotte and Schubert, 2014, p.575). Finally, the simulations were run at room
temperature and pressure.

Table 6.1: Summary of model parameters and material properties used in the
numerical models. * These values, as well as the fracture roughness, were varied
in the parameter study.

Core

Diameter (mm) 25.5
Density (kg/m3) 2500

P-wave Velocity (m/s) 4000
S-wave Velocity (m/s) 1800

Poisson’s Ratio 0.25
Young’s Modulus (GPa) 13.5

Fracture*

Angle from x-axis (°) 20
Aperture (mm) 0.88
Infill Material Brine

Infill Material Density (kg/m3) 1024
P-wave Velocity (m/s) 1470

Piezoelectric Transducers Diameter (mm) 3

The models were setup using the domains and boundaries as represented in
Fig. 6.3. The core domains were modelled using the Elastic Waves, Time
Explicit1 (elte) interface. The fracture domain, when modelled as a non-solid,
was modelled using the Pressure Acoustics, Time Explicit (pate) interface.
The boundaries between these two domains was modelled using the Acoustic-
Structure, Time Explicit Boundary. The outer boundaries were modelled
as Fixed for the elastic domain and Sound Hard Boundary for the acoustic
domain, as the samples in the laboratory were held fixed in place. The source
was generated using a Boundary Load boundary condition on the source edge,
which exerted a total force against time as defined by the source function.

The last step before running the simulation is to generate a mesh (e.g. Fig.
6.4). For all models I used a Free Triangular mesh with a maximum element
size, hmax, given by:

hmax = cmin

3f0
(6.1)

where cmin is the minimum wave speed, and f0 is the central frequency of the
source function. Note in Fig. 6.4 how the mesh is refined close to the receiver
point.

I then ran the models using a Time Explicit solver with the Runge-Kutta
method of order 2. I ran the model twice: once at coarse time steps (1µs)
that saved the solution for the entire model domain, to create snapshots of
the wave propagating through the sample. Then again with a finer time

1Terminology here in bold relate to specific terms used in COMSOL Multiphysics.
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6.2. Model Calibration

resolution (0.1µs) that saved the solution only at the receiver edge, to record
what would be measured by the receiving transducer. After running the models,
I then integrated the particle velocity (x direction) measured at the receiver
against time to obtain the displacement against time. I then converted the
displacement into voltage by multiplying it by the piezoelectric constant of
375e-12 m/V (Boston Piezooptics, 2021). Finally, as with the lab data, I applied
a 4µs half-cosine taper to the first arrival (e.g. Fig. 3.6).

25.5mm

Pressure Acoustics,
Time Explicit

Elastic Waves, 
Time Explicit

Boundary Load

Structure-Acoustic
Boundary

Fixed

Sound Hard 
Boundary

x

y

Figure 6.3: Schematic showing the model domains (bold) and boundaries in the
fractured model when the fracture was filled with brine. For models in which
the fracture was filled with a solid (e.g. calcite, pyrite), the fracture domain
was modelled using the Elastic Waves, Time Explicit interface.

(a) (b)

Figure 6.4: Screenshots from COMSOL showing the mesh for a) the fractured
model used in the calibration and b) a rough model (JRC = 9) used in the
parameter study.

6.2 Model Calibration

The first part of the calibration was to find an appropriate source function that
produced signals similar to those recorded in the experiments. This step is
critical since how the wave interacts with the fracture is dependent upon its
amplitude and frequency content (Theory section 2.3). In order for the model

50



6.2. Model Calibration

results to be relatable to the laboratory data, the source function must have a
comparable frequency content and amplitude.

In the laboratory, the source function depends upon the input signal used to
excite the piezoelectric transducer as well as its resonant frequency. The input
signal used in the laboratory experiments is unknown to the author, however
Nooraiepour et al. (2017), who conducted similar experiments in the same
laboratory, mentioned that the P- and S-wave transducers used had a resonant
frequency of 500 kHz.

I considered three source functions: a Ricker wavelet, a Hanning [Hann] window
and a sine function (Fig. 6.5). The Ricker wavelet and sine function are defined
in terms of their central frequency and amplitude, and the Hanning window is
defined in terms of its cut-off frequency and amplitude. I ran simulations of the
intact sample while varying the frequencies and amplitudes of these three source
functions. Of the three functions, the Hanning window fits the lab data the
best in both the time and frequency domain (Fig. 6.6). From this, I decided to
use a Hanning window with a cut-off frequency of 1 MHz as the source function
in the models.
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Figure 6.5: Comparison of functions considered as source functions in the (a)
time and (b) frequency domain.

After deciding on a source function, the next step was to calibrate a fractured
model against the laboratory data. I did this by varying the fracture aperture
and angle until a reasonable fit with the lab data was achieved. Specifically,
I considered the arrival delay relative to the intact sample, the shape of the
waveform and frequency content, and the decrease in amplitude as a result of
the fracture. The fractured model was calibrated against laboratory data from
the thick fracture sample LGW7 and its reference sample LGW8. I chose to
focus on this dataset as, compared to LGW1, the LGW7 P-radial data has
larger differences with its intact sample (e.g. Fig. 4.1). Additionally, models
with larger aperture fractures are faster to run, since the average element size
is larger.
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Figure 6.6: Comparison of tapered traces recorded using the three functions in
Fig. 6.5 as source functions, in the (a) time domain and (b) frequency domain.
The Hanning window source model (purple) shows the best fit with the lab
data (blue).

6.3 Parameter Study

Once a reasonable fit to the laboratory data was achieved, I conducted a
parameter study to investigate the effect of fracture aperture, angle, roughness
and material infill on the wave propagation across the sample. I varied one
parameter at a time while keeping the others constant (Table 6.2). The fracture
was oriented normal to the wave propagation, except for when the incidence
angle was varied. For each model result where wave propagation was normal to
the fracture I estimated the fracture stiffness using equation 2.5.

I placed additional focus on varying the fracture infill material and distribution,
using the materials in Table 6.3 and the distributions shown in Fig. 6.7. The
three different infill distributions each cover 50% of the fracture area with solid
calcite and 50% of the area with liquid brine. I selected these infill distributions
to reflect conditions similar to those observed in the samples (Fig. 1.3) and
other natural fractures in the Little Grand Wash Fault area (section 1.2).

Table 6.2: Overview of fracture parameters varied for the parameter study.
Fracture angles were measured from the x-axis.

Parameter Modelled Runs
Fracture Aperture
(mm)

0.22 0.44 0.66 0.88 1.10

Fracture Roughness,
JRC

0 9 18

Fracture Angle (°) 0 10 20 30 45 67.5 90
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6.3. Parameter Study

Table 6.3: Density and seismic velocities of different materials used for the
fracture infill. Values for calcite and pyrite are from Sowers and Boyd (2019).

Material Density
(kg/m3)

P-wave
Velocity
(m/s)

S-wave
Velocity
(m/s)

Brine 1024 1470 0
Liquid CO2 700 500 0
Solid Calcite 2700 6500 3400
Solid Pyrite 5000 7500 4750

1mm 0.88mm

Figure 6.7: Different mineral distributions used in the parameter study. Pink
indicates solid calcite and green indicates liquid brine with properties given in
Table 6.3. (Left) Linings, (Center) Wide Bridges and (Right) Narrow Bridges.

53



6.3. Parameter Study

Creating Rough Fractures

To investigate roughness, I wrote a script to generate random fracture profiles
and estimate their Z2 and JRC values using equations. 2.2 and 2.3 (Fig 6.8).
For the parameter study I used JRC values of 0, 9 and 18 to cover the lower (0
- 2), middle (8 - 10) and higher (18 - 20) sections of the roughness profiles by
Barton and Choubey (1977). Recall that the average JRC of fractures in the
log of CO2W55 is 8 - 9 (section 1.2).

I added the fractures to the model geometry and scaled them down to the core
sample diameter at a scale of 1:3.9 (e.g. Fig. 6.4b). The fractures are positioned
such that the spatial correlation of the fracture walls is 1 with zero offset. The
aperture normal to the fracture plane is constant (0.88 mm) and there are no
contact points.

The area of the fracture domain is the same for all rough fracture models. The
perimeter however, does change, and the total perimeter of each fracture domain
is given in Table 6.4.

Table 6.4: Measured total perimeter of fracture domains for generated rough
fractures, including the core sample wall boundaries.

Joint Roughness Coefficient Perimeter (cm)
0 5.27
9 5.35
18 6.03

0mm 12.75mm 25.5mm

JRC = 0

JRC = 9

JRC = 18

Figure 6.8: Generated fracture profiles used in the parameter study to investigate
how fracture roughness affects wave propagation across the sample.

For any non-zero JRC value, there are many profiles that can have the same
JRC. So, I decided to run extra models using different profiles that have the
same JRC value (18) to see how the results varied (Fig. 6.9).
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6.3. Parameter Study

0mm 12.75mm 25.5mm

A

B

C

Figure 6.9: Three generated fracture profiles of JRC = 18 used to test how
results vary for different fractures of the same roughness. Note fracture A is
the same as JRC = 18 in Fig. 6.8.
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CHAPTER 7

Modelling Results

7.1 Model Calibration

The best model-data fit was achieved with a parallel plate fracture model at an
angle of 20° and with an aperture of 0.88 mm (Fig. 7.1). Note that the model
results were shifted 0.4 µs to the right to better match the lab data. This was
necessary as the model velocities (Table 6.1) are higher than those measured
for LGW7 and LGW8 (Figs. 4.1 and 4.2). From Fig. 7.1b, the transmission
coefficient of LGW7 at 1 MPa is 0.13, whereas the transmission coefficient of
the modelled fracture is 0.26. The central frequencies of the model traces are
also 0.02 MHz higher than the lab data.

7.2 Varying Fracture Parameters

Fracture Aperture, Roughness and Angle

Increasing the fracture aperture led to linear decreases in P-wave velocity and
non-linear decreases in arrival amplitude/transmission coefficient (Table 7.1 and
Fig. 7.2). The central frequency of the first arrival decreased between fracture
apertures of 0.22 and 0.88 mm, but the model with an aperture of 1.10 mm
does not fit this trend (Fig. 7.2b).

Increasing the JRC of the fracture from 0 to 9 decreased the first arrival
amplitude by approximately 10%, but increasing the JRC further to 18 did
not further decrease the arrival amplitude (Fig. 7.3). The results show no
discernible effect of roughness on arrival time or frequency. Additional modelling
revealed that, for different fractures with the same JRC of 18, the standard
deviation of the transmission coefficient was 0.001, equivalent to variations in
dynamic stiffness of 20 MPa/mm (Fig. A.8 in Appendix A).

The dynamic fracture stiffness for the different models vary between 4200 and
10800 MPa/mm (Table 7.1), which are 4-10x higher than estimated for the
thick fracture sample LGW7 (Fig. 4.10).

For different fracture angles, the largest arrival amplitude was recorded when
the fracture was parallel to wave propagation (fracture angle = 0°) (Figs. 7.4
and 7.5). Between 0° and 20° the arrival amplitudes decreased, then above
20° the arrival amplitudes increased again. Also, first arrivals for higher angle
models (>45°) arrived slightly earlier (7.5a).
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7.2. Varying Fracture Parameters

Note that a delay (T0) of 0.68µs (Table 3.1) was added to all model traces to
make the arrival times directly comparable with the laboratory test results.

Table 7.1: P-wave velocity and dynamic fracture stiffness for varying aperture
models (smooth, 90° to wave propagation) and varying roughness (apertures of
0.88 mm, 90° to wave propagation). See also Figs. 7.2 and 7.3.

Aperture (mm) P-wave velocity
(m/s)

Dynamic fracture
stiffness

(MPa/mm)
0.22 3980 10800
0.44 3920 6900
0.66 3860 5400
0.88 3800 4800
1.10 3750 4600

Roughness, JRC
0 3800 4800
9 3800 4200
18 3800 4200
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Figure 7.1: Calibration of the model against LGW7 and LGW8 P-radial data.
The fracture in this model was filled with brine. (a) Tapered traces in the
time domain. (b) FFT of the traces in (a). Note that the model results in (a)
are shifted 0.4µs to the right.
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Figure 7.2: Summary of modelling results for different fracture apertures. (a)
Untapered traces in the time domain. (b) FFT of the traces in (a) (tapered).
Fractures were smooth, filled with brine and oriented normal to the wave
propagation.
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Figure 7.3: Summary of modelling results for different fracture roughnesses
(See also Fig. 6.8). (a) Untapered traces in the time domain. (b) FFT of the
traces in (a) (tapered). Fractures had apertures of 0.88 mm, were filled with
brine and were oriented normal to the wave propagation.
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Figure 7.4: Summary of modelling results for different incidence angles. (a)
Untapered traces in the time domain. (b) FFT of the traces in (a) (tapered).
Fractures had apertures of 0.88 mm, were smooth and filled with brine.
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Figure 7.5: Transmission coefficient for models with different fracture angles.
Transmission coefficient was calculated using equation 2.11.
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7.2. Varying Fracture Parameters

Infill Material and Distribution

The results from modelling with different infill materials show a wide range
of P-wave velocities and fracture stiffnesses (Fig. 7.6 and Table 7.2). The
largest drop in P-wave velocity (-800 m/s) and the lowest fracture stiffness was
observed when the fracture was filled with liquid CO2. Conversely, fractures
filled with solid, dense minerals (calcite and pyrite) caused the P-wave to arrive
earlier than the intact model and with a comparable amplitude. The fracture
with the highest dynamic specific stiffness estimate is the calcite filled fracture,
at 44000 MPa/mm (Table 7.2).

P-wave velocities measured across fractures partially filled with calcite were
both slower and faster than the intact reference, depending on how the calcite
was distributed (Fig. 7.7 and Table 7.2). The models with mineral bridges have
faster P-wave velocity measurements than the model with mineral lining. The
results also show significant variations in dynamic fracture stiffness, with the
narrow bridge model showing the highest stiffness at 11,000 MPa/mm (Table
7.2). The infill distribution also affects frequency distribution of the transmitted
signal, with the trace of the wide mineral bridge model showing a higher central
frequency (Fig. 7.7b).

Table 7.2: P-wave velocity and dynamic fracture stiffness for models including a
fracture with different infill materials and distributions (Table 6.3 and Fig. 6.7).
Recall that the P-wave velocity of the core material in the models is 4000 m/s.

Infill material P-wave velocity
(m/s)

Dynamic fracture
stiffness

(MPa/mm)
100% Brine 3800 4800

100% Liquid CO2 3200 1600
100% Solid Calcite 4100 44000
100% Solid Pyrite 4100 21000

50% Brine, 50% Calcite
(Lining)

3900 7000

50% Brine, 50% Calcite
(Wide Bridges)

4100 8500

50% Brine, 50% Calcite
(Narrow Bridges)

4100 11000
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Figure 7.6: Summary of modelling results for different fracture infill materials
(Table 6.3). (a) Untapered traces in the time domain. (b) FFT of the traces in
(a) (tapered). Fractures were smooth with apertures of 0.88 mm and oriented
normal to the wave propagation.
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Figure 7.7: Summary of modelling results for different fracture infill distributions
as shown in Fig. 6.7. (a) Untapered traces in the time domain. (b) FFT of
the traces in (a) (tapered). Fractures were smooth with apertures of 0.88 mm
and oriented normal to the wave propagation. The brine-filled fracture without
mineralisation (green) is included for reference.
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CHAPTER 8

Modelling Discussion

8.1 Interpretation/Discussion of Modelling Results

Aperture

The clearest result from the parameter study is that increasing the fracture
aperture led to linear decreases in P-wave velocity (Fig. 7.2 and Table 7.1).
Since in these models, the fracture is filled with a slower velocity material
(brine), the larger the contribution of the fracture to the total raypath, the
slower the average velocity will be. This result, that larger aperture fractures
lead to slower velocities, matches those observed in the experimental section
(Fig. 4.1a) as well as in other studies (Pan et al., 2017; Yang et al., 2019).

The results of the numerical models also indicate that increasing the fracture
aperture led to a non-linear decrease in arrival amplitudes/transmission
coefficients (Table 7.1, also Fig. 8.1). This finding is consistent with the
theory of thin-layer interface models (Li et al., 2013), as well as experimental
results (Wu et al., 2014; Pan et al., 2017; Yang et al., 2019).

The dynamic estimate of fracture stiffness of the 0.22 mm aperture model is in
good agreement with equation 2.6 (Fig. 8.1; Wu et al., 2005). With increasing
aperture, the dynamic estimates from the models diverge from estimates using
equation 2.6 and are systematically larger.

In agreement with theory and experimental studies, the central frequency of
the transmitted wave decreased between the models with apertures of 0.22 mm
and 0.88 mm (Pyrak-Nolte et al., 1990; Li et al., 2013; Yang et al., 2019). The
model with a fracture aperture of 1.10 mm shows an anomalously high central
frequency, which could be due to the higher frequency components that were
not removed by the taper (See Fig. 7.2a, 9 - 10 µs).

66



8.1. Interpretation/Discussion of Modelling Results
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Figure 8.1: Comparison of fracture specific stiffness against aperture 1)
calculated/predicted using equation 2.6 and 2) estimated from the model results
using equation 2.5 (purple).
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8.1. Interpretation/Discussion of Modelling Results

Roughness

The modelling results suggest that the roughness of the fracture boundaries has
a minor effect on first arrival amplitudes (Fig. 7.3). This could be explained by
scattering of the wave at the rougher fracture boundaries, causing less energy
to arrive at the receiver edge.

Interestingly, increasing the JRC from 9 to 18 did not further decrease the
arrival amplitude. This may be related to the limited view of the fracture
by the propagating waves (Fig. 8.2). Acosta-Colon et al. (2009) showed
experimentally that estimates of fracture stiffness are limited by the source-
receiver configuration, and small-scale measurements may not capture scattering
losses outside of the field of view. Looking at the models, the JRC = 18 model
does include shorter wavelength, higher magnitude variations that make the
fracture boundaries rougher, but these may not have been sampled by the first
arriving wave (Fig. 8.2). The sections of the fractures in the centre of the
sample (in the blue area), which affect the first arrival, look similarly rough for
the JRC = 9 and JRC = 18 models.

1mm

(a) (b)

Figure 8.2: Rough fracture models a) JRC = 9 and b) JRC = 18. The cyan
diamond highlights the area to which the central raypath may be sensitive.

In their study of the hydromechanical behaviour of single fractures, Kewel
(2020) tested three artificial fractures with different roughnesses created by
hand grinding the fracture surfaces with abrasive powder of different ratings.
They found that rougher fractures showed lower static stiffnesses, but any
change in velocity or amplitude was too small to resolve from their ultrasonic
data (Kewel, 2020). These experimental results seem to be consistent with the
modelling results of this study, suggesting that fracture roughness does affect
stiffness but differences may be difficult to identify in ultrasonic measurements.

Fracture Angle

Changing the fracture angle resulted in non-linear changes in transmission
coefficient and minor changes in arrival time (Figs. 7.4 and 7.5). First, it is
important to note that the model with a fracture angle of 0° (parallel to wave
propagation) is a special case. Since the diameter of the source (3 mm) is larger
than the fracture aperture (0.88 mm), some waves travelled purely through the
core material and did not interact with the fracture. This resulted in a large
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8.1. Interpretation/Discussion of Modelling Results

displacement recorded by the receiver with zero time delay relative to the intact
sample. Thus for this for this data point, the term ’transmission coefficient’ is
misleading, since no energy was propagated across the fracture.

With increasing fracture angle, there are two competing effects that combine
to create the non-linear changes in transmission coefficient (Fig. 7.5). First,
increasing the fracture angle increases the projected length of the fracture along
the y-axis, c, as:

c = d sin θ (8.1)

where d is the sample diameter (25.5 mm) and θ is the fracture angle measured
from the x axis.

The ratio of fracture length (c) to wavelength (λ) is critical for understanding
how the fracture affects wave propagation (Fig. 8.3). When c < λ, the model
appears homogeneous, whereas when c > λ, the fracture begins to act as a
scattering front (Falcon-Suarez et al., 2020). The wavelength of P-waves in the
model (λ) is approximately 11 mm (4000[m/s]/350[kHz]). From 0° to 20°, the
transmission coefficient decreases as c approaches λ and more energy is reflected
by the fracture. Above 20°, c is larger than λ and the wave may not be sensitive
to increasing fracture length due to the limited field of vision mentioned in the
previous section (Acosta-Colon et al., 2009).
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Figure 8.3: Interpretation of transmission coefficient for models with different
fracture angles, highlighting how the ratio c/λ is important. Transmission
coefficient was calculated using equation 2.11.
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8.1. Interpretation/Discussion of Modelling Results

The second effect is to consider is that rays are reflected away from the receiver
as they travel through the fracture domain (Figs. 8.4b and 8.5a, also Fig. 2.5 in
section 2.3). As the fracture angle increases, rays spend less time in the fracture
domain and are less reflected away from the receiver. This could explain the
gradual increase in transmission coefficient between fracture angles of 20° and
90°, as well as why P-waves in higher fracture angle models arrive marginally
earlier.

1mm

(a) (b)

Figure 8.4: Raypaths indicating P-wave propagation across fractures at angles
of a) 0° and b) 20°. Rays were drawn from the edges and centre of the source
edge using Snell’s law (equation 2.8).

1mm

(a) (b)

Figure 8.5: Raypaths indicating P-wave propagation across fractures at angles
of a) 45° and b) 90°. Rays were drawn from the edges and centre of the source
edge using Snell’s law (equation 2.8).
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8.1. Interpretation/Discussion of Modelling Results

Infill Material and Distribution

Changing the infill material of the fracture was shown to increase or decrease
the estimated P-wave velocity depending upon if the infill material has a higher
or lower P-wave velocity than the core sample material (Fig. 7.6 and Table 7.2).
This is an intuitive result, since velocity estimates are a kind of average of the
material velocities covered by the raypath, and is consistent with observations
of core samples with filled fractures (e.g. Allen et al., 2017; Rempe et al., 2018;
Durán et al., 2019).

In the modelling results, the P-waves across the calcite and pyrite filled fractures
arrive at the same time, even though P-waves in pyrite are 1000 m/s faster than
calcite (Table 6.3). This is since the arrival time difference between the two
traces is only 0.02 µs, which is less than the sampling rate of 0.1 µs. One could
expect that on a larger scale with many filled fractures, the cumulative arrival
time difference due to different fracture infill materials could be resolvable.

Another interesting finding is that the pyrite fracture model has a smaller arrival
amplitude than the calcite fracture model (Fig. 7.6 and Table 7.2). This could
be due to the larger seismic impedance contrast between pyrite and the core
material, causing more energy to be reflected at the fracture boundary. The
smaller transmission coefficient of the pyrite model leads to a smaller dynamic
estimate of fracture stiffness, even though pyrite is a stiffer mineral than calcite
(Sowers and Boyd, 2019). In general, therefore, it seems that dynamic estimates
of fracture stiffness should be approached with caution and interpreted together
with estimates of P-wave velocity.

The modelling results suggest that the distribution of mineralisation within
partially filled fractures affects the arrival time, amplitude and frequency of
transmitted P-waves (Fig. 7.7 and Table 7.2). From another point of view, these
models are investigating how the amount and distribution of fracture contact
area affects wave propagation. The P-waves in models with contact points
(wide and narrow bridges) arrive faster and with larger amplitudes than the
model without any contact points (lining). This is since rays travelling across
the calcite bridges are unaffected by the brine, whereas in the lining model all
rays must travel through the brine. Previous studies have identified the link
between higher contact areas and stiffnesses (e.g. Goodman, 1976; Brown and
Scholz, 1985; Cook, 1992), leading to higher transmission coefficients. Indeed,
this behaviour is also seen in the experimental section of this study as the
contact area, fracture stiffnesses and transmission coefficients increased under
stress.

Furthermore, the modelling results indicate that, for the same contact area
ratio, having narrow contact points distributed along the fracture leads to a
higher fracture stiffness than having fewer, wide contact points. This finding is
supported by analytical (Hopkins et al., 1987) and numerical models (Rubino
et al., 2014).

The results discussed in this section have important implications for relating
the seismic response of a fracture to its permeability. In general, the presence
of dense minerals in the fracture and or contact points between the fracture
surfaces led to higher P-wave velocities and stiffnesses.
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8.2 Modelling Assumptions and Limitations

The main known assumptions and limitations of the numerical models in this
study are as follows:

• The model is a 2D representation of a 3D system. As a result, the model
does not capture the heterogeneous and anisotropic nature of the samples
that affect the wave propagation. Additionally, the waveform is a 2D
cylindrical wave rather than a 3D spherical wave.

• All fracture geometries are simplified representations of natural, complex
fractures.

• The model does not consider the sample porosity or any related effects such
as wave induced fluid flow (e.g. Müller et al., 2010). The core material is
modelled as a purely elastic, rather than a poroelastic, material.

• The model domains do not include any internal damping (intrinsic
attenuation).

• The piezoelectric transducers are reduced to 2D lines along the edge of
the core sample wall. Any interactions of the wave with the transducers,
such as reflections, are not considered.

• A general observation with using the Hanning window as a source function
is that the modelled arrivals are sharper than the lab data (e.g. see Fig.
7.1a between 7 and 8 µs, also Fig. 6.6a). This could be related to
attenuation within the samples.

Other, minor assumptions include:

• To simplify the source function equation, the source was approximated to
act purely in the x direction. The effect of this is assumed to be small
since the curvature of the source edge in the model (Fig. 6.1).

• The displacement recorded by the receiver edge was approximated by the
displacement recorded at the receiver point to simplify post processing of
results (Fig. 6.1a). Though later arrivals showed small variations, the first
arrivals measured by the edge and the point were visually indistinguishable
(Fig. A.9 in Appendix A).
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CHAPTER 9

Joint Discussion

9.1 Joint Discussion

Overall, the results of the numerical modelling support the experimental
results. In particular that LGW7, the sample with a rougher, wider fracture
and less contact area had larger decreases in P-wave velocity and arrival
amplitudes. Though, sample LGW7 also had a higher percentage of dense
mineral precipitates (Table 1.2), which the parameter study linked to higher
velocities and amplitudes. This highlights a core challenge in relating seismic
measurements to fracture characteristics: natural fractures are complex and
their characteristics are interrelated. For this reason, fracture specific stiffness
remains an attractive parameter as it can combine these characteristics into a
single quantitative value.

However, the parameter study also highlighted a nonuniqueness problem, in that
a change in velocity, amplitude or frequency can be due to variations in several
different fracture characteristics. This problem can be reduced if changes in
velocity, amplitude and frequency are considered together. An example given by
NRC (1996) discussed ultrasonic data from core samples taken in a hydraulically
active shear zone. The matrix rock close to the shear zone had higher a velocity
than the surrounding area, possibly due to mineralisation, but open fractures
delayed the seismic waves and the net result was a weak velocity anomaly.
Furthemore, the fractures attenuated the seismic signal so the overall seismic
response of the hydraulically active shear zone was a weak velocity anomaly
coupled with a high attenuation anomaly (NRC, 1996, p.506). If only velocity
or attenuation had been considered individually, this zone may have been
mischaracterised.

The results of this study have shown that seismic measurements can, at least
qualitatively, be related to fracture permeability. In particular, smaller aperture,
less permeable fractures show higher fracture stiffnesses and smaller velocity
anomalies relative to intact samples. The amount of and distribution of contact
areas, which affects fluid flow, was also shown to affect seismic measurements.
The definition of a quantitative relationship between seismic measurements
and fracture permeability was beyond the scope of this study, and I refer
the interested reader to Pyrak-Nolte and Morris (2000) and Pyrak-Nolte and
Nolte (2016). In brief, it may be challenging to quantitatively relate seismic
measurements to fracture permeabilities since seismic velocities depend on
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9.2. Applicability to Field Studies

the mean aperture, whereas permeability is often controlled by the narrowest
aperture (Rempe et al., 2018). Furthermore, since the relationship between
the fracture geometry, infill properties and stiffness is nonunique, so is the
relationship between (dynamic) stiffness and permeability (NRC, 1996, p.138).
Nevertheless, even empirical relationships between these two parameters could
be of great practical value.

The modelling results suggested that the transmission coefficient T varies with
fracture angle, with a minimum around 20° (Fig. 7.5). Thus, the dynamic
stiffness estimates of LGW7 could be viewed as minimum estimates since the
fracture was at a 20° angle to wave propagation (Fig. 4.10). However, since
natural fractures are more complex, it can be expected that variations in T
with fracture angle may not be as clear as the trend from the modelling results.

Tapering First Arrivals

The aim of both the experimental and numerical experiments was to improve
understanding of how waves propagate through the fractured samples. Since
the signal wavelength is on the same scale as the sample dimensions (approx. 2
- 5λ), reflections from the sample boundaries need to be considered (Zou et al.,
2016). According to Yoshimitsu et al. (2016), the later part of the first arrival
may be superimposed with reflected and converted P- and S-waves propagating
in both horizontal and vertical directions.

In order to isolate the first arrival, it is standard procedure to apply a taper
to a selected window of the full trace (e.g. Fig. 3.6; Pyrak-Nolte et al., 1990;
Yang et al., 2019; Lai et al., 2020). However, when a Fourier transform is then
applied to the tapered window, the estimated spectrum can be contaminated
by the Fourier transform of the window length (Mavko et al., 2009, p.5). In
particular, Mavko et al. (2009) mention that this can have a large effect on
ultrasonic waveforms, where only the first cycle is included in the window.

In this study, I tested out tapers of different shapes and window lengths before
deciding to use a half-cosine taper of 4 µs (Fig. 3.6). For the results to be
comparable, the same taper must be applied to all traces, even though there
were cases where it looked like a different taper may have yielded better results
(e.g. Fig. 7.2, aperture = 1.10 mm). A more detailed investigation on the
effect of different tapers and possible use of information from later arrivals was
beyond the scope of this study.

9.2 Applicability to Field Studies

The results of this study, namely a better understanding of the relationships
between fracture geometry, infill material, seismic measurements and
permeability, has several possible applications.

First, ultrasonic measurements of core samples can be integrated as part of
a larger study to reveal large scale trends. For example, Allen et al. (2017)
correlated lower permeability and velocity measurements in the damage zone of
the Alpine Fault, New Zealand to gouge and calcite-filled fractures. As another
example, Rempe et al. (2018) analysed samples across the Gole Larghe Fault
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Zone in the Italian alps and found that velocity and permeability measurements
correlated with microfracture intensity, except in the fluid-alteration zone, where
high P-wave velocities were attributed to microfractures sealed with epidote.
Similarly, the results of this study could be used to support interpretations of
seismic data across the Little Grand Wash Fault. For example, high velocity
anomalies may be due to sealing of fractures by mineral precipitates and low
velocity anomalies may be attributed to open, hydraulically active fractures.
Additional information on the first arrival amplitudes may help to distinguish
between hydraulically active and inactive areas.

Second, since seismic measurements are sensitive to the state of fractures, active
or passive time-lapse methods may be used to monitor changes in fracture
networks. In particular, applications involving large volumes of fluids and
changes in pressure conditions, such as the storage of CO2, require continuous
monitoring to ensure safe operation (Harbert et al., 2016). As a field scale
example, Loriaux et al. (2021) conducted seismic refraction surveys on a wave-
cut platform at low and high tide to investigate how the change in fracture
infill conditions affect seismic measurements. They measured changes in seismic
velocities and stiffness that could be attributed to the drainage of seawater from
the main fracture set. Field studies such as this are useful for understanding
how laboratory results may be upscaled, yet further work is required to go from
the outcrop to reservoir scale (Loriaux et al., 2021).

Finally, the results of this study could possibly be related to characterisation
of fractures in boreholes using sonic (acoustic) logs. The source-receiver
configuration and signal frequencies may be different, but sonic logging
measurements are also made on the scale at which fractures may be large
compared to the wavelength (e.g. Paillet et al., 1980; Sun et al., 2000; Bakku
et al., 2013). For example, Pan et al. (2017) derived an empirical relationship
between fracture width and the amplitude attenuation ratio of P- and S-waves
from ultrasonic data on core samples, then applied this to sonic logs to estimate
fracture widths which were supported by electrical imaging logs. Furthermore,
Barbosa et al. (2019) showed that it is possible to calculate the transmission
coefficient, T, and thus estimate the stiffness, of individual fractures in sonic
log data. Their results were supported by optical televiewer logs and numerical
simulations to consider geometrical spreading and oblique incidence angles
(Barbosa et al., 2019). Boreholes are valuable for obtaining in-situ observations
of fractures at depth and calibrating/validating near-surface measurements.
Furthermore, the identification and characterisation of fractures in sonic logs
can be supported by other well logs (e.g. NRC, 1996, p.168-171), and could be
related to permeability estimates from flow measurements (e.g. Paillet, 1983;
Caspari et al., 2020).

76



CHAPTER 10

Conclusions

10.1 Conclusions

This study has presented unique experimental results relating ultrasonic
measurements, stiffness and permeability data of naturally fractured samples,
as well as a calibrated numerical study investigating how different fracture
characterstics affect seismic measurements. I conclude that:

1. P-waves propagating across thicker fractures with fewer contact points
arrive later, with smaller amplitudes and lower central frequencies. Thicker
fractures have lower stiffnesses and cause larger velocity anomalies for
transmitted waves.

2. Closure of fractures under increasing stress can be most reliably identified
by faster P-wave velocities. Amplitude and frequency data also showed a
sensitivity to the fracture aperture, but overall trends are ambiguous.

3. Seismic measurements can be related to fracture permeability. In the
experiments, faster P-wave velocities and higher stiffnesses were associated
with lower permeabilities.

4. Seismic measurements are sensitive to both the fracture infill material and
its distribution. Velocity anomalies can be fast or slow depending upon if
the fracture infill material is stiffer than the rock matrix. Characterisation
of fractures from seismic measurements should consider both velocity and
stiffness estimates.

5. Rougher fracture boundaries in the models decreased the first arrival
amplitude by approximately 10%, but increasing the JRC from 9 to 18
did not further decrease the amplitude.
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10.2 Suggestions for Further Work

The aim of this thesis was to better understand how fracture characteristics
(aperture, roughness, contact area, infill material) affect seismic wave
propagation at the core sample scale. Further research into this area could
involve:

1. Integration of the results with other datasets from the Little Grand
Wash Fault. Results could be used directly to qualitatively support
interpretations of seismic data. With further work, the results could
be scaled to improve understanding of wave propagation across fracture
sets, for example by field-scale simulations. Furthermore, there is great
potential for seismic data to be combined with datasets from other fields
such as structural geology, sedimentology and hydrogeology.

2. Experimental and or numerical work could aim to quantify changes
in arrival amplitudes due to secondary consolidation and improving
piezoelectric transducer-sample contact, so that changes in arrival
amplitudes due to fracture closure could be more reliably interpreted.
Standardization of experimental procedures with respect to loading rates
and flow tests could also reduce noise in the data, particularly the
amplitude data.
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APPENDIX A

Additional Figures
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Figure A.1: a) Selected P-wave arrivals (tapered) in the radial direction for
sample LGW1 (Thin Fracture), under 1 - 9MPa isotropic stress, and b) the
spectral content of a).
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Figure A.2: a) Selected P-wave arrivals (tapered) in the radial direction for
sample LGW2 (Reference 1), under 1 - 9MPa isotropic stress, and b) the spectral
content of a).

80



7 8 9 10 11 12
Time ( s) 

0.100

0.075

0.050

0.025

0.000

0.025

0.050

0.075

Am
pl

itu
de

 (V
)

LGW7 - 1MPa
LGW7 - 3MPa
LGW7 - 5MPa
LGW7 - 9MPa

(a)

0.0 0.2 0.4 0.6 0.8 1.0
Frequency (MHz) 

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

M
ag

ni
tu

de
 (m

V)

LGW7 - 1MPa
LGW7 - 3MPa
LGW7 - 5MPa
LGW7 - 9MPa

(b)

Figure A.3: a) Selected P-wave arrivals (tapered) in the radial direction for
sample LGW7 (Thick Fracture), under 1 - 9MPa isotropic stress, and b) the
spectral content of a).
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Figure A.4: a) Selected P-wave arrivals (tapered) in the radial direction for
sample LGW8 (Reference 2), under 1 - 9MPa isotropic stress, and b) the spectral
content of a).
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Figure A.5: a) Selected P-wave arrivals (tapered) in the axial direction for
sample LGW1 (Thin Fracture), under 1 - 9MPa isotropic stress, and b) the
spectral content of a).
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Figure A.6: a) Selected P-wave arrivals (tapered) in the axial direction for
sample LGW2 (Reference 1), under 1 - 9MPa isotropic stress, and b) the spectral
content of a).
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Figure A.7: a) Selected P-wave arrivals (tapered) in the axial direction for
sample LGW8 (Reference 2), under 1 - 9MPa isotropic stress, and b) the spectral
content of a).

82



7 8 9 10 11 12
Time ( s) 

0.2

0.1

0.0

0.1

0.2

Am
pl

itu
de

 (V
)

Intact Model
Fracture A
Fracture B
Fracture C

(a)

0.0 0.2 0.4 0.6 0.8 1.0
Frequency (MHz) 

0.0

0.5

1.0

1.5

2.0

2.5

M
ag

ni
tu

de
 (m

V)

Intact model
Fracture A
Fracture B
Fracture C

(b)

Figure A.8: Model results using three separate fractures of JRC = 18 (See
Fig. 6.9) in the (a) time and (b) frequency domain. Note that the y-axes are
zoomed in 2x relative to other figures to make the difference between traces
more visible.
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