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Abstract. In the development of computer-based systems, modelling is
often advocated in addition to programming, in that it helps in reflect-
ing the application domain and that it makes the design and experiment
activities of development more efficient. However, there is disagreement
about what models are and how they can be used in software systems
development. In this paper, we present the Scandinavian approach to
modelling, which makes a clear distinction between models and model de-
scriptions. This paper explains the connections between models, descrip-
tions, systems, and executions. Combining the Scandinavian approach
with the Kiel notion of model, we establish that both descriptions and
executions are closely connected instruments with different roles. The pa-
per argues that (program) executions are the models of dynamic systems,
not their descriptions in terms of diagrams and text. So in a general sense
programming is about writing descriptions for systems. In particular the
paper clarifies when programming is also modelling.

Keywords: model · system · description · execution · semantics.

1 Introduction

The development of computer-based systems brings together different areas of
experience, methods and terminology. Therefore, it is not surprising that terms
have different meanings in different contexts. Surprisingly, even very basic terms
such as system, model, model description, modeling and programming are af-
fected. In the development of computer-based systems, three methodologically
different computer-related disciplines meet. First, there are engineers who use
computer models to design new technical systems, simulate and test them before
actually building them. Second, there are IT experts who design software sys-
tems from abstract models by means of extensive transformations. Third, there
are other IT experts who design and implement systems directly using specific
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programming languages and techniques. Each of these three groups use pro-
gramming and modelling, and all of them have slightly different understanding
of what a model is. The discrepancy in the conceptual perception remains with
modellers and programmers even for development of pure software systems.

As part of system development, programmers produce running systems. They
do this by programming, that is writing programs. Often, they do not subscribe
to the idea of modelling as this typically implies the creation of diagrams that
do not contribute to the making of programs and quickly become obsolete.

Modellers handle different kinds of models (domain models, requirements
and design models) in a mixture of diagrams and text. It can be argued that
programmers are to a certain extent also modelling, and modellers are program-
ming. We will look at these two activities and explain how they are similar and
how they are different. In this paper, we present the Scandinavian approach to
modelling as a shared understanding between modellers and programmers using
an understanding of models as illustrated in Figure 1.

Fig. 1. Overview of the Scandinavian Approach to Modelling

The approach presented in this paper is called the Scandinavian Approach
to Modelling. The Scandinavian Approach was started in the design of the lan-
guage SIMULA [Dahl and Nygaard, 1965] and [Dahl and Nygaard, 1966], and
developed further with the languages Delta [Holbæk-Hanssen et al., 1973], Beta
[Madsen et al., 1993], and SDL-2000 [Union, 2011]. There are several articles
describing aspects of the Scandinavian approach, see [Nygaard and Dahl, 1978],
[Scheidgen and Fischer, 2007], [Madsen and Møller-Pedersen, 2010], as well as
[Fischer et al., 2016], [Gjøsæter et al., 2016], [Prinz et al., 2016], and finally also
[Madsen and Møller-Pedersen, 2018].

The paper evolves around the concept of a system, see the bottom of Figure
1. This is quite natural as systems development is about producing systems.
Systems can be existing physical systems, or imagined and planned systems.
Systems can be made using various kinds of descriptions, e.g. programs. These
descriptions imply executions, i.e. systems. There is a dotted line in Figure 1
between the world of systems, called M0 (below the line) and the world of de-
scriptions, called M1 (above the line).
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The Scandinavian approach considers a model to be a (model) system, which
is a model of another system called referent system. This referent system is an
existing system in case of simulation or a planned system in case of system
development. The (model) system is created by a (model) description, which is
the diagram or code that describes the (model) system.

In this paper, we will focus on dynamic models. This restricted view on
models helps to keep the discussion focused. Still, this is the prominent use
of models in computer science and in system development. We combine the
Scandinavian approach with the Kiel notion of model [Thalheim et al., 2015],
which also provides a general definition of the term model.

The distinction between models and model descriptions has been made be-
fore in [Madsen and Møller-Pedersen, 2018] and in [Fischer. et al., 2020]. Here
we apply the argument to the MOF architecture [Kleppe and Warmer, 2003]
(see Figure 2), and we conclude that models are systems at level M0.

M3 meta-language Example: MOF

M2 language Example: UML

M1 model description Example: UML diagrams for library system

M0 model execution Example: running library system

Fig. 2. OMG four level architecture

The paper is structured as follows. In Section 2, we discuss the notion of
systems as a starting point for the discussion. This is extended in Section 3 with
the role that descriptions have in creating systems. Then we continue with dis-
cussing the notion of models in Section 4. We bring all these parts together in
Section 5 and compare with the Kiel notion of model. We discuss the Scandina-
vian approach in Section 6, and summarize in Section 7.

2 Systems

Modelling and programming are used in system development, so we start by
defining the concept ’system’. Interestingly, although UML claims to be a lan-
guage for the modelling of systems, it does not define what a system is. In gen-
eral, programming languages do not define the term system, either. However,
the UML standard mentions ’running system’ when talking about interactions.
Thus the UML idea of systems is running systems.

System development is about making dynamic systems, i.e. systems that
inherently change over time. Figure 3 shows a sample system: a room with a
control system for cooling and heating. Systems are composed of parts, and the
interacting parts are changing, thus bringing about the system state changes5.
We call the system state changes the behaviour of the system.

5 The state changes can be continuous or discrete. We call the systems discrete versus
continuous systems, or combined systems, if both kinds of state changes appear.
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Fig. 3. Systems

The parts of a system can be existing entities, like a chair in the room, and
they can be planned (imagined) parts, for example the controller of the heating
system. We apply the perspective of object-oriented modeling and programming,
so the parts of a system are objects. The parts of a system can be systems
themselves.

The system structure itself can be static or subject to dynamic changes.
Of course, there is the extreme case where a system only has existing parts, for
example when we create a model in order to understand reality. Another extreme
case is a system that only contains planned parts, most often in the process of
creating something new. This brings us to our definition of system, compiled
mainly from [Fischer et al., 2016] and [Bossel, 2007].

Definition 1 (System). A system is a purposeful collection of executing objects
interacting with each other and with entities in the environment. It is a whole
and loses its identity if essential objects are missing. A system has structure
(existing and imagined objects having properties) and behaviour (executions by
means of object behaviour).

This way, a system is a set of possible executions, i.e. a set of object configura-
tions that exist at different points in time. It has purpose, identity, structure,
behaviour, and interaction with the environment.

An essential part of systems are their objects. We follow the ideas of SIMULA
and UML for the definition of objects.

Definition 2 (Object, adapted from [OMG, 2017]). An object is an in-
dividual thing with a state and relationships to other objects. The state of an
object identifies the values of properties for that object. Objects may have pas-
sive behaviour in terms of methods that can be called. An object may be active,
meaning that it has some autonomous behavior.

When we want to work with a system, it is important to know what we can
observe. This is given by the system state, which in turn is based upon the system
structure. The structure of a system is a dynamic collection of interacting objects,
each with their properties that contribute to the state of the system. With the
state we can observe the system by capturing snapshots of its progression.
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Systems are just some part of reality. Typically, they have interaction with
other parts of reality, which we call environment. If they do, we call them open
(non-autonomous) systems. If systems can exist on their own, then they are
closed systems. In many cases, a system with only planned parts is an open
system. In this case, it is possible to close the open system by introducing an
abstract part for the environment of the system, which is an existing part. In
this paper, we are mostly talking about open systems, where the system reads
inputs from the environment and writes outputs to the environment.

By definition 1, not all parts of reality are systems; we have to consider a
given part of reality as a system, and we abstract away unimportant parts and
features of reality. There are two abstraction levels. First, we have a discourse,
i.e. a way we look at reality in general, see Figure 4. The discourse starts with
our understanding how reality is composed in general. For our considerations
and for this paper, we consider reality to be composed of objects, following an
object-oriented discourse.

Fig. 4. Viewpoints and Discourse

In addition to the discourse, the purpose of the system will add another level
of abstraction. This is our focus when looking at the system, and it reduces
the aspects to look at. The set of five ODP-RM viewpoints [ITU-T, 1995] is an
example of a high-level classification of the purpose of systems for a special class
of complex system.

System identification always requires an abstraction of reality, which depends
on the purpose of the system. This means that, with a completely identical
system purpose, different systems can be created as object configurations. For
example, the content of a boiler can be measured by the filled volume or by the
water level.

All in all, we conclude that systems are part of reality (really existing or
hypothetically assumed), and this means they are placed on OMG level M0.
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3 System Descriptions

After we have clarified the notion of system, we will ask ourselves where the
systems come from. In many cases, systems are created by making descriptions
of them. In this section, we discuss these system descriptions.

3.1 Systems and Descriptions

Many systems are based on system descriptions, see Figure 5. A typical example

Fig. 5. Different system descriptions

is a system that is based on a program in some programming language. The
program is the description, and the description leads to a running system on
a real hardware. A similar example is a music sheet that describes, i.e. is a
description of, a musical performance.

The system described by the description can also be an imaginary system, as
for example given by physics formulae. Their meaning creates a virtual world, i.e.
a virtual system. In a similar sense, a recipe (description) creates an imaginary
sequence of steps for a dish that can be used to create the real dish. In all these
cases, the various kinds of system descriptions result in running systems, see
Figure 6. As discussed before, the running systems consist of executing objects.

All these examples show that the description is not a system in itself: it is
not composed of objects and it does not have behaviour. The system related to
a description is implied by the semantics of the language of the description and
thereby the meaning of the description. It has become customary to call this
connection between the description and the system for ”prescribe”, and then
the description is rather a prescription, see again Figure 6. A similar approach
is used in [Seidewitz, 2003]. This allows us to define programming.

Definition 3 (Programming). Programming is the activity to produce de-
scriptions (prescriptions) in order to produce systems. In a narrow sense, pro-
gramming is concerned with prescriptions in the form of computer programs.
In the general sense, programming means to construct a description in order
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Fig. 6. Prescriptions

to create a system, as designing recipes, composing music, or inventing physics
formulas.

There is a vast body of knowledge as to which steps to take in order to create
good descriptions, and computer engineering explain how to do this for computer
systems. In this article, we are not concerned how the description comes about,
but it is essential to agree that the description is created in order to create a
system.

Coming back to the OMG architecture, we notice that a description is placed
on level M1, independent of the kind of description. The description then implies
a number of possible executions consisting of a changing structure of objects
according to the prescription. These objects, i.e. the implied system, will be on
M0. The objects behave according to their prescription of behaviour as part of
the description on M1.

This approach divides the world into descriptions and objects, as shown in
Figure 7. Below the line, on M0, there are objects, there are states of objects,

M3
Descriptions and prescriptions, in

terms of diagrams, text, or combined
M2
M1

M0
Objects, with behaviours, states and

links between objects

Fig. 7. Descriptions and Objects

and there are state changes resulting from the behaviour of the objects.
Above the line, on M16, there are no objects, there are no states, and there

are no state changes. However, there are prescriptions of objects (e.g. by means
of classes), there are prescriptions of states (e.g. descriptions of attributes of
objects), and there are prescriptions of state changes (e.g. assignments).

6 There are also descriptions and prescriptions on M2 and M3, but this is out of the
scope of this paper.
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In the following, we will use the term description for both description and
prescription, except in cases where it is essential to distinguish. The main dif-
ference is between objects (on M0) and descriptions of objects (on M1-M3).

3.2 Semantics and Meaning

As already stated in [Fischer et al., 2016], it is the semantics of the language of
the description defining the system belonging to the system description. Seman-
tics is not about formality in the first place, even though system engineering
is most interested in formal description languages and programming languages
with a precise semantics.

In the OMG architecture, this is the move from descriptions on level M1 to
objects and executions on level M0. This way, semantics is a vertical relation
(crossing levels). The description is executed in some abstract machine. In real-
ity, there might be several transformations (horizontal semantic steps) before the
vertical step appears. In the world of computers, the most common way to pro-
vide transformation semantics is using a compiler, which is essentially replacing
one description by another, more executable description.

Still, at the end we need to come to a description that can be executed, i.e.
that can cross the level. We define the idea of semantics as follows.

Definition 4 (Semantics). Semantics is the relation between a (system) de-
scription and its prescribed possible executions (the system)7. In our context,
semantics is the same as the prescribe relation.

The semantics of a specification is given by the language it is written in; it is
not a property of the specification itself. The semantics as given by the language
(on level M2) connects the system specification on level M1 to the implied system
on level M0.

In this consideration, it is irrelevant whether the semantics is formal or not.
The important point is that there is a system implied by the description. A
programming language provides more formality than a music sheet, where the
conductor can add some interpretation. In both cases, the description has a
meaning.

Semantics provides two parts: structural semantics and dynamic semantics.
Structural semantics details which structure the system implied by the descrip-
tion has, i.e. which objects and which properties it has. Each system state is
then characterized by this same structure.

There will be different realizations of these system structures, depending on
the underlying reality that is used to run the system. For example, there will be

7 The DELTA language report used the neutral term ’generator’ that generates a sys-
tem based upon a system description, i.e. provides the vertical relation. A generator
could be a machine or a human being, or a mixture. In MDA, a generator is most
often understood as a tool generating a new low-level description out of the original
high-level description. This would amount to a horizontal generation and is not what
semantics is about here.
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different ways to represent Java objects depending on the underlying machine,
but on the abstraction level of the execution, these are the same. This is given
by the abstraction property of system as discussed in Figure 4. In a similar
sense, a musical sheet will have different realizations depending on the musical
instrument it is played on.

In our object-oriented discourse, we can observe the system behaviour using
snapshots, i.e. collections of objects with the values of their properties. Such a
snapshot is a complete description of the current state of the execution of the
system as defined by the execution semantics8. A snapshot includes information
about all relevant runtime objects.

Experiments with systems, like testing and simulations, are experiments with
an execution, not with descriptions. In [Exner et al., 2014], it is well documented
that even prototyping is experimenting with systems in varying degrees of com-
pleteness, not experimenting with descriptions.

4 Models

After discussing systems and (system) descriptions, we are prepared to look
into the definition of models. The UML standard uses the following definition
[OMG, 2017]. Note the distinction between existing and planned systems (parts).

A model is always a model of something. The thing being modeled can
generically be considered as a system within some domain of discourse.
The model then makes some statements of interest about that system,
abstracting from all the details of the system that could possibly be de-
scribed, from a certain point of view and for a certain purpose. For an
existing system, the model may represent an analysis of the properties
and behavior of the system. For a planned system, the model may repre-
sent a specification of how the system is to be constructed and behave.

4.1 The Model-of Relation

We start with a condensed definition from Webster, Collins, Wikipedia, UML,
[Bossel, 2013], and a general understanding of model.

A model refers to a small or large, abstract or actual, representation of
a planned or existing entity or system from a particular viewpoint and
with a specific purpose.

Observe that this definition of model always defines a relation between the sys-
tem acting as the model, and the system being modeled, see Figure 8.

Keep in mind that a model is related to some other entity or system, and
that this means that being a model is always the same as being in a relation
with something we call referent system. This relation is usually called model-of.

8 A debugger is a tool that can show the current state of execution in some notation.
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Fig. 8. Models are in a model-of relation with their referent systems.

Furthermore, a model is something that can represent the referent system, as
stated in [Podnieks, 2010]: ”a model is anything that is (or could be) used, for
some purpose, in place of something else.” Given the terms introduced so far,
a model is a system itself, which means it can be executed in some sense. This
leads to our definition as follows.

Definition 5 (model). A model is a system, that is in a model-of relationship
to a referent system, existing or planned. A model resembles the structure and the
behavior of its referent system by a model-of relation. A model might be created
using a model description (e.g. a diagram, a formula, or code).

This way, a model is a special kind of system, which implies that a model
description is a special kind of system description. The model description is used
for creating the model, but it is not the model itself, see Figure 9, which combines

Fig. 9. Model, Description, and Referent System

Figure 6 connecting description and system (here with the special case of a
model), and Figure 8 connecting model and referent system. The combination
yields a combined relation between the description and the referent system.
This relation is most often called a describe relation. It is a bit weaker than the
prescribe relation, but it is also relating a description to a system.

A system description always leads to a system (a set of possible executions).
The system does not need to be a model if there is no related referent system.

Note that both physical and mathematical models are systems, because it
is their behaviour (their executions) that makes them models. Scale models are
also concrete representations, but typically with an object structure that does
not change over time.
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Let us look at the small example in Figure 10 to see what this definition
implies. There are specifications (descriptions) of books in UML and in Java

Fig. 10. Models of Books

for a library system. The Java description might be derived from the UML
description (blue arrow in the figure), but this connection is not important at
the moment. The UML class allows a book object to be created at runtime, in
the same way as the Java class allows a book object to be created at runtime.
These runtime objects contribute to form a system, i.e. a library system. These
two objects are typically models of the real book object existing somewhere in
a library.

Libraries are systems with changing sets of books and loans. Models of li-
braries with the purpose to understand libraries or to make computer-based
library systems must be systems of objects representing real books and loans.
The model, in this case, is an actual representation.

Now that we know what models are, we can define modelling as follows.

Definition 6 (modelling). Modelling is the activity to create a model based on
a purpose. There are two ways to create a model.

1. Create the model directly as a system (scale model or physical model).
2. Create a description that implies a system which is the model (mathematical,

computer, design models).

The Scandinavian approach fits well with the process of modeling techni-
cal or environmental systems. Authors like [Schmidt, 1987], [Pritsker, 1979] and
[Hill, 2002] identify three iterative phases of this process. The first phase es-
tablishes a model problem resulting from the system purpose, and a model is
derived, the validity of which has to be verified experimentally for the purpose
of the investigation. The model is described (programmed) in the second phase
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as an executable simulation model. Instead of experimenting with the original,
we are now experimenting with the (executable) model. The third phase is ded-
icated to targeted experimentation. A distinction is made between experiments
to prove the model validity of the simulator and experiments to solve the model
problem. The phase is concluded by the intellectual transfer of the model results
into the world of the original.

4.2 Correctness

The model-of relation allows us to discuss correctness of models, see Figure 11.
An example for the figure are interactions and use cases of UML, which provide

Fig. 11. Correctness

some kind of abstract system description by giving a partial formalization of
ideas about the system as shown to the right of Figure 11. Typically, they need
to be extended with more formality, for example class diagrams or code, as shown
to the left of Figure 11.

The right part of Figure 11 named 1© shows the same situation as Figure 9.
In this part, the relation between abstract model and referent system decides
whether the model is correct. This is not a formal exercise as the referent system
does not exist in a formal way. Validation is the process of finding out whether a
system has the right model-of relation to an existing or planned real system, i.e.
whether their executions match. In order to prove that the model system can
represent the original system for the desired model purpose, i.e. that the model-of
relation can be recognized as valid, according to [Bossel, 2013], the validity must
be proven with regard to four different aspects: behavioral validity9, structural

9 It must be shown that for the initial conditions and environmental effects of the
original system that are fixed within the scope of the model, the model system
produces the (qualitatively) same dynamic behavior.
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validity10, empirical validity11, and applicability12. Validation by prototyping is
the process of finding the system that is the desired model of a planned system.

As the match between model and referent system is already part of the
definition of model, an incorrect model would not be a model at all. If the model
is able to reflect the behaviour of the referent system under certain conditions, it
might still be a model for a restricted purpose. Correctness is very important for
the existing parts of the system. They start with a physical system and provide
the model of it later. For the new parts, the referent system is imagined and the
model is the first physically existing system.

In the diagram part named 2©, we see again a similar diagram as in Fig-
ure 9, where the referent system is given by the abstract model. Therefore, in
addition to the description for the concrete model, there is also a description
for the abstract model in the role of the referent system. This means we can
formally compare the semantic implications of the two descriptions and deter-
mine whether the two systems match. This approach, called verification, uses the
semantics of the two descriptions to compare the syntactic structures without
going into the running systems. This way, the question of correctness is lifted to
the level M1.

In a system with existing parts, we can simulate the system using the models
of the existing parts. This way, we can experiment with the models instead of
with the real systems and deduce properties. This is the typical development
phase, where we use a model for the existing parts and the controller is changing
rapidly due to better understanding of the system. Once the controller works
well in the simulated environment, we can move to the real environment. The
description is still the same, but now the existing parts are exchanged with their
referent systems, i.e. the existing parts themselves. This means we do now deploy
the new parts onto the real referent system.

5 Relation to the Kiel Notion of Model

In this section, we relate the concepts introduced in the previous sections to
the Kiel notion of models [Thalheim et al., 2015]. The Kiel notion of model is a
very general notion capturing models from all areas of science. The Scandinavian
approach is geared towards dynamic models in computer science. Still, as our
approach is quite general as well, the two approaches can be compared. We start
with an introduction to the Kiel model, then we summarize our approach, and
finally we compare the two.

10 It must be shown that the effect structure of the model (for the model purpose)
corresponds to the essential effect structure of the original.

11 It must be shown that in the area of the model purpose, the numerical results of the
model system correspond to the empirical results of the Originals under the same
conditions, or that they are consistent and plausible if there are no observations.

12 It must be shown that the model and simulation options correspond to the model
purpose and the requirements of the user.
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5.1 The Kiel Notion of Model

The Kiel notion defines a model as follows.

Definition 7 (Kiel Model [Thalheim et al., 2015]). A model is a well-
formed, adequate, and dependable instrument that represents origins. Its criteria
of well-formedness, adequacy, and dependability must be commonly accepted by
its community of practice within some context and correspond to the functions
that a model fulfills in utilisation scenarios and use spectra. As an instrument,
a model is grounded in its community’s subdiscipline and is based on elements
chosen from the sub-discipline.

In addition, [Thalheim et al., 2015] and [Thalheim and Nissen, 2015] as well
as [Thalheim, 2019] give more detail to the criteria as follows.

– A model combines an intrinsic deep model and an extrinsic normal model.
The deep model is based on the community’s subdiscipline and has its back-
ground, e.g. paradigms, assumptions, postulates, language, thought commu-
nity. Models are typically only partially developed as normal models which
properly reflect the chosen collection of origins.

– An instrument is a device that requires skill for proper use in some given sce-
nario. As such it is (i1) a means whereby something is achieved, performed,
or furthered, (i2) one used by another as a means or aid, (i3) one designed
for precision work, and (i4) the means whereby some act is accomplished
for achieving an effect. An instrument can be used in several functions in
scenarios.

– The criteria for well-formedness, adequacy, and dependability depend on the
function that an instrument plays in the given scenario. Due to the function a
model plays, it has a purpose and satisfies a goal. The (p) profile of a model
consists of its functions, purposes and goals. A well-formed instrument is
adequate for a collection of origins if (a1) it is analogous to the origins to
be represented according to some analogy criterion, (a2) it is more focused
(e.g. simpler, truncated, more abstract or reduced) than the origins being
modelled, and (a3) it sufficient to satisfy its purpose. It is dependable if it is
justified and of sufficient quality. Justification can be provided (j1) by empir-
ical corroboration according to its objectives, supported by some argument
calculus, (j2) by rational coherence and conformity explicitly stated through
formulas, (j3) by falsifiability that can be given by an abductive or inductive
logic, and (j4) by stability and plasticity explicitly given through formu-
las. The instrument is sufficient by (q1) quality characteristics for internal
quality, external quality and quality in use. Sufficiency is typically combined
with (q2) some assurance evaluation (tolerance, modality, confidence, and
restrictions).

– The background consists of (g) an undisputable grounding from one side
(paradigms, postulates, restrictions, theories, culture, foundations, conven-
tions, authorities) and of (b) a disputable and adjustable basis from other
side (assumptions, concepts, practices, language as carrier, thought commu-
nity and thought style, methodology, pattern, routines, commonsense).
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– A model is used in a context such as discipline, a time, an infrastructure,
and an application.

Models function in scenarios for which they are build. The intrinsic deep
model mainly depends on its setting: the function that a model plays in given
scenarios, the context, the community of practice, and the background. Scenar-
ios often often stereotyped and follow conventions, customs, exertions, habits.
The scenario determines which instruments can be properly used, which usage
pattern or styles can be applied, and which quality characteristics are necessary
for the instruments used in those activities.

Therefore, we may assume that the deep model underpins any model within
the same setting. As long as we only consider models within a given setting
[Thalheim, 2017] we may use simpler notions of model, as given in [Wenzel, 2000]
as follows.

A model is a simplified reproduction of a planned or real existing system
with its processes on the basis of a notational and concrete concept space.
According to the represented purpose-governed relevant properties, it
deviates from its origin only due to the tolerance frame for the purpose.

This definition already assumes the system background for simulation scenario
in the context of production and logistics.

5.2 The Scandinavian Approach to Modelling

As a comparison, we have a look at the Scandinavian approach, see Figure 12.
The Scandinavian approach has the following properties.

Fig. 12. Scandinavian Model Approach
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– A system has a purpose, determining the properties of the system, with other
properties ’abstracted away’.

– A system is abstracted from the reality in terms of a discourse.
– A model is a special kind of system.
– A model is in a model-of relationship with another system.
– A model can be created from a model description, which is a special case of

a system description.
– A model description adheres to the system description language in which it

is made.

5.3 Comparing the Approaches

Now we relate the elements of the two definitions, see Figure 13.

Scandinavian Approach Kiel Notion

A system has a purpose. profile

A system purpose provides focus on es-
sential system properties.

(a2)

A system is abstract in terms of a dis-
course.

(b), (g)

A model is a system. specific instrument

A model is in a model-of relationship
with another system.

origin-relationship, (a1), (a3), (g), (b)

A model can be created from a model
description.

construction scenario

A model description adheres to the lan-
guage it is written in.

well-formed

Fig. 13. Comparing the two approaches

Most of the connections are obvious, but some comments are in place.

1. The Scandinavian approach distinguishes between model description and
model system, which is not explicitly done in the Kiel notion where a model
may consist of several tightly associated models, i.e. a model suite. A bi-
model suite may consist of a model and its representation or informative
model. The latter is essentially a model description. This leads to the well-
formedness being related to the model in Kiel and to the model description
in the Scandinavian approach.

2. The Kiel notion allows a description to be a model, which is not the case in
the Scandinavian approach. The connection between description and model
is further discussed in the next section.

3. The Kiel notion has much focus on purpose, usefulness, and the details of the
model-of relation. This is has not been the focus of this paper, even though
the Scandinavian approach has some ideas about it. Therefore, some aspects
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of Kiel do not appear in the table and many are grouped into the purpose
and the model-of.

4. The Kiel notion is a generalisation of modelling practices in many scientific
and engineering disciplines. It can be adapted to the Scandinavian notion
by using specific adequacy and dependability criteria within a system con-
struction setting.

As for the last point in the list above, the Scandinavian approach is based, not
upon many scientific and engineering disciplines, but an understanding of appli-
cation domains (or reality in general) consisting of phenomena (with measurable
properties and behavior that changes these properties) and concepts classifying
these phenomena. This is well-known from outside computer science, and when
applied to modeling and programming, the short version is that objects model
phenomena in the application domain, classes model concepts, and subclasses
model specialized concepts. Composite phenomena are modeled by objects hav-
ing part objects, the special case being the system containing parts. Objects have
their own behaviour (not just methods), reflecting that in some domains there
are phenomena (e.g. processes in a process control domain) that are active and
exhibit parallel behaviour. The two approaches agree that analogy is a semantic
property of the systems (executions). Analogy means in both approaches that
elements of a model system represent (model) the corresponding elements in the
referent system (origin). It is far more general than the mapping property that
is often required for the model-of relation.

The idea of system and the idea of instrument do not match completely. This
article defines system, but the notion of instrument is not defined in [Thalheim et al., 2015].
Apart from being a system, an instrument (or tool) also has some property of
being useful, as stated in (g). Although system and instrument may not match,
the Scandinavian notion of model matches the Kiel notion of instrument in the
sense that both are used for the purpose of finding out more about the system
to be modeled. Even the model description as an instrument does not collide
with the Scandinavian approach: here the model description plays an important
role in communication about the model. The name DELTA means ’participate’
in Norwegian, and the idea behind the language was that the users of the final
system should be able to participate in the ’system description’ (the term for
model description at that time) prior to its implementation. This later lead to
the idea of ’participatory design’, but now other means are used, like mock-
ups, prototyping. However, a description (e.g a program) still is an important
instrument for developers.

6 Discussion

As explained before, the Scandinavian approach makes a clear distinction be-
tween a model and its description. This implies that a description is not a model.

We look into modelling and programming first, where we also discuss if pro-
grammers model. Then we consider code generation in the context of models
and discuss why a description is not a model.
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It might seem that the terms introduced and the details considered are not
important in general. This is true, but still it is important to have the correct
basic understanding in order to sort all the cases that might appear in program-
ming and modelling practice.

6.1 Programming versus Modelling

The Scandinavian notion of model applies to modeling and programming in gen-
eral and would be the starting point of a combined modeling and programming
language as proposed by several authors ([Madsen and Møller-Pedersen, 2010],
[Seidewitz, 2016], [Broy et al., 2017], [Cleaveland, 2018]).

Markus Völter has compared programming and modelling in [Völter, 2011]
and [Voelter, 2018]. He uses a definition of model-driven as follows.

Model-driven refers to a way of developing a software system S where
users change a set of prescriptive models Mi representing concerns Ci at
an appropriate abstraction level in order to affect the behavior of S. An
automatic process constructs a full implementation of S that relies on a
platform P .

In this context, his conclusion is that modelling and programming are the same,
and also coincide with scripting.

Programming and modeling, in the sense of model-driven, where mod-
els are automatically transformed into the real system, cannot be cate-
gorically distinguished. However, the two have traditionally emphasized
different aspects differently, making each suitable for different use cases.

He uses a similar definition of programming as we do, but he considers modelling
to be creating a system description. This is of course the same as programming.
However, a model description is not only a description of a system, but the
system has to be related to a referent system using the model-of relation. Then all
modelling by creating descriptions is also programming, but not all programming
is modelling.

6.2 Do Programmers Model?

The question could be asked if programmers model? Of course, no programmer
would want to write useless descriptions, so this kind of modelling they would
avoid.

However, programmers do model, in the sense that they create systems that
relate to reality, i.e. have a model-of relationship. They identify domain con-
cepts and represent appropriate classes in the programs in line with the purpose
of the system being developed. Objects of these classes are then model-of the
corresponding phenomena. This is already discussed in Figure 10.

This kind of modelling is not alien to programmers and can help programmers
use modelling. Of course, a system might also contain platform- or implementa-
tion specific elements that are not models of anything.
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In fact, on a more basic level, each programmer is following an idea of what
the program is supposed to do and tries to write a description of a system that
does the same. This is in the very core of modelling.

6.3 Code Generation and Models

Let us look into code generation, either manually or automatically, see Figure
14. What is the relation between the high-level code (UML specification) and the

Fig. 14. Code generation and model-of

low-level code (Java)? It is often claimed that the high-level code is a model of
the low-level code. The same argument as before applies, in that the code itself
is not a system. The connection between the two codes is given by the semantics
of each of them. They both imply a system each via their respective semantics,
and these systems can be related via the model-of.

This indirect connection between the two kinds of code can be used to allow
automatic code generation from the higher to the lower level. Please note that
there might be different ways to create code from the higher level, and all of
them can be correct as long as there is a match between the implied systems,
i.e. they are semantically correct as discussed in Figure 11.

6.4 Why is a Description not a Model?

According to the arguments given before, a description is not a model, but
implies a system which can be a model-of reality. But maybe it is possible to
have also descriptions that are models?

Let’s look at Figure 15. It is often claimed that the UML specification or
the database specification is the model of the system produced later on. This is
not completely wrong, but the relation between the UML specification and the
referent system is indirectly composed of two relations as shown in Figure 15.
There is a relation from the specification to the implied system, which is given
by the semantics. The result of the semantics is then in the model-of relation to
the system that is created. We have seen this combination already in the define
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Fig. 15. Description to Model

relation, see Figure 9. So the specification (which is a description) is not the
model, but the implied system is the model of the referent system. This is in
contrast to the following text from [OMG, 2017] on what a model is.

A Model is a description of a system, where ‘system’ is meant in the
broadest sense and may include not only software and hardware but orga-
nizations and processes. It describes the system from a certain viewpoint
(or vantage point) for a certain category of stakeholders (e.g., designers,
users, or customers of the system) and at a certain level of abstraction. A
Model is complete in the sense that it covers the whole system, although
only those aspects relevant to its purpose (i.e., within the given level of
abstraction and viewpoint) are represented in the Model.

It is important to be precise that the description is not the model itself, but
implies a system which is the model. This is also true for all model descriptions of
database systems: A relationship diagram is not the model of the database, but
it implies a system (mathematically) that is the model. In fact, the relationship
diagram is then translated to code which again is a description. Running the
code provides the system that is the model.

A similar situation relates to a model of the Mini (left in Figure 16). Two
alternatives, as presented by [Madsen and Møller-Pedersen, 2018], are shown in
Figure 16. The same question arises: Is the description the model of the mini,

Fig. 16. Original, description, and model
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or the implied result of the construction, i.e. the small Lego Mini? The answer
is obvious - it is the small Mini - the system, not the description.

The connection between model system and real system is obvious when we
look at experiments with the model. The Lego car allows to move forward and
backward, and to turn. The situation is different with the description, which
only helps to generate the Lego car.

Another example was presented in an invited talk by James Gosling, Oslo,
2017. Sea robots were developed by testing them out in a simulation of the
sea with waves, currents and obstacles. The simulation, that is the program
execution (system) with the sea robots as objects, is the model of how it will be
for real. It is not the simulation program and the programs of the sea robots that
are models of the sea and of the real sea robots. The example also shows that the
programs of the sea robots became part of the real sea robots, i.e. development
by help of simulation. Note that these sea robots were simply programmed in
Java without using a modeling language. Still, the simulation is a model of the
sea with robots, and the sea robot objects are models of the real sea robots. Our
definition of model as a system that is a model of another system is independent
of which kind of language is used for making the model system.

7 Summary

This paper has discussed the relationship between models, systems, and descrip-
tions. These terms were then compared with the Kiel notion of model. In this
context, an executable model is the key instrument in the communication process
about models and system development. It is also key in aligning the Scandina-
vian approach with the general Kiel notation of model. Other aspects of the
Kiel modelling concept world that relate to the purpose, usefulness and details
of the model-of relation are only partially discussed and should be deepened in
further investigations. As the main result the paper has clarified the differences
and similarities between modelling and programming. The paper has concluded
as follows.

Systems belong to the modelling level M0. The paper has argued that sys-
tems can be real or imagined, but that they exist on their own. Therefore,
they are to be placed on OMG level M0.

Executing a system description leads to a system. System descriptions de-
scribe systems and lead to systems when their semantics is applied. Here it
is irrelevant whether the semantics is formal or not. The description itself is
not the system, but leads to it.

A model is a system being model-of a referent system. The model-of re-
lation exists between two systems, which may or may not have a description.
The description is the model, it is not involved in the model-of. Instead, the
implied system of the description is the model.

Modelling is programming leading to a model. Programming is about writ-
ing descriptions for systems. When the system produced is a model of a
referent system, then the programming is also modelling.
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Two descriptions can describe the same system. When there are two de-
scriptions of the same system, one high-level and one low-level, then both
descriptions are related via their semantics, which may describe the same
system on different levels of detail. The descriptions are not models of one
another, because their syntax does not fit together, but the systems can be
models.

With these clarifications it is easy to combine modelling and programming.
There are far more aspects of models that are worthwhile to consider, which
have been out of scope for this paper.
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