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We investigate and prove Lieb–Oxford bounds in one dimension by studying convex potentials that approximate the
ill-defined Coulomb potential. A Lieb–Oxford inequality establishes a bound of the indirect interaction energy for
electrons in terms of the one-body particle density ρψ of a wave function ψ . Our results include modified soft Coulomb
potential and regularized Coulomb potential. For these potentials, we establish Lieb–Oxford-type bounds utilizing
logarithmic expressions of the particle density. Furthermore, a previous conjectured form Ixc(ψ)≥−C1

∫
R ρψ(x)2dx is

discussed for different convex potentials.

I. INTRODUCTION

Kohn–Sham density-functional theory1 is due to its sim-
plicity and wide ranging applicability today’s workhorse of
quantum many-body calculations. The general formulation
of density-functional theory uses the one-body particle den-
sity ρ , which can be computed from an antisymmetric wave
function ψ describing a fermionic many-body system. Let X
be the space of admissible densities and let 〈·, ·〉X∗,X be the
dual pairing. Then the energy corresponding to ρ can be ex-
pressed by

E(ρ) = inf
ψ 7→ρ
〈ψ|T̂ +V̂ |ψ〉+ 〈vext,ρ〉X∗,X

= F(ρ)+ 〈vext,ρ〉X∗,X ,
(1)

where vext is the external potential (element of the topolog-
ical dual space X∗) and ψ 7→ ρ is the conventional notation
for ρψ = ρ with ρψ being the particle density computed from
ψ . Here T̂ and V̂ describe the kinetic energy and electron–
electron repulsion, respectively.

Equation (1) describes the transition from a formulation us-
ing wave functions to a formulation using densities and where
F(ρ) denotes the universal density functional. For almost all
practical applications, one more important step is taken: The
Kohn–Sham approach introduces a fictitious non-interacting
system that has the same ground-state particle density ρ as
the fully-interacting system and that can be computed from a
Slater determinant. We write

F(ρ) = Ts(ρ)+ J(ρ)+Exc(ρ),

where Ts(ρ) is the noninteracting kinetic energy, J(ρ) is
the direct Coulomb repulsion (Hartree term), and Exc(ρ) is
the exchange-correlation energy. The electronic correlation
effects are incorporated into the exchange-correlation func-
tional. The caveat of density-functional theory is that the exact
form of Exc(ρ) is unknown. Consequently, the development
of novel approximate exchange-correlation functionals is an
important and fundamental task.

One possible approach in the development of new and more
generally applicable exchange-correlation functionals is by

a)andre.laestadius@kjemi.uio.no

means of sound mathematical bounds (see e.g. Ref. 2). A
particularly useful bound is provided by the Lieb–Oxford in-
equality3,4; it gives a lower bound of the indirect interaction
energy Ixc(ψ) = 〈ψ|V̂ |ψ〉− J(ρψ). In quantum chemistry, it
is extensively used as a constraint in the construction and test-
ing of exchange-correlation functionals5–10. Hence, having
a tight estimate for the bound is highly desirable. For more
quantum-chemistry related works see, e.g., Refs. 11 and 12.

The Lieb–Oxford inequality, first formulated in three di-
mensions3, states that the indirect interaction energy for any
N-particle wave function ψ is bounded from below, viz.,

Ixc(ψ)≥−C3

∫
R3

ρψ(x)4/3dx, (2)

where C3 ≤ 1.68 was established by Lieb and Oxford in
Ref. 4. The constant C3 was further improved by Chan
and Handy13 to C3 ≤ 1.64 and, more recently, C3 ≥ 1.44
was derived by Cotar and Petrache14, and Lewin, Lieb and
Seiringer15. In the two-dimensional case, a Lieb–Oxford
bound has been proven by Lieb, Solovej and Yngvason16 stat-
ing that

Ixc(ψ)≥−C2

∫
R2

ρψ(x)3/2dx, (3)

where C2 ≤ 481. In the work of Räsänen et al., an argument
based on universal scaling properties was used to conjecture
that in the d-dimensional case

Ixc(ψ)≥−Cd

∫
Rd

ρψ(x)1+ 1
d dx. (4)

Note that Eq. (4) agrees with the proven results for three
and two dimensions (Eqs. (2) and (3)). Furthermore, us-
ing the d-dimensional infinite homogeneous electron gas in
the low-density limit, Ref. 17 provided further improved
bounds for two and three dimensions, and the conjectured
one-dimensional bound Ixc(ψ) ≥ −C1

∫
R ρ2

ψ dx. In order to
further improve the Lieb–Oxford bound, Benguria, Bley and
Loss introduced an additional term to the right-hand side of
Eq. (4) that involves the gradient of the single-particle den-
sity18. This bound was used to improve the result from
Lieb, Solovej and Yngvason in two dimensions19,20. Different
Lieb–Oxford bounds including density-gradient type correc-
tions were further investigated in Ref. 21.

A crucial observation for the one-dimensional case is that
the Coulomb potential v(r) = r−1 is too singular (using the
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approach taken here, see Remark 3). Hence, a suitable inter-
action potential has to be chosen before defining the indirect
interaction energy. Common examples are the contact poten-
tial (also called Dirac potential, v = ηδ ), the soft-Coulomb
potential and the regularized Coulomb potential17,22, and in
the mathematical literature the homogeneous potential v(r) =
rε−1. Without mathematical proof, the bounds Ixc(ψ) ≥
−η

2
∫
R ρ2

ψ dx and Ixc(ψ) ≥ −C
∫
R ρ2

ψ

(
K1 + ln

[
K2/(ερψ)

])
dx

were reported in Ref. 17 for the contact and soft Coulomb
potential, respectively. This was also confirmed by Räsänen,
Seidl and Gori–Giori for finite homogeneous electron gas in
the strong interaction limit in Ref. 22. In the same work, Räsä-
nen et al. studied the regularized Coulomb potential but did
not present an explicit expression for a Lieb–Oxford bound in
this case.

We here present a mathematical analysis that addresses
several aspects of Lieb–Oxford bounds for one-dimensional
quantum systems. This article is structured as follows.
In Section II we start with the general result by Hainzl
and Seiringer23, which is based on a generalization of the
Fefferman–de la Llave decomposition and uses the Hardy–
Littlewood maximal function. We derive, in Lemma II.2, an
alternative to this general bound that does not require the max-
imal function. This lemma is used in Theorrem II.3 with fur-
ther restrictions on the considered potentials (Assumptiom 1).
In Section III, we present Lieb–Oxford bounds for approxi-
mate Coulomb-type potentials. In particular, we consider a
convex version of the soft Coulomb potential and derive in
Theorem III.1 Lieb–Oxford bounds with logarithmic terms
of the particle density. This type of terms appear in one-
dimensional conductors, also called ultra-thin wires, when
modelling interactions with a soft Coulomb potential24. We
show that these terms are also included in a Lieb–Oxford
bounds for the regularized Coulomb potential and, to the
best of our knowledge, present the first explicit expression
of Lieb–Oxford inequalities for this potential. We thus com-
plement the analyses of Räsänen et al. by deriving explicit
expressions for different Lieb–Oxford bounds considered in
Refs. 17 and 22. We also address the conjectured form in
Eq. (4) with d = 1 for all here studied potentials. In addi-
tion, we address a Lieb–Oxford bound for the homogeneous
one-dimensional Hubbard model, which finds application in
the description of the Luttinger liquid and the Mott insula-
tor25–27. The Lieb–Oxford bound for this particular model
system is derived in Appendix A. The development of appli-
cations in low-dimensional physics using density-functional
theory shows the potential importance of one-dimensional
(density-functional) constraints just as in three dimensions28.
Moreover, one-dimensional Lieb–Oxford bounds are applica-
ble to confined higher-dimensional systems23 and, as noted in
Ref.17, there is a crossover between one- and two-dimensional
bounds
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II. LIEB–OXFORD BOUNDS IN ONE DIMENSION

A. Prerequisite

Throughout this article we assume that the N-particle
wave function ψ ∈ L2((R×{↑,↓})N) is normalized, i.e., that
‖ψ‖2 = 1 holds. The one-body particle density associated
with a wave function ψ is defined through

ρψ(x) = N ∑
qi∈{↑,↓}

∫
RN−1
|ψ(x,q1,x2,q2, ...,xN ,qN)|2

×dx2...dxN .

Subsequently, we furthermore assume that ψ has finite kinetic
energy, i.e.,

K (ψ) =
1
2 ∑

qi∈{↑,↓}

∫
RN
|∇ψ(x1,q1,x2,q2, ...,xN ,qN)|2

×dx1...dxN <+∞.

The space of wave functions that fulfill these constraints is
the Sobolev space with L2-topology denoted H1. By the
Hoffmann–Ostenhof inequality29, ρ

1/2
ψ ∈ H1(R) for ψ ∈ H1.

Furthermore, if ρ
1/2
ψ ∈ H1(R), the Sobolev inequality in one

dimension (see e.g. Theorem 8.5 in Ref. 30) implies that
ρψ ∈ Lp(R) for all p ∈ [1,∞].

Let the electron–electron repulsion be modelled by a poten-
tial v :R+→R. The indirect interaction energy is then defined
through (N ≥ 2)

Ixc(ψ) = 〈ψ|∑
i< j

v(|xi− x j|)|ψ〉−D(ρψ ,ρψ),

where D(ρ,ρ) denotes the direct part (i.e., the Hartree term
J(ρ) = D(ρ,ρ)) of the interaction energy, viz.,

D(ρ,ρ) =
1
2

∫
R

∫
R

ρ(x)ρ(y)v(|x− y|)dxdy.

B. General Lieb–Oxford bounds

We begin by introducing the Hardy–Littlewood maximal
function,

(M f )(x) = sup
r>0

{ 1
2r

∫
|x−y|<r

f (y)dy
}
. (5)

For 1 < p < +∞ the operator M is bounded in the Lp-
topology, ‖M f‖p ≤Mp‖ f‖p, with

Mp :=
(

2p2p
p−1

) 1
p

. (6)
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Hainzl and Seiringer proved the following general bound
(for a proof we refer to Lemma 2 in Ref. 23).

Lemma II.1. Let v(r) be convex and limr→∞ v(r) = 0. Then,
for any nonnegative function γ on R,

Ixc(ψ)≥−1
2

∫
R

(
(M ρψ)(x)2

∫
γ(x)

0
v′′(r)r2dr

+(M ρψ)(x)
∫

∞

γ(x)
v′′(r)rdr

)
dx.

(7)

Remark 1. If not γ(x) > 0 (almost everywhere) we get in
Eq. (7) a contribution

∫
Ω
(M ρψ)(x)dx, where Ω = {x ∈ R |

γ(x) = 0}. Since there does not exist a general bound of the
Hardy–Littlewood maximal function in the L1-topology, un-
less γ > 0, Eq. (7) cannot be turned into a bound in terms
of ρ .

Assuming an appropriate γ has been chosen in Lemma II.1,
when transforming the inequality in Eq. (7) to be in terms
of the particle density ρ instead of M ρ , the factor Mp (see
Eq. (6)) enters. In general, this yields suboptimal bounds. A
simple illustration can be given by the choice γ ≡ +∞. The
bound in Eq. (7) then reduces to

Ixc(ψ)≥−8
∫
R

v′′(r)r2dr
∫
R

ρψ(x)2dx.

If furthermore limr→∞ v′′(r) = limr→∞ v′(r) = 0, then∫
R v′′(r)r2dr = 2

∫
R vdr and we obtain

Ixc(ψ)≥−16
∫
R

v(r)dr
∫
R

ρ
2
ψ dx. (8)

However, by a change of coordinates and using the Cauchy–
Schwarz inequality, we find

Ixc(ψ)≥−
∫
R

v(r)dr
∫
R

ρ
2
ψ dx. (9)

Compared to Eq. (8), Eq. (9) yields a 16 times tighter constant
(since M2

2 = 16).
For constant nonnegative γ , an alternative result can be es-

tablished, which, compared to Lemma II.1, does not use the
maximal function in Eq. (5). (The improvement by Lieb and
Oxford4 of the three-dimensional bound of the indirect inter-
action energy originally given by Lieb3 included the dispense
of the Hardy-Littlewood maximal function.)

Lemma II.2. Let v be convex and limr→∞ v(r) = 0. Then, for
any constant γ ≥ 0,

Ixc(ψ)≥−1
2

∫
R

ρ
2
ψ dx

∫
γ

0
v′′(r)r2dr

− 1
2

∫
R

ρψ dx
∫

∞

γ

v′′(r)rdr.
(10)

Proof. Following the notation in Ref. 23, we introduce

αψ(r,z) =
∫ z+r

z−r
ρψ(x)dx =

∫
R

br(x,z)ρψ(x)dx,

where br(x,z) is equal to one if z− r < x < z+ r and zero
elsewhere. Using the properties of v, from Eq. (12) in Ref. 23
we obtain

−Ixc(ψ)≤
∫
R

∫ γ

2

0
v′′(2r)αψ(r,z)2drdz

+
∫
R

∫
∞

γ

2

v′′(2r)αψ(r,z)drdz.
(11)

The Cauchy–Schwarz inequality then yields

αψ(z,r)2 =

(∫
R

ρψ(x)br(x,z)2dx
)2

≤ 2r
∫
R

ρψ(x)2br(x,z)dx.

This implies
∫
R αψ(z,r)2dz ≤ (2r)2 ∫

R ρψ(x)2dx. Hence, for
the first term on the right-hand side of Eq. (11) we find

∫
R

∫ γ

2

0
v′′(2r)αψ(r,z)2drdz≤ 1

2

∫
R

ρ
2
ψ dx

∫
γ

0
v′′(r)r2dr. (12)

For the second term, we obtain∫
R

∫
∞

γ

2

v′′(2r)
∫
R

br(x,z)ρψ(x)dxdrdz

≤ 1
2

∫
R

ρψ dx
∫

∞

γ

v′′(r)rdr.
(13)

Inserting Eqs. (12) and (13) into Eq. (11) gives Eq. (10) and
completes the proof.

Remark 2. Using Lemma II.2, we recover the estimate in
Eq. (9) under the same assumptions on v, viz., Eq. (10) with
γ =+∞ reduces to

Ixc(ψ)≥−
∫
R

v(r)dr
∫
R

ρψ(x)2dx.

Under more restrictions on the potentials, the general
bounds above can be further specified. To that end, we intro-
duce the following criteria for the first and second moments
of v′′.

Assumption 1. The potential v : R+→ R satisfies

(i) v is convex,

(ii) limr→+∞ v(r) = limr→+∞ v′(r)r = 0, and

(iii) for γ = γ(x)≥ 0∫
γ

0
v′′(r)r2dr ≤ c1 ln(1+ c2γ), c1,c2 > 0,∫

∞

γ

v′′(r)rdr ≤ c3γ
−1, c3 > 0.

Remark 3. For the Coulomb potential v(r) = r−1 we have∫ γ

0 v′′(r)r2dr =+∞.
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Theorem II.3. Suppose Assumption 1. Then

Ixc(ψ)≥−8
∫
R

ρ
2
ψ

[
A1 + c1 ln

(
1+

c2e−3

ρψ

)]
dx, (14)

where A1 = c1(ln(2)+3)+ c3. Moreover, for any α > 0

Ixc(ψ)≥−1
2

∫
R

ρ
2
ψ dx

[
Nc3

α
+ c1 ln

(
1+

αc2∫
R ρ2

ψ dx

)]
.

(15)

Proof. To prove Eq. (14), we use Lemma II.1 with the choice
γ(x) = (M ρψ)(x)−1. This yields

Ixc(ψ)≥−1
2

∫
R
(M ρψ)

2

[
c3 + c1 ln

(
1+

c2

M ρψ

)]
dx

=−1
2

∫
R

(
(c1 ln(2)+ c3)(M ρψ)

2

+ c1(M ρψ)
2
[

ln
c2

M ρψ

]
+

)
dx.

We now proceed similar to Ref. 23 and use that

[ln f (x)]+ ≤ inf
0<s<1/3

f (x)s

es
,

where [ g(x) ]+ = max(g(x),0) denotes the positive part of
g(x). This implies

−1
2

c1

∫
R
(M ρψ)

2
[

ln
c2

M ρψ

]
+

dx

≥−1
2

c1

∫
R
(M ρψ)

2 inf
0<s<1/3

1
se

(
c2

M ρψ

)s

dx

≥−8c1

∫
R

ρ
2
ψ inf

0<s<1/3

1
se

(
c2

ρψ

)s

dx

≥−8c1

∫
R

ρ
2
ψ ln

(
e3 +

c2

ρψ

)
dx.

Hence,

Ixc(ψ)≥−8
∫
R

ρ
2
ψ

[
(c1 ln(2)+ c3)+ c1 ln

(
e3 +

c2

ρψ

)]
dx.

To prove Eq. (15), we use Lemma II.2. Choose γ =
α/
∫
R ρ2dx. Since v fulfills Assumption 1, we obtain

Ixc(ψ)≥−1
2

∫
R

ρ
2
ψ dx

[
Nc3

α
+ c1 ln

(
1+

αc2∫
R ρ2

ψ dx

)]
.

Remark 4. We highlight that one of the terms in the bound
in Eq. (15) depends on the particle number N and further-
more that α = α(N) is a viable choice, see Sec. III B, in
particular Eq. (27) and (28). (Note that an α > 0 could

also be introduced for Eq. (14) by instead choosing γ(x) =
α/M ρψ in the proof.) Although an N-dependent bound in
the three-dimensional case has been postulated4 and also ap-
proximated31, the bound presented here in Eq. (15) differs sig-
nificantly. Note that the right hand side in Eq. (15) can not be
bounded for all N and diverges as N→ ∞. This violates prop-
erty (iv) in Ref. 31 proposed for a valid particle-dependent
bound in three dimensions. However, we want to emphasize
that a closed analytic expression C3(N) for all N is, to the
best of our knowledge, not known at the moment in the three-
dimensional case and similar investigations for d = 1 exceed
the scope of this manuscript and are left for future work.

III. LIEB–OXFORD BOUNDS IN ONE DIMENSION FOR
COULOMB-TYPE POTENTIALS

Based on a universal scaling argument, Ref. 17 conjectured
that the indirect interaction energy in one dimension satisfies

Ixc(ψ)≥−C1

∫
R

ρ
2
ψ dx, C1 > 0. (16)

The analysis in Ref. 17 is based on the observation that

Ixc(ψ)≥−C1

A1
ELDA

x (ρψ),

where ELDA
x (ρ) = A1

∫
R ρ(x)2dx is the exchange energy for

a homogeneous gas in one dimension. (Note that Exc(ψ)
in the notation of Ref. 17 is the exchange-correlation en-
ergy that equals Ixc(ψ) plus the non-negative contribution
from correlated kinetic energy, and our Ixc(ψ) is denoted
Wxc(ψ) in Ref. 17.) In the limit rs = 1/(2ρ)→ ∞, the quo-
tient Ixc(ψ)/ELDA

x (ρψ) was studied giving an estimate for
λ1 :=C1/A1. Knowing A1 would then give an estimate for C1.
This was also confirmed for a finite homogeneous and strictly
correlated electron gas in the limit N → ∞ by Räsänen, Seidl
and Gori–Giori22 (in Ref. 22 the notation λ̄1 was used). In
Refs. 17 and 22, bounds for contact, soft Coulomb, and reg-
ularized Coulomb potential were studied. The soft Coulomb
potential, with a softening parameter ε > 0, and the regular-
ized Coulomb potential, with parameter β > 0, are given by

vε(r) =
1√

r2 + ε2
, (17)

vβ (r) =
√

π

2β
er2/(4β 2) erfc

(
r

2β

)
, (18)

respectively. Here, erfc(r) = 1− erf(r) is the complementary
error function.

Using that A1 = 1/2 for the soft Coulomb potential, Räsä-
nen et al. obtained a modified one-dimensional Lieb–Oxford
bound17

Ixc(ψ)≥−C1

∫
R

ρψ(x)2
(

K1 + ln
(

K2

ερψ(x)

))
dx, (19)

with C1 = 1, K1 = 3/2− µ , and K2 = 2/π where µ = 0.577
is Euler’s constant (see also Ref. 22 and Eq. (2) in Ref. 24).
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FIG. 1. Graphical representation of convex soft Coulomb potential
ṽε for different softening parameters ε compared to the Coulomb
potential v = 1/r itself.

Based on the physical arguments in both Refs. 17 and 22, the
constant λ 1 = C1/A1 = 2 was obtained for contact and soft
Coulomb potential. However, the potentials have different
values of the exchange constant A1.

Moreover, Ref. 22 considered the representation of the
Yukawa interaction in an infinite cylindrical wire of radius β

(see also Ref. 32). This results in the regularized Coulomb po-
tential with cutoff parameter β > 0 in Eq. (18). Although, the
value λ1 = 2 was numerically supported22, no explicit Lieb–
Oxford bound was derived for this potential.

In this section we discuss bounds of the conjectured form
in Eq. (16). Furthermore, for a convex version of the soft
Coulomb potential and for the regularized Coulomb potential
we prove Lieb–Oxford bounds similar to Eq. (19) and thereby
complementing the numerical analysis in Refs. 17 and 22.

A. Convex soft Coulomb and regularized Coulomb potentials

We will here make use of Theorem II.3 that uses Assump-
tion 1. To make the soft Coulomb potential vε (with softening
parameter ε) convex, we set ṽε(r) = vε(r + rε), for ε > 0,
r ≥ 0, where rε = ε/

√
2 and vε given by Eq. (17). Direct

calculation shows that the derivatives satisfy

ṽε(r)′ =−
r+ rε

((r+ rε)2 + ε2)3/2 ,

ṽε(r)′′ =
2(r+ rε)

2− ε2

((r+ rε)2 + ε2)5/2 .

Thus, ṽε(r) is convex (see Fig. 1).
The regularized Coulomb potential is displayed for differ-

ent values of the cutoff parameter β in Fig. 2. It is straightfor-
ward to verify that it is convex for all β > 0. Essential for our

FIG. 2. Graphical representation of the regularized Coulomb poten-
tial vβ for different cutoff parameters β compared to the Coulomb
potential v = 1/r itself.

argument is the following elementary fact about the comple-
mentary error function

2√
π

e−r2

r+
√

r2 +2
≤ erfc(r)≤ 2√

π

e−r2

r+
√

r2 + 4
π

. (20)

Theorem III.1. Let α > 0. The Lieb–Oxford bounds

Ixc(ψ)≥−8
∫
R

ρ
2
ψ

[
A1 + c1 ln

(
1+

c2e−3

ρψ

)]
dx, (21)

Ixc(ψ)≥−1
2

∫
R

ρ
2
ψ dx

[
Nc3

α
+ c1 ln

(
1+

αc2∫
R ρ2

ψ dx

)]
, (22)

hold for the potentials:

(i) Convex soft Coulomb potential ṽε with c1 = c3 = 2, c2 =
c2(ε) =

√
2/ε , and A1 = 2(ln(2)+4).

(ii) Regularized Coulomb potential vβ with c1 = c3 = 4,
c2 = c2(β ) =

√
π/(4β ), and A1 = 4(ln(2)+4).

Remark 5. Equation (21) in Theorem III.1 establishes a bound
similar to Eq. (19), with ln(·) replaced by ln(1+ ·). Note that
the inequality ln(1+ f ) ≤ ln(2)+ [ln( f )]+ can be used such
that Eq. (21) implies

Ixc(ψ)≥−8
∫
R

(
A2ρ

2
ψ + c1ρ

2
ψ

[
ln
(

c2e−3

ρψ

)]
+

)
dx,

where A2 = A1 + c1 ln(2).

Proof. For both (i) and (ii) we establish the conditions on the
first and second moment of v′′ as given in Assumption 1.
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(i) Let v be the convex soft Coulomb potential ṽε . For the
first moment we find∫

∞

γ

v′′rdr ≤ 2
((γ + rε)2 + ε2)1/2 ≤

2
γ
.

Furthermore note that
∫ γ

0 v′′r2dr ≤ 2
∫ γ

0 vdr such that∫
γ

0
v′′r2dr ≤ 2

[
ln(
√

r2 + ε2 + r)
]γ+rε

rε

= 2ln

(
γ + rε

rε

√
1+ ε2/(γ + rε)2 +1√

3+1

)

≤ 2ln
(

γ + rε

rε

)
= 2ln

(
1+

γ

rε

)
.

Thus Assumption 1 holds with the constants c1 = c3 = 2 and
c2 = c2(ε) = 2/ε .

(ii) We now consider the case when v is the regularized
Coulomb potential vβ . Integrating the second moment of v′′

by parts, and using that v′(γ)γ2−2γv(γ)≤ 0 yields∫
γ

0
v′′(r)r2dr ≤ 2

∫
γ

0
v(r)dr.

Employing the upper bound in Eq. (20) we find

v(r)≤ 2

r+
√

r2 + (4β 2)
π

(23)

and therewith∫
γ

0
v′′(r)r2dr ≤ 4ln

(
1+
√

πγ

4β

)
.

For the other inequality, integrating the first moment of v′′

by part yields ∫
∞

γ

v′′(r)rdr =−γv′(γ)+ v(γ).

Using the lower bound in Eq. (20) we obtain

−γv′(γ)≤ γ

2β 2

1− 2

1+
√

1+ 8β 2

γ2

 .

By the fact that
√

1+ r ≤ 1+ r/2 for r ≥ 0, we find

1− 2

1+
√

1+ 8β 2

γ2

≤

√
1+

8β 2

γ2 −1≤ 4β 2

γ2 .

Hence,
∫

∞

γ
v′′(r)rdr ≤ 4/γ since v(γ) ≤ 2/γ by Eq. (23). To

conclude, Assumption 1 is fulfilled with c1 = c3 = 4 and c2 =
c2(β ) =

√
π/(4β ).

Remark 6. Note that erfc(r) ≤ e−r2
/(
√

πr). This yields a
tighter constant, c3 = 3, for the regularized Coulomb poten-
tial since it then follows that vβ (γ)≤ 1/γ .

FIG. 3. Graphical representation of the approximate contact potential
for different approximation parameters σ compared to the Coulomb
potential itself.

B. Conjectured bound in one dimension based on the scaling
argument

The conjectured bound in Eq. (16) based on the universal
scaling argument of Ref. 17 can be readily obtained for the
contact potential. By simply inserting v = δ into the direct
interaction energy D(ρψ ,ρψ), we obtain

Ixc(ψ)≥−D(ρψ ,ρψ) =−
1
2

∫
R

ρ
2
ψ dx. (24)

Note that Eq. (24) was proposed and motivated but the proof
not spelled out in Ref. 17.

Furthermore, we can apply Lemma II.2 to (convex) approx-
imate contact potentials (see Fig. 3). Let σ > 0 and define

vσ (r) =


2
σ
− 2r

σ2 , 0≤ r ≤ σ ,

0, σ < r.

Since
∫
R vσ (r)dr = 1, Eq. (9) with γ > σ yields

Ixc(ψ)≥−
∫
R

ρ
2
ψ dx.

(Note that
∫
R v′′σ r2dr = 2 can also be obtained using Eq. (10).

In that case one either integrates by parts or insert the second
order distributional derivative vσ (r)′′ = 2δ (r−σ)/σ2.) This
bound holds for all σ > 0. Note, however, that in the limit
σ → 0+, we obtain a nonoptimal constant (twice as large as
in Eq. (24)).

We next discuss the homogeneous potential v(r) = rε−1.
In this case Lemma II.1 with γ = (M ρψ)

−1 gives a Lieb–
Oxford bound that is arbitrarily close to the conjectured form
in Eq. (16). (Di Marino has proven similar result in the set-
ting of strictly correlated electrons33.) This coincides with the
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general result of Lundholm et al., Lemma 16 in Ref. 34 with
d = 1, viz.,

Ixc(ψ)≥−22−ε(2− ε)2

ε(1− ε)

∫
R

ρ
2−ε
ψ dx. (25)

As the conjectured form
∫
R ρ2

ψ dx is approached, i.e., in the
limit ε → 0+, we have 22−ε(2− ε)2/(ε(1− ε))→ +∞, and
where the use of the Hardy–Littlewood maximal function in-
troduces the extra factor 23−ε(2− ε)/(1− ε).

Alternatively, we here note that we can use Lemma II.2 to
obtain the conjectured form for v = rε−1 and any 0 < ε < 1,
although also with an unbounded constant as ε → 0+.

Theorem III.2. Let v(r) = rε−1 and 0 < ε < 1, then

Ixc(ψ)≥−
(

1
ε
+ ε−3

)∫
R

ρ
2
ψ dx−

(
1− ε

2

)∫
R

ρψ dx.

In particular, there exists a Cε > 0 such that

Ixc(ψ)≥−Cε

∫
R

ρ
2
ψ dx.

Proof. Note that the homogeneous potential is convex and
limr→∞ v(r) = 0. Hence, Lemma II.2 is applicable and the
choice γ = 1 gives

1
2

∫
R

ρ
2
ψ dx

∫ 1

0
v′′r2dr =

(
1
ε
+ ε−3

)∫
R

ρ
2
ψ dx,

and

1
2

∫
R

ρψ dx
∫

∞

1
v′′rdr =

(
1− ε

2

)∫
R

ρψ dx.

Since ρψ ∈ L1(R), we find for any ε > 0 an interval Bε such
that

∫
R ρψ dx≤

∫
Bε

ρψ dx+Nε/2. Since N ≥ 2, we have(
1− ε

2

)∫
R

ρψ dx > 1

and (
1− ε

2

)∫
R

ρψ dx≤
(∫

Bε

ρψ dx
)2

≤ |Bε |
∫
R

ρ
2
ψ dx.

Defining Cε = |Bε |+(ε−3+1/ε) concludes the proof.

Remark 7. As is evident from the proof, the conjectured
bound for the case v = rε−1 is not the optimal formulation
since for large particle number

∫
R ρψ dx is significantly less

than
(∫

R ρψ dx
)2.

We finalize by commenting on the result in the previous
section. The Lieb–Oxford bounds established for the con-
vex soft Coulomb potential (ṽε ) and regularized Coulomb
potential (vβ ) are not of the conjectured form Ixc(ψ) ≥
−C1

∫
R ρ2

ψ dx. However, using that ln(1+ x) ≤ x for x ≥ 0,
Theorem III.1 yields with α = cN/(c1c2)> 0

Ixc(ψ)≥−c1c2c3

2c

∫
R

ρ
2
ψ dx− 1

2
cN. (26)

For the regularized Coulomb potential, where we can take
c1 = c3 = 4 and c2(β ) =

√
π/(4β ), we have

Ixc(ψ)+
1
2

cN ≥−2
√

π

cβ

∫
R

ρ
2
ψ dx, (27)

and similarly for the convex soft Coulomb potential

Ixc(ψ)+
1
2

cN ≥−2
√

2
cε

∫
R

ρ
2
ψ dx. (28)

Generally, if the interaction potential is shifted down with
a positive constant v→ v′ = v− c, then the shifted interac-
tion energy, I′xc, by definition satisfies I′xc = Ixc + cN/2. In
particular, for the regularized Coulomb potential the choice
c = vβ (0) =

√
π/(2β ) =: cβ gives I′xc(ψ) ≥ −4

∫
R ρ2

ψ dx, al-
though the indirect interaction energy I′xc does not come from
a repulsive potential anymore since v′

β
:= vβ − cβ ≤ 0.

IV. CONCLUSION

In this article, we have discussed and presented one-
dimensional Lieb–Oxford-type inequalities for different
Coulomb-like potentials. Due to the strong singular nature
of the Coulomb potential in one dimension, different choices
of pseudopotentials have been employed and investigated. Al-
though we were able to derive Lieb–Oxford bounds for a va-
riety of Coulomb-like potentials, we have not found a gen-
eral or parameter-independent bound. (The contact potential
gives the constant 1/2 but is not reproduced using the other
potentials.) Our strategy follows the general framework of
Hainzl and Seringer23, although an alternative approach (see
Lemma II.2) that does not use the Hardy–Littlewood maxi-
mal function has been established and subsequently used. We
have focused on potentials that approximate the Coulomb po-
tential and that have been previously addressed in the litera-
ture. In particular, Räsänen and coauthors17,22 have studied
Lieb–Oxford bounds for different interaction potentials. Ref-
erence 17 conjectured that the Lieb–Oxford bound for a one-
dimensional system takes the form Ixc(ψ) ≥ −C1

∫
R ρ2

ψ dx.
For the contact potential this can be directly established.
We proved modified results for the soft and the regular-
ized Coulomb potentials (see Section III A) that also involve
logarithmic terms of the particle density. For the regular-
ized Coulomb potential, the proven Lieb–Oxford inequality
in Theorem III.1 is, to the best of our knowledge, the first
known explicit bound for this type of interaction. In Sec-
tion III B, we additionally investigated to what degree the
conjectured bound could be established for approximate con-
tact potentials, homogeneous potentials, soft Coulomb and
regularized Coulomb potentials. This typically involves un-
bounded (Lieb–Oxford) constants. In particular, by applying
Lemma II.2 we derived a Lieb–Oxford bound for the homo-
geneous potential v = rε−1 of the conjectured form but with
unbounded constant (as ε → 0+). Using the same lemma,
similar results are discussed for (convex) soft and regularized
Coulomb potentials.
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FIG. 4. Graphical representation of the the difference e(n, t,U)−
e(n, t,0). The blue curves describe the difference for n ≤ 1 whereas
the red curves the difference for n > 1.
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Appendix A: Lieb–Oxford bound for the one-dimensional
Hubbard model

The Hubbard model is used describe the transition be-
tween conducting and insulating systems35–37. In the one-
dimensional case, this can be identified by Hydrogen chains38.
It is interesting to note that an expression similar to the conjec-
tured bound in Eq. (4) (for the Schrödinger model) can be de-
rived for the homogeneous one-dimensional Hubbard model.
The theoretical framework described in Ref. 25 provides the
necessary foundation for the following derivation.

We recall that the Hubbard Hamiltonian in second quanti-
zation is

Ĥ =−t ∑
σ∈{↑,↓}

L

∑
i=1

(
c†

i,σ ci+1,σ + c†
i+1,σ ci,σ

)
+U

L

∑
i=1

c†
i↑ci↑c

†
i↓ci↓,

where L > 0 is the number of lattice sites, t > 0 is the hop-
ping integral and U ≥ 0 is the strength of the on-site interac-
tion that represents the electron repulsion. In order to describe
the exchange-correlation energy, we use an interpolation for-
mula for the ground-state energy of the homogeneous Hub-
bard model based on the Bethe ansatz39 (see e.g. Ref. 25 for
more details).

Considering two different cases for the band filling, i.e., a
less than half-filled electronic band (n = N/L≤ 1) and a more

than half-filled band (1< n=N/L≤ 2), the energy expression
reads25

e(n, t,U) =

−
2tβ (U/t)

π
sin
(

π

β (U/t)
n
)
, 0≤ n≤ 1,

e(2−n, t,U)+U(n−1), 1 < n≤ 2,

where n = N/L describes the band filling and β ∈ [1,2] is a
function of the ratio U/t. The exchange-correlation energy is
then given by

exc(n, t,U) = e(n, t,U)− e(n, t,0)− eH(n,U), (A1)

where eH is the Hartree energy, i.e., eH(n,U) =Un2/4. Note
that e(n, t,0) describes the noninteracting kinetic energy.

Proposition A.1. Let t > 0 and U ≥ 0 be fixed but arbitrary.
Then E1DHM

ex (n, t,U)≥−U
4 ∑i n2

i .

Proof. We will first demonstrate that e(n, t,U)−e(n, t,0)≥ 0.
Let 0≤ n≤ 1, then

e(n, t,U)− e(n, t,0)

=
2t
π

[
2sin

(
πn
2

)
−β (U/t)sin

(
πn

β (U/t)

)]
=:

2t
π

fn(κ),

where κ = β (U/t). We claim that fn(κ) is a positive function
on the interval [1,2], see Fig. 4. To show this, we just have to
note that f ′n(κ)≤ 0 for κ ∈ [1,2] (using e.g. that x≤ tan(x) on
[0,π/2] and that the reverse inequality holds on [π/2,π]) and
that (by sine angle addition identity)

fn(1) = sin
(

πn
2

)
− sin(πn)

= sin
(

πn
2

)
−2cos

(
πn
2

)
sin
(

πn
2

)
≥ 0 = fn(2).

For n > 1 (but less or equal to two), we repeat the above but
with m = 2− n instead of n. To complete the proof, we use
Eq. (A1) and that fn ≥ 0 such that

E1DHM
xc (n, t,U) =

L

∑
i=1

(
2t
π

fni(κ)− eH(ni,U)

)
≥−U

4 ∑
i

n2
i .

We note that in case of the homogeneous Hubbard model
the lower bound of the indirect interaction energy in terms of
the single-particle density takes a discrete form characterized
by the site-occupation number ni, i.e., the expectation value of
c†

i↑ci↑+ c†
i↓ci↓.
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