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Handling instructions

Despite their brevity, the stories in this book are full-fledged
writings. Their advantage is, that one saves time with them,
since they do not require our attention for weeks or months.
While the soft-botled egg is cooking or until the number you
are dialing answers (provided it is engaged, of course), read
a one-minute story. Feeling unwell or shattered nerves are
not an obstacle. [...]

Attention!

If there is something you don’t understand, reread the story
in question. If you still don’t understand then the fault lies
with the author.

There are no dim-witted people, only badly written
one-minute stories.

Hasznalati utasitds

A mellékelt novelldk rovidségik ellenére is teljes értéki
irasok. Elényiik, hogy az ember idét sporol velik, mert nem
igényelnek hosszu hetek-honapokra terjedd figyelmet. Amig a
ldgy tojds megfé, amig a hivott szdm (ha foglaltat jelez)
jelentkezik, olvassunk el eqy Egyperces Novelldt. Rossz
kozérzet, zaklatott idegdllapot nem akaddly. [...]

Figyelem!

Aki valamit nem ért, olvassa el ujra a kérdéses irdst. Ha igy
sem érti, akkor a novelldban a hiba.

Nincsenek buta emberek, csak rossz Egypercesek!

Istvan Orkény, Egyperces novelldk (One-minute stories)






Abstract

Nuclear level densities (NLD) and ~-ray strength functions (GSF) are essential
average characteristics of the atomic nucleus. They describe the number of levels
in an excitation energy interval and electromagnetic transition probabilities,
respectively. There has been significant progress in the theoretical descriptions,
but experimental information is necessary to “gauge” the quality of different
models. Furthermore, the NLD and GSF are important ingredients to cross-
section calculations, which are used in a variety of applications spanning
from nuclear energy and nuclear medicine to astrophysics and the quest of
understanding how our universe was formed.

This thesis contributes to the understanding and quantification of uncer-
tainties in measurements of NLDs and GSFs with a focus on the so-called Oslo
method. We have developed a new Python library, OMpy, which reimplements
the data analysis software used in the Oslo method. It enables, for the first time,
a complete propagation of statistical errors from the raw data to the final results
and permits the treatment of several types of systematic errors. Moreover, it
enhances research reproducibility through a transparent documentation and
facilitates the publication of all steps of the analysis.

For the interpretation of any measurement it is important to characterize
the measurement devices. Therefore, we have determined the energy response of
the recently commissioned ~-ray detector array OSCAR at the Oslo Cyclotron
Laboratory.

We have conducted an experiment to find the NLD and GSF of 24°Pu.
The particular challenges of the (d,p) reaction on a heavy target nucleus are
explored, it is shown to violate an assumption of the Oslo method, and a new
procedure to mitigate this problem is presented. Moreover, special challenges in
the cross-section calculations for actinides are discussed.

We present the new code gledeli, which puts measurements on NLDs and
GSFs in a broader perspective, as it facilitates the simultaneous analysis of
several experimental techniques. The combined fits are particularly suitable for
the evaluation of theoretical descriptions and to find recommended NLD and
GSF parametrizations, that can be used in cross-section calculations.

Finally, the work on actinide targets has lead us to the development of a
novel technique to estimate prompt-fission v rays. We use the (d, p) reaction as a
surrogate for fast-neutron induced fission to study the spectral characteristics as
a function of excitation energy. This reaction enables us to report on the average
multiplicity, and the total and average 7-ray energy emitted in the fission of the
compound nuclei 234U* and 24Pu*.
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Chapter 1
Introduction

Muss ich mir den subatomaren Raum vorstellen als etwas
grosses, ruhiges, dunkles, in das man hinabsteigen kann?

Do I have to imagine subatomic space as something huge
and-silent and dark that you can climb down into?

Peter Fischli und David Weiss Findet mich das Gliick?
(Will happiness find me?)

Almost 40 years after the first application of what has become known as
the Oslo method [1-4] we have to ask ourselves: Is there still anything new to
discover? The honest answer has to be that we do not know — otherwise it would
not be a discovery — but there are still many important questions to pursue.

The nucleus is a complex quantum mechanical object, but it has been shown
that many aspects are well described by average statistical quantities. The
Oslo method is an experimental technique that has been at the forefront of the
determination of the level density and ~v-ray strength function of the atomic
nucleus. The initial works have been dedicated exclusively to basic science, the
understanding of the nucleus [1, 2, 5-8]. In this respect, the discovery of a strong
enhancement in the emission probabilities of low-energy ~ rays is regarded as a
breakthrough of the Oslo method [9].

As the technique matured, the question of how the results from the Oslo
method would impact applications has gained more attention. Nuclear level
densities and y-ray strength functions are essential inputs to the calculation of
neutron capture cross-sections, which are a measure for the probability that a
nucleus absorbs a neutron and subsequently emits y-rays. The delicate balance
between neutron capture and fission is crucial for the control of the chain
reactions that are at the heart of nuclear energy production. A more precise
knowledge of neutron capture cross-sections may become more important as the
industry pushes towards reactors driven by fast-neutron reactions, where direct
cross-section measurements are extremely challenging [10-12].

Another intriguing challenge is to reconstruct how our universe was formed
from the abundance of different elements that we can observe today. In stellar
environments no elements heavier than iron can be formed through fusion, such
that they must have been created through a fine balance between neutron
and proton capture, and nuclear decays. If we determine the key inputs to
cross-section calculations more precisely by applying i.e. the Oslo method, we
can improve our knowledge of the formation of our universe [13—15]. This is a
strong claim, and of course, there are other aspects involved; the astrophysical
conditions, i.e. where, with how strong neutron fluxes and at what temperatures



1. Introduction

the reactions proceeded will arguably have the strongest impact. However, given
the recent progress on the determination of the astrophysical sites, the discovery
of a neutron-star merger event by the LIGO/Virgo collaboration in 2017 [16],
a precise understanding of the nuclear input is essential [15]. However, “with
great power must also come — great responsibility”.!

If we intend to minimize the uncertainties in applications like the above,
we need a detailed understanding and quantification of the uncertainties that
arise from the experimental measurements and their analysis. A milestone for
the Oslo method has been the work of Schiller et al. in 1999/2000 [3]. The
authors developed a formalism for a simultaneous fit of the level density and
~v-ray strength function to the experimental data that does not require prior
assumptions on the parametrization of results. The principle is still used today.
Furthermore, they provided an approximation of the uncertainties of this method.
Larsen et al. followed this up with an analysis of possible systematic errors in the
Oslo method [4]. Given the significant progress in computation power during the
past 20 years, it is time to revisit the matter and proceed from approximations
to a rigorous quantification of the statistical — and where possible also systematic
— uncertainties.

1.1 Research questions
This leads to the following research question for this thesis:

e How can we achieve a full and justifiable quantification of the statistical
and systematic uncertainties in the Oslo Method?

e Are there limits to the applicability of the Oslo Method?
From my work on actinide targets, the following questions came in addition:

e Can we improve the data processing for actinide targets, where a
considerable amount of data is rejected due to the opening of the fission
channel?

e What is the impact of our results on neutron capture cross-sections
calculations, especially for actinide targets?

1.2 Thesis outline

This thesis is structured as follows. In Chapter 2 I review the foundation and
scientific context of this thesis, that is the definition, models and experiments
to determine the level density and 7-ray strength function. Chapter 3 provides
a short description of the publications that form this thesis. In Chapter 4 1
summarize the main findings and present an outlook on further research questions.

1This is a quote from S. Lee’s Spider-Man, but very similar phrases are known e.g. from
W. Churchill and T. Roosevelt.

2



Thesis outline

Finally, a reprint of the six articles included in the thesis is provided. Paper I
presents a reimplementation of the software for the Oslo method with a focus
on the rigorous statistical uncertainty quantification. Paper II characterizes the
~-ray energy response of the new detector array OSCAR. Papers 11l and IV
analyze a specific assumption of the Oslo method, quantify the bias in a case
where it is not fulfilled and propose a new correction method. Paper V shifts
the focus from the analysis with the Oslo method and demonstrates how we
can improve our knowledge of level densities and ~-ray strength functions from
the combination of several experimental methods. Finally, in Paper VI a new
technique is explored to obtain prompt-fission 7 rays from data that has to be
rejected in the Oslo method.






Chapter 2
Background

Remember that all models are wrong; the practical question is how
wrong do they have to be to not be useful.

— George Box, Empirical Model-Building and Response Surfaces

2.1 Level density

Describing a nucleus is a quantum mechanical many-body problem with no easy
solution. However, for many applications it has been fruitful to describe the
nucleus in terms of macroscopic statistical or phenomenological models. One
quantity that is often described through a statistical approach is the nuclear
level density p, which is a measure for the number of levels N in an energy region
AE. Tt is inversely related to the average spacing D between the levels,

N 1

= 5= 5 (2.1)

p

Note that each level is degenerate with 2J + 1 magnetic substates, such that the
state density is given by ptate)(.J) = (2J 4 1)p(J). From quantum mechanics, it
is known that the excited levels are not truly discrete, but have a certain width
I", which can be related to their lifetime 7 through a Fourier transformation
resulting in T = h/7 [17] [18, p. 412ff]. Nevertheless, the low excitation energy
region is usually referred to as the discrete region, which can be justified as
the width I' is negligible in comparison to the average level spacing D. With
increasing excitation energy F., the level spacing D decreases whilst the width T’
increases, until the levels eventually form a continuum. This thesis is concerned
with the region in-between, the so-called quasi-continuum, where the levels do
not overlap yet. There, the states are built up by complex enough wave-functions
that a statistical treatment is usually sufficient for applications like cross-section
calculations.

2.1.1 Empirical models

In the following, I will introduce some of the most widely used phenomenological
models for the level density. More details can be found e.g. in the Reference Input
Parameter Library (RIPL3) [19] and references therein. A graphical comparison
of the different models is given for 4Dy in Fig. 2.1.
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Backshifted Fermi Gas Model
Already in 1936 Bethe [20] derived the state and level density for non-interacting
Fermi gases. I describe Bethe’s model in Paper V:

In 1936 Bethe proposed a level density formula assuming that neutrons and
protons form a gas of non-interacting fermions [20]. The model was later
amended slightly, allowing the excitation energy E, to be shifted by a constant
FE for better fits to observables like the density from discrete levels. The shift
is proposed to be connected to the breaking of Cooper pairs, see eg. Ref. [21],
even though this differs from an exact derivation based on the Bardeen-Cooper-
Schrieffer theory [22, 23]. The level density p of the backshifted Fermi gas
(BSFQG) is given by [24]

1 exp (2\/aU)
T 120v2r  al/AUS/A

where U = E, — F; is the effective (backshifted) excitation energy and a
is the so-called level density parameter. The spin-cut parameter o is an
energy dependent parameter related to the spin-parity distribution and will
be discussed in [Sec. 2.1.1]. At U = 25/(16a), Eq. (2.2) has a minimum and
we adopt the procedure of Ref. [25] to set p(E,) constant below this energy to
avoid unphysical results.

p(Ey) (2.2)

Implicitly, I have assumed here that the level density parameter a does not
depend on the excitation energy FE.,., which is consistent with the initial derivation
of the (BS)FG model. However, one observes that nuclei closer to magic numbers
are best fit by a lower a, which indicates the importance of shell effects. This
is also relevant for the dependence of a on the excitation energy F, as shell
effects gradually play a lesser role for higher F,. A phenomenological description
of a(E,) was first proposed in Ref. [26] and the concept is in agreement with
microscopical calculations, see Ref. [19] and references therein. For the works
included in this thesis, we only require and obtain information on the level
density p up to approximately the neutron separation energy S,,. In this regime,
the effect of the variation of a on the level density p(FE,) is negligible. To
minimize the number of free parameters, we therefore use the BSFG formula
with a constant a. For Fig. 2.1, I have used the parameters E; and a compiled
in Ref. [25], together with the Fermi gas spin-cutoff which will be introduced in
Eq. (2.7).

Constant Temperature Model
In most recent works of the Oslo group the constant temperature model is used,
which I describe in Paper V:

77
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Figure 2.1: Level density of 194Dy obtained from empirical parameterizations
[25], theoretical calculations [32] and extracted with the Oslo method [Paper I,
33] . The combinatorial model explicitly takes into account the parity dependence
and shows that parity equilibration a good approximation above ~ 2 MeV. Also
shown is p(S,) obtained from the average s-wave resonance spacing Dg that is
used as a normalization constrain in the Oslo method.

The Constant Temperature (CT) model has been proposed by Ericson [27]
essentially in realization that the level density p obtained from discrete levels
is fit well by [19, 24, 27, 28]

o) = exp D222 (2.3)
where the temperature of the nucleus T is assumed to be constant over the
whole energy range, and Ej is a shift parameter. For applied purposes, Gilbert
and Cameron [24] suggested a combined formula with the CT model for low
energies and the BSFG for higher energies. However, works by the Oslo group
suggest the usage of the CT formula even up to the neutron separation energy
S, see e.g. Refs. [29-31] and references therein.

The parameters T" and Ey for Fig. 2.1 are taken from the compilation of
Ref. [25].

Composite Gilbert Cameron Model
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As stated above, Gilbert and Cameron [24] suggested a level density formula,
which combines the CT and BSFG model at low and high energies, respectively.
Different approaches exist on how exactly the models should be combined, but
they all impose a continuity of absolute values and first derivatives at the
matching point F,, [19, 24, 34]. Usually, FE,, is below the neutron separation
energy Sy, but unless it is far below S,, the results from the Oslo method
are not able to distinguish between the composite Gilbert Cameron model
(CT+BSFG) and a pure CT model. In Fig. 2.1 T show this model with the
default parametrization from TALYS v1.9 [35], where E,, = 6.6 MeV, which is 1
MeV below S,,.

Spin-Parity distribution

Up to now, we have implicitly treated the level density p only as a function
of the excitation energy F,.! From the definition of the level density p, we find
that it should also depend on the total angular momentum .J (conventionally
called spin) and the parity 7. However, the phenomenological models assume
that the level density p(E,,J,m) can be factorized as follows

p(EI> J, 7T) = p(Eﬂc)g(va J, 71-)’ (2'4)
where g(E,, J,m) is the spin-parity distribution, which is assumed to have a

Gaussian-like functional form. I describe g(F,, J, 7) in Paper V:

The spin-parity distribution g(E,,J, ) is usually assumed to have following
form [20, 24, 36]

1
g(EzaJ77r) = §g(Ema<])7 (25)
J? (J+1)2
9(Ez, J) :expﬁ*eXpT
2 J +1/2)?
N 503 exp—( 202/ ) , (2.6)

For a derivation, see App. E. of Ref. [24], which refines the arguments used
in Refs. [20, 36]. The parity dependence is usually neglected in the empirical
models [25], resulting in the equiparity assumption of Eq. (2.5).

Various descriptions exist for the spin-cut parameter o, which determines
the width of the spin distribution g(E,, J). Although the BSFG model provides
a formula for o, alternatives are commonly used as they provide e.g. a better
description of the distribution of known discrete states [19, 22, 25, 37].

In the articles presented here, two different spin-cutoff formulas are used
(and we implemented several other choices in OMpy):

1In some contexts this is called the total level density, but I will avoid this name, as others
use it to refer to the state density.

8
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~-ray strength function

o In Papers IIT and IV we use the spin-cutoff o of Ref. [38] (as referenced in
Ref. [25]) which is based on the rigid body moment of inertia,

1+ \/4aU(E,
o2 (Ey) = 0.0146A5/3++(), (2.7)

where A is the mass number of the nucleus.

o At low E,, typically at ~1-2 MeV, the spin cut-off o can also be obtained
from an average of the spins J of known levels. To reconcile a potential
discrepancy to the spin-cutoff o calculated from Eq. (2.7) we have chosen
the same approach as in Refs. [19, 34] for Paper I: We interpolate o linearly
between the value obtained at an average energy Ej for the discrete region
and the Fermi gas expression for S,,. Note that we have chosen Eq. (2.7) as
the model for the spin-cutoff o(S,,), which differs from the functional form
used in Refs. [19, 34] for o(S,,). Below Ey, the spin-cutoff o is assumed to
be constant.

The parametrization of the spin-cutoff o is a major systematic uncertainty in the
normalization of the results from the Oslo method, as I also mention in Paper I.
So far, there are no experiments that can provide reliable information on the
spin-cutoff o for heavy nuclei, or the spin distribution g(E,, J) itself, between
the discrete region and the separation energy S,,. With OMpy, it is now at least
very easy to rerun the analysis for a set of reasonable models for o.

It should be noted that g(E,,J,7) is the intrinsic distribution of levels
with spin J and parity 7 in the nucleus. This is in general different from the
distribution of levels that are populated in a given reaction (denoted gpop(Ey, J, )
in Papers I, IIT and IV). The difference is striking in reactions like nuclear
resonance fluorescence or for the population of a nucleus through S-decay of the
parent, as strong selection rules limit the available J7 states. In other cases, like
for (d,p) reactions, the population of different spin-parities crucially depends on
the beam energy and may be proportional to the intrinsic spin-parity distribution.
Papers I1T and IV discuss challenges for the Oslo method when the beam energy
in the (d, p) reaction is below the Coulomb barrier for the 24°Pu target.

2.2 ~-ray strength function

The v-ray strength function” f is a measure for the average transition probability
between states in the nucleus. We will here adopt a slightly modified definition®
of Bartholomew et al. [39, Eq. (1.1)] for a transition with energy E, and

2T may refer to f also just as (y-ray) strength, and strength function. In literature it is
also called radiative- or photon strength function.

3In contrast Eq. (2.8), Bartholomew et al. [39] uses a asymmetric definition, where the
partial transition widths Iy (-) are defined as transitions from the higher- to the lower energy
level not only for decays, but also for excitations. We conceptually prefer a symmetric definition,
but show the equivalence below, which follows from a corresponding change in the level density.

9
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multipolarity XL,

(T (B, J7 = By, 7))
f E 7E7;7‘]z7r7‘]7r = 14 EiaJi7ﬂ-i ) 2.8
XL( ol f) E%LJFI ( ) ( )

, see (2.1)

1
D(E;,J;.75)

where E; = F; + I, for absorption and emission of a photon, respectively, and
the variables for the initial and final states have the subscript ¢ and f. The
average (-) over the partial widths* I‘SXL)(Ei, Ey,J, J}) should be taken over
many levels with the same spin-parity at the energy of the initial state. It should
be clear from the context whether f denotes the v-ray strength or the final
state. A transition with multipolarity X L can be either of electric (X = E) or
magnetic type (X = M) and has the multipole order L (where L =1 is dipole,

Note that other definitions exist in literature [39, 40], like f = (I'y)p or
f = (T))p/(E2E1A?/3) with the A being the mass number; the choice of
Bartholomew et al. [39] divides out the “obvious” E?L*! energy dependence of
the transition probabilities [18, p. 595] due to the properties of the electromagnetic
operator.

In general, one distinguishes between the strength from photo-excitation
(“upward”) processes f, usually from the ground state of a target nucleus, and
the strength from ~ decay (“downward”) ]? The above equation Eq. (2.8) for f
transforms automatically in Bartholomew’s definition of f

(T (B, J7 = By, 7))
E’%LJrl

fXL(EV7EiaJi7TaJ}r) = p(EiaJiaﬂ-i)7 (29)

where Ey = E; — E,. Using the principle of detailed balance [18, p. 602], it also
transforms into Bartholomew’s definition of f,‘r’

(T8 (B, T — B JI))

Fxu(By, By = 0,07, Jf) = 2L p(Ef, Ji,mi)
2l
XL . .

<F’(Y )(Efan _>E2;Jz )> p(Ef’Jf’Wf)p(E J )

- iy iy T
B p(Ei, Ji, mi)

(TP By, T — Bi 7))

~ FELH p(Ey, Jg,my), (2.10)

4They are not to be confused with the total radiative width for the decay of a state i,
Ty = Zf Iy — f).

5Note a slight inconsistency here that I was not able to resolve: The principle of detailed
balance relates the ratios of transition widths between an initial and final state and the state
densities, Fiﬁf/pfswte , not level density p. The difference might be that we now regard

transition widths between levels, not states.
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where Ey = E, (and one would now average over the final levels).

In practice, the photo-excitation strength function f is usually calculated via
the photoabsorption cross-section® o (see Appendix A) [39, 41-43],

f» o 1 OXI
T 2L+ 1)(nhe)? B2LT

(2.11)

Finally, the y-ray strength function f can also be related to the transmission
coefficient T' ~ 27Tp [18, p. 389], using Eq. (2.9),

< Txp,

Fxr = or R (2.12)

In many situations it is interesting to model partial decay widths given a
model of the (average) strength function f. For brevity, let me denote the partial
decay width by I'pare. Inverting Eq. (2.9) one finds

Fxr(Ey, By, Ji, m) B2E+1
p(E;, Ji, m;)

(Tpart) = (2.13)

The equation above provides only the average behavior. Assuming an extreme
configuration mixing of the wave-functions, Porter and Thomas [44] found that
the ratio of each partial width independently follows a x? distribution with v = 1
degrees of freedom, which is also called Porter-Thomas distribution,

r rt
ﬁ ~ Xo—1- (2.14)
par

This is in good agreement with many experiments, see e.g. Refs. [45-49] and can
be derived from random-matrix theory [50]. However, Porter and Thomas [44]
already noted that the independence assumption probably breaks down for
transitions to low-lying states, which are much less complex than the states at
higher excitation. Several recent experiments [51, 52] have found violations of
the Porter-Thomas distribution that cannot be explained by random-matrix
theory, even after inclusion of coupling of different channels [53].

2.2.1 Simplifications: Brink—Axel hypothesis

Faced with the challenge of calculating neutron widths, Brink [54, p. 101ff] came
up with following simplification in his dissertation: He assumed that the “upward”
and “downward” ~-ray strengths of the giant electric dipole resonance (GDR) are
equivalent. To be precise, Brink’s assumption was on the cross sections, not the
~-ray strength function. However, as can be seen in Eq. (2.11) these are closely
related. In addition, Brink assumed a parametrization of the cross-section that
is independent of the spin-parity and excitation energy of the initial and final

6Cross sections, the spin-cut, and the standard deviation of a Gaussian are denoted with
o, but it should be clear from the context what I refer to.
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states, but depends only on the transition energy E, = E; — Ey. Later, the
idea was extended to include also other transitions than the GDR, like the M1
scissors or pygmy dipole resonance. With this assumption, we can simplify our
notation for the strength function

Fxp(Ey) = fxi(By, By, JT,J7) = fxi(By, B, JT,JF). (2.15)

The assumption of the spin independence may have been motivated by the
observation of Hughes and Harvey [55] that the average total radiative widths
(') seem independent of the ground-state spin of the target nucleus in (n,~)
reactions.

It is not immediately clear that the Brink hypothesis should hold true,
especially given the peculiar asymmetry of the initial versus final level density
in Egs. (2.9) and (2.10). However, it is quite common to apply at least the
spin independence of the Brink hypothesis in cross-section calculations and
comparisons of the 7-ray strength function from different experiments (see
e.g. Refs. [56-59]). Brink’s thesis remained unpublished until recently, but
the results were referred to in an article of Kinsey [41]. Seven years after the
dissertation, Axel [42] was the first to widely use the hypothesis of Brink in
the calculation of strength functions and radiative widths. The hypothesis then
started to be referred to as the Brink—Axel hypothesis.

The Brink—Axel hypothesis is usually invoked when using the Oslo method.
Some aspects of it can also be verified through the application of the Oslo method.
The independence of the decay strength function from the excitation energy
E, in the quasi-continuum has e.g. been shown in Refs. [60, 61] using the Oslo
method. Furthermore, a study that compares the strength of the M1 scissors
resonance obtained with the Oslo method and nuclear resonance fluorescence
strongly suggests that the “upward” and “downward” strengths are equal [59].
This is also confirmed in the analysis of two-step and multi-step cascade spectra
[62, 63] and other experiments [64].

The hypothesis is, however, also highly debated and there are known
limitation. The low energy part of the strength function is not accessible
in the photo-excitation of the ground state, as the level spacing is relatively high
for the lowest excited states. Analogously to the remark on the Porter-Thomas
fluctuations, transitions between low-lying states may in addition not be well
represented by a statistical model, as structure effects play a larger role. In
contrast to the photo-excitation, the decay may probe the low energy part of
the strength function in transitions between the closely spaced quasi-continuum
states. In light of these differences, one can argue that the Brink—Axel hypothesis
is violated [65, 66] — or that the concept of the photo-excitation strength function
is not applicable in this region. Still, other recent works [67, 68] exhibit a
violation of the Brink—Axel hypothesis also for higher energies (most notably,
Ref. [68], which does not depend on a specific level density or strength function
model) or attempt to determine limits of its applicability [58].

12
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2.2.2 Empirical models

In the following, I will briefly describe some of the models that are often used
for the y-ray strength function. The parameters for these models are usually
determined by a fit to data, or if no measurements are available, one resorts
to (semi-)empirical predictions. The goal of the description here is to give an
impression of the manifold of models, rather than a theoretical justification;
given the variety of approaches, the final justification for the (semi-)empirical
models is usually given by the match with the data, not by the consistency of the
approach. For more details, the reader is referred to Refs. [19, 69] and references
therein.

Standard Lorentzian

In his Doctoral thesis, Brink [54] proposed the standard Lorentzian (SLO) for the
electric dipole strength fEl. Nowadays, modifications of this model are usually
used for the E'1 strength, but it is still commonly used to describe M1 and E2
modes [19]. Let us recall the description given in Paper V:

The ~v-ray strength function f(E,) is dominated by dipole radiation [66, 70-80]
and the most prominent feature in the region up to about 20 MeV is known as
the giant (electric) dipole resonance (GDR). One of the simplest models for
the GDR explains it as a collective motion of protons against neutrons. The
resonance can then be described by a damped harmonic oscillator, leading to
the standard Lorentzian (SLO) [39, 54, 81]

1 E, T
BLOY(E,) = r 7 2.16
f (Ey) a2z’ (B2 — E2)? 1 B2T (2.16)
where o, I' and E are the cross section, width and energy of the resonance,
respectively, and the factor 1/(37h2c?) ~ 8.674 x 10~3mb 'MeV 2. For
deformed nuclei, the GDR has a double peaked structure, which is interpreted
as independent oscillations along each of the deformation axes.

An interesting observation for the SLO model is that it does not depend
on the initial excitation energy E;, but only on the 7-ray energy E,, thus
]‘?(SLO) = f(SLO). Note also that the shape of fSF©) given in Eq. (2.16),
resembles a relativistic Breit-Wigner cross-section, but using Eq. (2.11) it can
be shown that there is a different energy dependence (x E%).

The family of Lorentzian models

The SLO has two main shortcomings: It mismatches experimental data and
(semi-)microscopic calculations in the low-energy region (< 1-2 MeV), and
it cannot simultaneously represent data around the GDR and the neutron
separation energy S, (see e.g. Refs. [19, 82-84] and references therein). This has
motivated the development of other strength function models, which generalize
the Lorentzian shape and lead to a “family” [69] of Lorentzians. The new models
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have improved the agreement with the observables. A comparison of four of
these models is given in Fig. 2.2.

The first extension of the SLO was proposed by Kadmenskii, Markushev and
Furman (KMF) [85]. Based on the theory of Fermi liquids, they predict that the
width I' should not be constant, but depend on the v-ray energy F., as well as
on the temperature of the final states T,

r
Txmr(E,, Ty) = ﬁ(E‘;’ +47%T}), (2.17)
As the KMF strength function is built on the Fermi gas model, the temperature
is defined as Ty = \/E, — E./a. The resulting strength function is given by [19,
85]

1 Tkur (B = 0,T5)
E,,Tf) = ——=0.70TFE
fKMF( v f) 37Th2620 o (E,%/ — E2)2

(2.18)

Whilst this improves the low energy behavior of the strength function, it
poses two problems. First, the y-ray strength function no longer obeys the
Brink—Axel hypothesis, or specifically, the final state temperature dependence
leads to fKMF #* fKMF However, as there is no fundamental reason why the
Brink—Axel hypothesis has to hold, this could be considered a consequence rather
than a shortcoming of the model. The second problem is more severe: The
strength function has a singularity at the resonance energy, F, = E, such that
it cannot be used to fit GDR data.

To remedy the deficiency at low energy, whilst keeping a tractable form in
the GDR region, Kopecky and Uhl [83] introduced the generalized Lorentzian
(GLO), using the KMF model as a basis,

E\Txmr(Ey, Ty)

1
E 7jv = O'F :
fGLO( o f) Imh2c2 (E'2Y _ E2)2 + E,%I‘KMF(EWTf)z

0.7Txme (Ey = 0,T7)
+ =5

. (2.19)

The GLO provides better fits to the data, but still underestimates the strength
around S, for heavier nuclei. This led to a modification called the enhanced
generalized Lorentzian (EGLO) where the width T'kyvp used in the GLO model
is further modified for nuclei with A > 148 [19, 86].

There are yet other Lorentzian models, like the generalized Fermi liquid
model (GFL) [87] and modified Lorentzian model (MLO) [82, 88-90]. Tt seems
like authors in the field choose rather freely between the different models for
the F1 strength function. On the one hand, the choices may seem arbitrary, or
defined solely on the basis of which model fits for the nucleus under study. On
the other hand, this approach might be justified, as it is not given that there
is a single empirical model that can describe nuclei in all mass regions. Thus,
to evaluate the models, it would be helpful to implement all of them in a code

14
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Figure 2.2: Comparison of different F'1 v-ray strength function models fit in
RIPL3 [19] experimental data from (a) 44Nd [91] in the low energy region and
to (b) %Zr [92] around the GDR. The strength function is plotted for a fixed
temperature Ty. Reprinted from Ref. [19] with permission from Elsevier.

like gledeli presented in Paper V and automatically perform the analysis with
each model. At best, the results of all models should then be published — also
those that did not fit well — such that a final recommendation for the model
choice can be based on a larger scale. This has partly been performed in RIPL3
[19], but the database does not include data from sources like the Oslo method
and nuclear resonance fluorescence experiments, which are important for the low
energy tail.

Single-particle strength

Probably the first widely used model on the strength of electromagnetic
transitions was developed by Weisskopf [93] in 1951 and refined by Blatt and
Weisskopf [18, p. 278ff, 627, 647, 653] in their standard work Theoretical Nuclear
Physics the year after. It is based on the extreme assumption of the independent-
particle model, in which nucleons interact with each other only through a mean-
field. This leads to a nuclear wave function which is composed of a separable
product of single-particle wave functions. The ~ radiation (or absorption) is then
ruled by the transition of a single particle, in the original formulation a proton.
A very similar expression is obtained for neutrons, at least for F1 transitions,
see Ref. [94, p. 387] and Ref. [95, 97f]. With some approximations, the transition
probability A is determined as [18, p. 627]

Axp = CxpE2M TR (2.20)

where C'xr, is a constant that depends on the multipolarity X L (see Blatt and
Weisskopf [18, p. 627] for details) and R is the nuclear radius. Equation (2.20)
is also known as the Weisskopf estimate for transition strengths.

Using I' = A and Egs. (2.9) and (2.10), we find that the strength function f
depends only on the constant C'xr,, the radius R, and the level density p(FEs ),
where F- is the excitation energy at the upper level. For transitions between
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highly excited states of the nucleus Blatt and Weisskopf [18, p. 644ff] further
argue that the transition probability must be divided amongst the levels, which
adds a factor 1/p(F) to the strength function, such that it effectively becomes
constant for a given XL,

_ (D)xr (B.) = CxrE?'T1R )high g, Cx E* IR
fxv =g E>) = — g eEs) = E2LH,(E)

(2.21)

They roughly estimate the applicability of this model up about 25 MeV for nuclei
with Z ~ 50.

Although many authors use an SLO for M1 and E2 transitions, which is
recommended by RIPL3 [19] for the latter, it is still not uncommon to see the
single-particle model used for those transition types, see e.g. Refs. [57, 63, 96]. I
want to conclude this section with the modest remark of Weisskopf [93] on his
own model:

The assumptions made in deriving these estimates are extremely crude and
they should be applied to actual transitions with the greatest reservations.
[...] In spite of these difficulties it may be possible that the order of magnitude
of the actual transition probabilities is correctly described by these formulas.
We have published these exceedingly crude estimates only because of the rather
unexpected agreement with the experimental material which was pointed out
to us by many workers in this field.

2.3 Microscopic models

The empirical descriptions of the level density and ~-ray strength function are
most important for common applications like the cross-section calculations that
are used e.g. in nuclear energy, shielding and nuclear medicine. Major libraries
like JEFF-3.3 [97] and JENDL-4.0 [98] apply the models listed above, or very
similar descriptions. Remaining discrepancies to experimental data are simply
minimized by rescaling the calculations. Despite their heavy usage, the empirical
models have three significant drawbacks. First, they are mostly descriptive
and provide only a very limited understanding of the nucleus. Second, some
collective phenomena in nuclei, like the M1 scissors resonance, have no global
description for the parameters; for other modes, like M1 spin-flip resonance, only
very crude descriptions exists, see Ref. [66, 99] and references therein. Finally,
the phenomenological parameterizations most likely do not extrapolate well for
nuclei far from stability, which are relevant for astrophysics [100]. For this reason,
microscopic calculations have enjoyed an increased popularity [69, 84, 100, 101].
Sometimes one explicitly uses the term semi-microscopic calculations when the
underlying microscopic theory is altered with some empirical description to
improve the fit with experimental observables. In the following, I will briefly
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Microscopic models

review some of the most successful theoretical description for mid-mass and
heavy nuclei.

The common starting point for most microscopic descriptions of the nucleus
is the time-independent many-body Schrédinger equation,

Hy) = Ely), (2.22)

with the Hamiltonian
N h2 )
H= ;_%Vz‘ +Zvi(j,...)7 (2.23)

The potential v is usually simplified to include only mean-field v; and two-body
interactions v;;. In the equations above, |¢) is a many-body wave function of
the nucleus and F is its excitation energy.

2.3.1 The Shell model

Probably the most well known approach to solve this problem is the Shell model,
which in a simple form is now taught even at introductory nuclear physics courses.
Although the principles were already known from atomic physics, the success
of the nuclear shell model started only after the introduction of the spin-orbit
interaction in the potential by Goeppert Mayer [102, 103] and Jensen [104]. In
their excellent review on the Shell model, Caurier et al. [105] summarize the
effect as follows:

In modern language this proposal amounts to assuming that the main effect of
two-body nucleon-nucleon interactions is to generate a spherical mean field.
The wave function of the ground state of a given nucleus is then the product of
one Slater determinant for the protons and another for the neutrons, obtained
by filling the lowest subshells (or “orbits”) of the potential. This primordial
shell model is nowadays called the independent-particle model (IPM) or naive
shell model.

In the shell model, the state energies E' (and thus the level density p) are
obtained by a diagonalization of the Hamilton matrix. The new basis — the
eigenstates [¢)') — can be used to calculate the y-ray strength function f, which
is schematically given by fxr o« (I';) (¢}|OXL\1/1§>. In practice, this turns
out to be a challenging problem for calculations that go beyond a mean-field
approach and one has to resort to phenomenological interactions and/or restrict
(“truncate”) the model space. A common approximation for “heavier” nuclei
(A > 20) is to assume an inert core and only allow interactions between particles
in some valence orbitals above the core.

The Lanczos method [106] and even more so the Monte-Carlo Shell Model
(MCSM) [107] have proven to be relatively efficient ways to calculate approximate
energies and wave functions for light to mid-mass nuclei (4 ~ 60—140), see
e.g. Refs. [108-114] and references therein. Nevertheless, in this mass-region
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Figure 2.3: Level density of "Ni from the Oslo Method (“experiment”) compared
to Shell model calculations with different interactions. Reprinted with permission
from Larsen et al. [115]
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Figure 2.4: y-ray strength function of "°Ni from the Oslo Method (“experiment”)
compared to shell model calculations for fj;; with different interactions, and
QTBA for fg;. Pannel (a) shows the fpr; Shell model strength from all
M1 transitions, whereas (b) only includes transitions from initial levels with
JI =1[5",6",7"]. Reprinted with permission from Larsen et al. [115]

it is common to apply a truncation to an inert core plus a single major shell.
If one disregards so-called intruder orbitals, all other orbitals of the one shell
have the same parity. Therefore, the selection rules imply that the E'1 strength
cannot be calculated from this approach. However, the calculation can provide
the M1 strength, and this type of shell model calculations have been used e.g.
as a theoretical backing of the low-energy enhancement in the y-ray strength
function [109, 111, 114, 115]. Figures 2.3 and 2.4 compare the level density and
~-ray strength function of °Ni from the Oslo method to Lanczos method based
Shell model calculations with different interactions [115].
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Another technique with a similar name, the Shell model Monte Carlo (SMMC)
method [116, 117], has been very actively developed by Alhassid and collaborators
[117-121]. In contrast to the methods presented above, the SMMC level density
is estimated without the construction of eigenstates. Thus, the strength function
cannot be calculated in this approach. On the other hand, it is tractable for
considerably higher valence spaces and thus allows the calculation for heavier
nuclei, which are, in general, further off the core. This has enabled the calculation
of the level densities of spherical and deformed nuclei as heavy as 1437190:152N(q,
149-155Gm and 62Dy [119-121].

2.3.2 Hartree-Fock method and QRPA

In the near future, none of the above methods will be feasible for large scale
calculations of level densities and ~y-ray strength functions across the nuclear chart.
The need for these as input to abundance calculations in nuclear astrophysics has
motivated the development of level density models based on the Hartree-Fock
(HF) method. In Ref. [122] the level density is calculated using a Skyrme force
with the Bardeen-Cooper-Schrieffer (BCS) formalism to account for pairing
correlations. Based on the ground-state HF-BCS single-particle level scheme, the
level density is approximated from the partition function. The authors of Ref.
[122] refer to this as the “statistical approach” A drawback of the approximation
is that the resulting level density is smooth even at low energies, where gaps are
expected due to wider spacing of the discrete states [122, 123]. In addition, the
parity dependence of the level density cannot be resolved [123]. These problems
were solved by the application of a combinatorial method [124, 125] instead of
the “statistical method” on the single-particle level scheme [32, 123]. In these
works, a generalization of the HF formalism, the Hartree-Fock—Bogolyubov
(HFB) method has been used instead of BCS to account for pairing. In the latter
work, Ref. [32], the underlying force has also been changed to a recently updated
Gogny-D1M interaction which can explicitly treat some collective properties
which were previously included by an empirical enhancement [32, 126].

The major gain of this type of microscopic calculations is certainly for
very heavy nuclei and for nuclei further away from stability. The difference
between the average level spacing calculated from the HF—BSC+statistical and
HFB+combinatorial models and experimental data from neutron experiments is
between a factor of 2 and 3 [32, 122, 123]. This is comparable, even if slightly
worse than the agreement with the phenomenological BSFG model, with a global
parametrization of the level density parameter a and backshift E; [32, 127].
Note that the empirical models in Papers I1I to V are parametrized taking into
account the experimental average level spacings, thus the agreement can be
arbitrarily good, but this information is only available for a subset of the stable
nuclei.

The E1 ~-ray strength function can be found by applying the quasi-
particle random-phase approximation (QRPA) based on the HF-BCS and HFB
calculations with the Skyrme or Gogny+D1M force, respectively [100, 128, 129].
Through the usage of an axially-symmetric deformed QRPA calculation, Goriely
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et al. [101] have recently also been able to determine the M1 strength function
based on the Gogny+D1M interaction. On top of the calculations, some empirical
corrections are applied: An energy shift of about 2 MeV to mimic the inclusion
of higher order particle-hole excitations in the QRPA calculation, a broadening
of the strength with a Lorentzian to substitute a damping of the collective
motion, and for calculations before Ref. [101], also empirical deformation effects.
Alternatively, a QRPA calculation with explicit coupling to phonons can be used
to obtain the E1 strength function [130-132]. The result of this approach is
shown in Fig. 2.4 for "°Ni, where the calculations include the quasi-particle time
blocking approximation (QTBA) [115, 133].

2.4 Experiments

So far, I have introduced different phenomenological and microscopic models for
the nuclear level density p and ~-ray strength function f. In this section, I will
briefly review experimental techniques that are used to measure level densities
and ~-ray strengths. More information on the strength function can be found in
two recent reviews by Goriely et al. [69] and Ref. [134]. They were initiated by
the TAEA and lead to an online database with a collection of experimental data
and theoretical estimations. To my knowledge there are no recent reviews on
the experimental or theoretical progress of level density calculations, but Refs.
[135, 136] give a good description of the methods developed until the start of
the 1980s.

I have started this chapter with Box’s realization that “all models are wrong”,
or as he rephrases it in the same book, that models are only approximations of the
“truth” [137, p. 74, 424]. We may reflect over this also for experiments. The level
density and v-ray strength are not directly observable, so a “measurement”
is to be understood in the sense that information about them is inferred
from an experiment. This process usually involves a considerable amount of
assumptions, such as the validity of the Brink—Axel hypothesis. Still, apart from
internal consistency, experiments are the only way to evaluate the quality of the
phenomenological and microscopic models.

A prime example for the sustained value of experimental measurements in
this field is the discovery of the low-energy enhancement (“upbend”) of the
strength function in 2004 [8] through the Oslo method: A striking 50 years after
the GDR was found [138, 139] and rather soon after also explained [140], there
were still unexpected features in the y-ray strength function. Even though the
discovery initially caused a lot of skepticism, see e.g. Refs. [141-143], it led to the
refinement of several empirical and theoretical models and to the development
of a new experimental technique, the Ratio method [144]. A good review of the
discovery and present status of the low-energy enhancement is given in the PhD
thesis of Midtbg [145].
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2.4.1 Oslo method

The Oslo method allows to simultaneously obtain the level density p and decay
~-ray strength function f below the particle separation thresholds. In Paper [
we describe OMpy, a reimplementation of the software used during the data
analysis with a focus on uncertainty propagation and we provide an updated
review of the all steps of the method. The starting point is an E,—FE, matrix of
excitation energy tagged spectra of the « decay. These are traditionally obtained
from coincidence measurements of charged particles and ~-rays from inelastic
scattering or a transfer reaction like (d,p). Recent modifications have extended
the range of possible nuclei that can be studied through the usage of inverse
reactions [146] or f-decay as a population mechanism [147].

The primary ~-rays from the reaction, i.e. the first y-rays emitted for each
cascade, are extracted by an iterative subtraction method [148] from the E,-E,
matrix, which contains all y-rays of the cascades. It assumes the formation of a
compound nucleus, and that the spin-parity dependent population probabilities
gpop for the employed reaction, e.g. (d,p), are independent of the excitation
energy.

The resulting matrix is called the primary, or first-generation, v-ray matrix
and it is usually denoted by P(E,, E. ). Using Bohr’s compound nucleus picture
[149] and the Brink—Axel hypothesis, it can be decomposed into the product of
the level density p(E,) and the v-ray strength function f(E,), (see App. C of
Paper I for a derivation)

P(E,, E’y) ~ CEmP(Ef =Fb; — E’y)E»?;f(E’y)a (2.24)

where we consider decays from an initial excitation energy bin FE, with -
ray energy F., so that we receive the level density at the final states’ bin
E; = E, — E,; Cg, is a normalization constant for each excitation energy bin
FE,. In addition, we have assumed the dominance of dipole radiation, which is
supported by many experiments and theory [66, 70-80].

The solutions to Eq. (2.24) have been shown to be invariant under a continuous
transformation with three parameters [3]. To get the “physical solution” the
results are normalized to (at least) three other types of information.” Usually,
that is: i) the level density p at low excitation energies (< 2 MeV) from discrete
states measured through spectroscopy, ii) the level density p(S,) derived from
the average s-wave neutron resonance spacing Dy and the spin-parity distribution
g(E;), and iii) the average total radiative width from s-wave capture (I, o).
Additionally, for most experiments, an extrapolation of the level density p is
required from the highest F, bin ~1 — 2 MeV below S,, to the normalization
point p(S,). The extrapolation is performed with a level density model. In
recent years the CT model has been favored, as it matches better with the

7One normalization parameter is common, two are independent for p and f. Usually, the
discrete levels are binned in more than two bins, so in principle they would be sufficient to
infer two of the normalization parameters unambiguously.
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Oslo data than a BSFG model® [29-31]. Another extrapolation is needed in the
determination of the absolute scale of the y-ray strength function.

In summary, the main controversial assumptions are i) the form of the spin-
parity dependent population probabilities gpop, ii) the Brink—Axel hypothesis
and (see discussion in Section 2.2.1) iii) the parametrization of the intrinsic
spin distribution g, which is used in the normalization. The impact of g can
be treated as a systematic uncertainty by using different sensible results from
phenomenological models and microscopic calculations. A recent development
to mitigate the normalization uncertainties, the Shape method, will be presented
briefly in Section 2.4.6. For a debate on the Brink—Axel hypothesis, see
Section 2.2.1.

For many mid-mass nuclei the assumption of the spin-parity dependent
population probabilities has been tested by comparison of the results of two
different reactions, like (*He, ) and (*He, ®He’), for the same residual nucleus
[59, 150-152]. This is an indirect test: If the assumption is not fulfilled, one
would expect that the results for different reactions disagree. However, they
seem to be rather consistent. For very heavy nuclei, which have a broad intrinsic
spin distribution, the situation is not as clear. In several actinide nuclei an ad
hoc correction to the normalization was necessary in order to recover a somewhat
consistent vy-ray strength f [153-155]. The consequences of a breakdown of the
assumption on the spin-parity population g,ep for (d,p)?*°Pu is analyzed in
more detail in Paper III, where we show that the ad hoc correction has serious
short-comings. This is further developed in Paper IV, where we attempt to
mitigate the effects of the assumption.

The biggest advantage of the Oslo method is that it allows to extract
information on both level density and ~-ray strength function, and it is feasible to
perform the fits without prior knowledge on the parametrization of the functions.
Therefore it is ideally suited to search for new features, as has been demonstrated
with the low-energy enhancement.

2.4.2 Singles ~-ray, two-step and multi-step cascade spectra

Another way to infer information about level densities p and decay ~-ray strength
functions f is from singles y-ray [156, 157], two-step cascade (TSC) [62, 65, 141,
158] and multi-step cascade (MSC) [63, 143, 159] spectra. Apart from one case,
these spectra have been obtained from (n, ) reactions [69]. Level densities and
~y-ray strength functions cannot be obtained directly, but are inferred from a
comparison of the spectra with model calculations using a statistical decay code.

There are major differences in the experimental setups which have been
applied for the acquisition of the (singles), TSC and MSC spectra, that propagate
to the data analysis. For TSC, slow neutron capture has been used, which
populates several resonances at around the neutron binding energy S,, at the

8The composite Gilbert Cameron model has not been attempted in the extrapolation.
Probably it was seen as a disadvantage, as it introduces more parameters, which would not
be easy to fit with the previous software implementation. With OMpy, they could easily be
introduced as nuisance parameters and marginalized in the results.
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same time, and the resulting 7-ray spectra have been measured with a few
high resolution Ge detectors. The setup is simple enough that corrections due
to Compton effect, cross-talk, etc. can apparently be applied as a background
subtraction process in the beginning of the analysis [141, 158]. The MSC spectra
have been obtained following the population of isolated resonances of known
spin and parity, leading to a well determined initial state. The data available
sofar has been obtained with the DANCE ~-ray calorimeter [160]. Due to the
close configuration and high segmentation of the detector, it is challenging to
account for the detector response by an unfolding procedure. Instead, every
~-ray cascade that was modeled to build up the MSC spectra is fed through a
Monte Carlo simulation of the detectors and the results are compared to the raw
data.

Singles, TSC and especially MSC spectra have a high sensitivity to different
level density and ~-ray strength function models and parameters. However, none
of the parameter searches and model comparisons have been fully automated
yet using e.g. a gradient-descent based or gradient-free optimization. Whilst
this may be possible for the singles and TSC spectra, the detector simulations
necessary for MSC spectra are very time consuming and the likelihoods to obtain
MSC data are complicated or a priori not known, hampering an automated
search [63]. The drawback of calculations with a limited number of attempted
parametrizations can e.g. be seen for studies of the low-energy enhancement
in 96:98Mo. Whereas earlier TSC [141] and MSC [143, 161] analyses reported
that a pronounced low-energy enhancement in these nuclei is incompatible with
their analysis, a recent reanalysis allowed for significantly higher strengths at low
energy [159], now consistent with the Oslo method results [150]. The difference
was attributed to “significantly different PSFs [y-ray strength function] shapes
compared to those tested in Refs. [143, 161].” [159].

2.4.3 Nuclear resonance fluorescence

The resonant absorption and subsequent reemission of photons below the particle
emission threshold is called Nuclear Resonance Fluorescence (NRF) and it is a
tool to study the photo-excitation strength function f The photoabsorption
cross-section o can be converted to the strength function f using Eq. (2.11). For
more details on the experiments and data analysis, see the reviews in Refs. [69,
162-165] and references therein.

NRF excites the nucleus mostly through dipole and, with less intensity,
quadrupole photons. The multipolarity X L of the decay radiation and the spins
of the exited states can be deduced from angular correlation measurements. In
addition, the parity can be determined when using polarized beams or Compton
polarimeters. The average absorption cross-section o is the sum of the elastic
scattering cross-section o, i.e. direct decay to the ground-state (f = 0), and
the inelastic scattering o~~, where the decay proceeds through one or more
intermediate state(s) (f # 0). These partial cross-sections can be obtained from
Eq. (A.5) (including the discussing below Eq. (A.6)) by multiplication with the
branching ratio I'y/T',. [69]
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Figure 2.5: Sketch of two different experimental methods to determine the ~-ray
strength function. (a) Shows a NRF method to determine the photo-excitation
strength f from the elastic cross-section (green arrow) and the approximate
contribution of the inelastic cross-section (red arrows). In (b) the extraction
of the ratio of the decay strength functions f_ from decays to different low-
lying excited (here, 27) states is displayed for two different excitation energies
E, ;. The ratios are combined in (¢) to obtain the shape of f Reprinted with
permission from Pietralla, Isaak, and Werner [165].

There are two main challenges for NRF when extracting the absorption
cross-sections and thus vy-ray strengths. First, the branching ratio to the ground-
state I't—o/T'y has to be determined in order to relate the elastic scattering
cross-section 0., to the absorption cross-section ¢. For experiments with a
broader incident spectrum, like those obtained a YELBE, the inelastic scattering
contribution need to be determined from statistical y-cascade simulations [69].
The approach and problems correspond to those described in Section 2.4.2. When
a quasi-monochromatic beam is used, as e.g. at the HIvS facility, the different
contributions to the cross section may be determined from measurements of
direct decays (0,) and, in addition, the decay through other low-lying state(s)
(0447). This is schematically displayed in Fig. 2.5a. Under the assumption that
all inelastic decay cascades proceed through low-lying state(s), displayed as
different 2" states, the inelastic scattering cross-section o, can be determined
from the intensity of decays of the first excited state [68, 165, 166].

The population at higher excitation energies, thus higher level densities,
poses an additional problem. In this region, the fraction of weak transitions
that may not be resolved increases. They need to be taken into account if one
wants to obtain the (full) average strength function and not only the strength to
excite some selected states. However, one needs to subtract the contribution of
background events before one can integrate all transitions, including those that
are unresolved ones, i.e. the whole spectrum. This background of unresolved
~-rays stems e.g. from Thomson and Compton scattering in the target and
constitutes a large fraction of the detected coincidence events. It can be simulated
with a particle transport code like Geant4 [167] and subsequently taken into
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account in an “effective” detector response, see Ref. [168] and Ref. [169, p. 62].
However, this poses a question on the systematic uncertainties of this approach.

Recently, an approach has been developed by Isaak el al. [68, 166], that adds
the possibility to measure the decay strength ]7 in the same NRF experiment
used to determine f. It is based on the Ratio method, [144] that was initially
applied to v rays following a (d, p) reactions and is sketched in Fig. 2.5 (b, ¢).
Using v —+ coincidence measurements one can gate on decays of known low-lying
levels Eiow,; and study the intensity I; of the v rays F, ; feeding these. Only ~-ray
combinations that sum up to the beam energy Fpeam within the experimental
resolution are accepted, Eycam = Ey & Elow,i+ E ;. If the low-lying levels Figy ;
have the same spin-parity, the ratio r of the intensities for different ~ rays are
directly proportional to the ratio of the strength-function (and the energy factors
EELIH) By combining the ratios r for different excitation energies, the ~v-ray
strength function can be determined up to a common normalization factor. As
mentioned above, this was initially performed for (d,p)?>Mo, where it confirmed
the presence of the low-energy enhancement in f [144]. The special aspect of
the v—~ coincidence measurements with a polarized beam performed by Isaak
el al. [68, 166] is that they were able to study the photo-excitation f and decay
strengths f in the same experiment, thus eliminating systematic uncertainties
due to different reaction mechanisms. At present, only '?8Te has been studied
with this new (§,77) technique’. For that nucleus, the authors find that the
results “cannot be described quantitatively within the ansatz of the statistical
model. The results indicate that the BA [Brink—Axel] hypothesis is not fulfilled”
[68]. Tt is expected that this type of experiments will contribute significantly to
the debate on the validity of the Brink—Axel hypothesis.

2.4.4 Neutron and proton resonance capture

Let us start with the a description of the average level spacing D and average
total radiative width (I',) given in Paper V:

Neutron capture experiments provide two important observables, the average
level spacing D, which is simply the inverse of the level density p, and the
average total radiative width (T',), which is a convolution of the y-ray strength
function f and the level density p.

The observables are grouped according to the angular momentum ¢
transferred by the neutron, where £ = 0 is called s-wave capture®. From
the spacing of resonances in s-wave capture Dy one receives the level density p
at the neutron binding energy S, for the accessible levels (assuming experiments
with thermal neutrons, so that their kinetic energy is negligible),

1

Dy =
0 S p(Sn, J = i £ Yo, m)’

(2.25)

9Sometimes it is denoted as (7,7'7"") which makes it even more explicit that the v rays

from the decay are not identical to the initial photon.
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where J; and m; are the target nucleus ground state spin and parity, respectively,
and the addition of 1/2 is due to the intrinsic spin of the neutron. For JJ = 0%,
which is the ground-state spin-parity for even-even nuclei, Dy provides the
spacing of J™ = /2% levels in the residual nucleus (recalling that J > 0). [...]

After neutron capture, the nucleus is in an excited state with E, ~ S,, and
the decay is dominated by v-ray emission’. The width of the decay following
s-wave capture (I'yo) is given by

Dy Sn 3
T~ [, |18
X Z Z p(Sn - E’Ya ‘]faﬂ-t)‘| ) (226)
Ji Jp=|J;—1]

where the first sum runs over all possible residual nucleus spins J; = |J; £ 1/2]
and the second sum runs over all final spins Jy, assuming a dominance of
dipole radiation. For more information and a derivation of this equation, see
eg. App. D in Ref. [171], which is based on [18, p. 649], and Sec. 2.3 in Ref.
[170] and references therein. In addition, we have assumed that the radiative
width is dominated by the compound nuclear processes, which suggested by
many experiments [170, 172, 173].

“Most data exists for s-wave capture, which will be used in the following, but the
equations can be generalized for other angular momentum transfers, like p-wave capture
£=1).

®The neutron widths are typically about 1-2 orders of magnitude smaller than the
total radiative width I'5 for excitation energies E, only slight above the neutron emission
threshold Sy, see e.g. the discussion in Ref. [18, p. 471] and data tabulated in Ref. [170].
Internal conversion is negligible for high transition energies and other decay modes, like 3
decay, change the isotope.

There are two major compilations of the average level spacings D and average
total radiative widths (I';), the Atlas of neutron resonances by Mughabghab [170]
and the RIPL3 library [19], which date to 2018 and 2009 in the most recent
versions cited here, respectively. Mughabghab [170] also provides a list over
individual resonances and their total width I',, along with recommended values
for average total width (I',) for some nuclei where no direct measurements exists.
It should be noted that there are significant differences in the evaluated values
and uncertainties for some nuclei — even when apparently the same resonance
data is used. Unfortunately, neither of the two libraries describes the evaluation
procedures in more detail.

Neutron resonance capture can also be used to determine the decay ~-
ray strength function f at around the neutron separation energy S,. Two
methods, the direct resonance capture (DRC) and average resonance
capture (ARC) have been used very actively between the 1960s and ’90s, see
Refs. [69, 174-176] and references therein.
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In DRC one measures the decay intensities I, i.e. the number of v rays per
neutron capture for several resonances individually. The measurements are either
preformed directly, or by comparing the count rates to a calibration standard
like 197 Au [174]. The partial widths TS (E;, J7 — By, JF) are obtained from
the intensities I, by multiplication with the total radiative width I',. The
strength function f is then calculated from Eqgs. (2.8) and (2.9) by division of
the energy factor and Dy. The values of I'y, and Dy are usually obtained from
other experiments or evaluations as described above. The data exhibit large
fluctuations due to counting statistics and the Porter-Thomas distribution, which
are reduced by averaging over several resonances. Note that a certain degree
of averaging is also required from the definition of the strength function. As
before, the majority of information is for s-wave capture but the relations can
be expressed analogously for p-wave (and d-wave) capture. [175, 176]

In contrast to DRC, in ARC neutron beams with a broader energy profile are
used with full widths half maximums (FHWM) between 150 eV and 24 keV . This
leads to the simultaneous measurement of many resonances and consequently
an improved, intrinsic statistical averaging. However, whilst the initial states in
DRC were (usually) well determined and from single resonances, the mixture
of different resonances in ARC inhibits the conversion of the intensities I, to
partial width Fg‘"‘” via the total radiative width I',,. This is because I'y is an
inherent property of each single resonance and whilst a general trend might be
obtained, it varies in particularly also for resonances of different spins. Despite
the difficulties, the strength function can still be extracted up to a common
factor stemming from the lack of I',. Different approaches exists in literature,
but the latest works of Kopecky et al. [84, 176-178] normalize to the average
strength from DRC measurements wherever available. [176]

Both techniques allow for the discrimination of the y-ray multipolarity X L
through the usage of spin-parity assignments of the initial and final states. This
means that for DRC, the averaging can, in principle, be performed for groups of
the same initial and final spins, provided that there are enough resonances, see
Ref. [175] and references therein. In ARC however, where multiple initial spins
J; are populated simultaneously, statistical factors for the detection of different
transitions need to be taken into account assuming Brink-Hypothesis, i.e. the
independence of the y-ray strength function from spins of initial and final states
[175, 179, 180].

The first compilation of v-ray strength functions from neutron resonances
was published in 1981 by McCullagh, Stelts, and Chrien [174]. Since then,
many updates have emerged (see e.g. Refs. [69, 84, 99, 175178, 181]), both as
new data from DRC and ARC experiments became available, but also because
previous results were reevaluated due to their dependence on external data
for Dy, I', and the spin-parity assignments. In some compilations the authors
attempted to account for missing resonances due to small intensities in Porter
Thomas fluctuations, but in the most recent compilation of 2019, Kopecky and
Goriely [176] rely on that the effect is small when many transitions have been
measured.
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Recently, attempts have been published to obtain the y-ray strength from
thermal capture v-rays. The procedure is very similar to DRC, but it is not
possible to average over initial resonances, which leads to very strong fluctuations.
Two independent compilations appeared in quick succession: Firestone was
responsible for the evaluations in [69]'° and Kopecky [182] used a slightly different
approach and other data sources. The later provides a direct comparison of the
strength function for each nucleus to the HFB4+QRPA calculations of Goriely
et al. [101] with the Gogny+D1M force. At the current stage, the large scatter
of the data poses questions to the added value of the new technique.

The authors of the y-ray strength function database [69] have also compiled
data for average proton resonance capture, which resembles very much the
ARC technique. However, according to Goriely et al. [69] the publications often
do not describe enough information for a proper analysis of systematic and
statistical uncertainties.

2.4.5 Cross sections and evaporation spectra

In a statistical treatment of nuclear reactions the cross sections in the unresolved
resonance region can be calculated using a formalism developed by Hauser and
Feshbach [183]. Level densities and ~y-ray strength functions, or more generally,
~-ray and particle transmission coefficients are input to the Hauser-Feshbach
calculations. Therefore, information on them can be inferred from a comparison
of calculations to experimental cross-section measurements. For applications
described below that involve the Hauser-Feshbach theory, an appropriate optical
potential has to be known, but this is often rather well determined for stable
nuclei.

The Hauser-Feshbach formalism has been applied to the calculation of
particle evaporation spectra. This enables the study of level densities in
the quasi-continuum below the particle separation threshold and, under certain
conditions, also above. The essential ideas of this method are given in Ref. [18, p.
365ff] and a review of the refinements and applications is provided in Ref. [184].
Practically, the spin-parity distribution has to be known and the resulting level
density is obtained up to a normalization constant, which is usually determined
by a comparison to known low-lying levels [184, 185]. Furthermore, one needs an
appropriate optical potential, and the experimental condition and analysis have
to be optimized to minimize the contribution of non-compound reactions [184,
186] or they need to be modeled explicitly, see e.g. Refs. [187, 188]. There are
several examples that have shown a good agreement between the level densities
obtained with the Oslo method and from particle evaporation spectra [185, 189,
190] . Recently the uncertainty due to the non-compound reactions has been
removed by measuring low-energy v rays in coincidence with particle spectra
in the 5“Ni(?Be, an)%Zn reaction [191]. Direct reaction or multistep have been
excluded by gating on the coincidence of -y rays from transitions of known discrete

10Summary figures are provided in the article, but the data is not part of the online database.
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levels in the residual nucleus %Zn that are primarily populated by the compound
reaction.

In an excitation energy range that is usually some MeV above S,,, so that
the levels already start to overlap, I' > D, but below the “true” continuum, the
level width can be determined from so-called Ericson fluctuations [192-194].
Ericson showed, that the “average period” of the autocorrelation function of
the total neutron cross-section fluctuations is related to the average level width
I [184]. Deviations from the average are determined by the level spacing D
and thus by the level density p. The corresponding equations can be solved for
the level density, but the final calculations require knowledge of the spin-cutoff
parameter, see e.g. Ref. [195]. In addition, width fluctuation corrections might
be necessary [196-198].

The fluctuation analysis was developed further for lower excitation energies
FE.., where the levels do not overlap yet, but cannot be resolved by counting due
to the detector resolution AFE, so I' < D < AFE. Originally, the technique was
applied to study the level density through §-delayed particle spectra, but has later
been extended to inelastic electron and proton scattering. In the derivation it is
assumed that the level spacings and partial decay widths follow the Wigner and
Porter-Thomas distributions, respectively. More information can be found in the
outstanding (also in literary terms) review of Hansen, Jonson, and Richter [199]
and the recent review of Neumann-Cosel and Tamii [200] and references therein.
As the employed reactions are selective to certain spin-parities, only partial level
densities are obtained. Nevertheless, this can provide very valuable information.
Through the study of the giant resonances by this method, Kalmykov et al. [201]
obtained e.g. the level spacings D for 2% states, independently for each parity,
between E, = 611 MeV from inelastic scattering of 9°Zr. As before, total level
densities, i.e. summed over all spins, can then be obtained assuming a given spin
distribution, see e.g. Ref. [70].

Another important source of information — and an application — for level
densities and v-ray strength functions are cross-section calculations. In the
resonance region the (phenomenological) R-matrix formalism was developed, but
it provides “only” a parametrization for cross sections when experimental data
exists (apart from very light nuclei, where the R matrix can be calculated directly)
[202-205]. Above the resolved resonance the Hauser-Feshbach formalism is used,
which for mid-mass and heavy nuclei holds approximately for incident neutron
energies F, in the range of some keVs to a few tens of MeVs. Note however,
that there are some recent developments that allow for the Hauser-Feshbach
calculations to extend to lower energies by adding “statistical” resonances [206].
An example of the separation in the different regions is given in Fig. 2.6. Amongst
all channels, the neutron capture cross-section o, ) depends most strongly on
the level density and ~-ray strength function. This was employed e.g. in Ref. [83]
to infer properties of the E'1 strength function at low energies. In the strength
function database [69] also Maxwellian-averaged neutron capture cross-sections
have been considered for model selection.

In the last 510 years, the calculation of neutron [13-15, 146, 147, 154, 155,
208-214] and proton [212, 215] capture cross-sections have become a popular
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Figure 2.6: Non-elastic, absorption and fission cross-section for incident neutrons
on 23*Pu (upper panel) and ?*"Np (lower panel). The analysis regions for the
R-matrix and Hauser-Feshbach formalism are highlighted. Data extracted from
ENDF/B-VIII.O0 [207].

application for the results of the Oslo method, especially for nuclei where direct
measurements are impeded due to unstable target nuclei. Alternatively, the target
might be stable, but measurements in the fast neutron region (~ 1-10 MeV)
are challenging due to a lack of appropriate monoenergetic neutron sources.
Amongst the initial ideas of this thesis was that the level density and ~-ray
strength function of 2*°Pu should be used to calculate the neutron capture
cross-section of 239Pu. However, for actinides the fission channel (n,f) is open
in addition to (n,y), which leads to considerable challenges. As the total cross-
section in the calculations is determined from the optical model, a change in
the cross-sections of one channel will effect also all other open channels. From
Fig. 2.6 we see that fission dominates over capture for 23°Pu in the energy range
where the Hauser-Feshbach framework is applicable'!. The fission cross-section
is sensitive to even very small deviations in the fission barrier parameters. Due
to the interdependence of the different channels, this means that the parameters
for fission have to be tuned carefully even if one “just” wants to calculate
capture cross-sections. In general, one needs to fit all parameters (level densities,
strength-functions, fission barriers, etc.) simultaneously to arrive at a consistent
description of all cross-sections, see e.g. Refs. [97, 207, 216-218]. This is beyond
the scope of this thesis, although the results of Paper IV may of course be

" The figure provides only evaluated cross-sections, but they agree well with measurements
(for simplicity not plotted here).
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valuable input for an evaluation.

After having seen some of the challenges in cross-section calculations for
actinide nuclei, it is insightful to discuss the results on **"Np(n,v) [154]
and 2*2Pu(n,~) [155], which compare the cross-section calculations to direct
measurements. Especially the former is sometimes used to state that calculations
based on the level density and «-ray strength function obtained with the Oslo
method have “demonstrated [the] ability to reproduce known neutron capture
rates in heavier mass nuclei” [13]. Due to the pairing energy, fission is suppressed
at low energies in the odd-odd residual nucleus 2*®Np and only starts to dominate
the non-elastic cross sections above E, =~ 0.5 MeV, see Fig. 2.6. So despite of
the arguments raised above, the detailed treatment of the fission channel in the
calculation of the capture cross-section might be negligible for E,, < 0.5 MeV.
However, it should be noted that the optical model used in Ref. [154] was modified
in an ad hoc manner without conservation of the behavior of the total neutron
cross section. Thus, unless one performs a reevaluation of all cross-sections, it
seems safest to use the results of the Oslo method for non-fissionable nuclei and
to keep in mind the influence of the optical model. Depending on the nucleus
other parameters may also be important, like coupled-channels calculations for
deformed nuclei.

Finally, I want to discuss a novel approach to model (n,y) cross sections
for unstable nuclei developed by Escher et al. [219] and recently applied also
in Ref. [220]. Tt uses (d,p) as a surrogate reaction for the (n,y) reaction. The
central idea is that the neutron capture cross section o, ) can be expressed
in the Hauser-Feshbach formalism as a product of the compound nucleus (CN)

formation cross-section o(°N) and the probability of v decay G(WCN) from the
compound states, [183, 221]

O(n,v) (En) = Z o(N) (Eaca J, W)G'(yCN) (Exa J, 7T)7 (2'27)
J,m

where the excitation energy E, can be related to the incident neutron energy
FE,,. The CN formation can be calculated reasonably well from the optical model
for (n,y), and from a breakup-fusion formalism for (d,p), see e.g. Ref. [221, 222]
and references therein. Using these calculations, Escher et al. [219] inferred
O(n,) from a Bayesian fit to a selection of measured proton—+ coincidences.
In the fit, the level density and ~-ray strength function served as parameters.
The comparison of the calculated cross-sections of Refs. [219, 220] to direct
measurements looks very promising, but it is difficult to judge the impact of
their work, as no information of the prior and posterior distributions of the fitted
parameters is provided.

2.4.6 Other experiments

Above the particle separation threshold, the photo-excitation cross-section and -
ray strength f can be measured using photonuclear reactions, see Eq. (2.11).
These measurements are very important, as they map the GDR. In 2019, the

31



2. Background

TAEA has released a major update of their data library, which addresses different
experiments, their analysis and in particular also the discrepancies between the
results obtained at different facilities [134].

Furthermore, the decay strength function ]7 has been studied with inelastic
electron or proton scattering, where the nucleus is excited by the exchange
of a virtual photon, see the reviews in Refs. [69, 200, 223] and references therein.
Amongst the most prominent contributions of these experiments is the first
experimental report of the M1 scissors resonance. This excitation mode had
been predicted several year earlier by Iudice and Palumbo [224] and Tachello [225],
based on the work of Bohr and Mottelson [226], and the experimental confirmation
was performed using an (e, e’) reaction [136, 227]. Note that the recent database
[69] for v-ray strength functions contains only very few datasets from inelastic
scattering experiments.

Finally, I want to highlight a recent development in the Ratio method,
which was initially applied to obtain the decay strength f from ~y —~y coincidences
following a (d, p) reaction [144, 228], but subsequently also in (p,p’) [76], (¥,77)
[68, 166] (see Section 2.4.3, where the Ratio method is briefly introduced), and
(p,7) [229] reactions. Based on the work of Wiedeking et al. [144] we have
introduced the Shape method [230] to obtain the ~-ray strength function
(again, apart from the absolute normalization) also from experiments with worse
vy-ray resolution. We have demonstrated that the technique can in many cases
be applied to the same data that is used in the Oslo method and thus serve as
an intrinsic normalization of the “slope” parameter of the v-ray strength and, as
they are coupled, also of the level density [231].
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Summary of Papers

Paper | A new software implementation of the Oslo method with rigorous
statistical uncertainty propagation
In this article we present a complete reimplementation of the software used
for the Oslo method. The new library OMpy supersedes a collection of
codes that have become known as the oslo-method-software. We review
all steps of the Oslo method and present derivations of the essential
equations. The library focuses primarily on a rigorous propagation of
statistical uncertainties, where the differences to the oslo-method-software
are discussed thoroughly. It also facilitates a transparent tracking of several
systematic uncertainties. To verify the implementation of OMpy we apply it
to a previously published dataset on **Dy and data that was synthetically
generated by a Monte Carlo decay code. As a step towards transparency
and reproducibility, all functions are documented automatically and the
whole analysis is published and can be re-run online at CodeOcean.

Paper Il The v-ray energy response of the Oslo Scintillator Array OSCAR
Every experiment requires that we understand our measurement devices.
The interaction of v rays with the detector and surrounding materials is
called the detector response. A precise knowledge of it is necessary for the
unfolding of y-ray spectra, which is the first step of the Oslo method and
other experiments like the extraction of prompt-fission v rays (Paper VI).
In this article we use the Monte Carlo particle transport code Geant4 to
characterize the response of the newly commissioned ~-ray detector array
OSCAR, which consists of 30 large volume LaBrs(Ce) crystals. The results
are verified by a comparison to measurements from calibration sources and
in-beam -~ rays.

Paper lll Tmpact of restricted spin-ranges in the Oslo Method: The example of
(d,p)?*°Pu
The Oslo method makes strong assumptions on the probability to populate
levels of different spin-parities. Whilst these assumptions may be fulfilled
for mid-mass nuclei, recent studies suggest that there may be complications
when using a (d, p) reaction to populate on actinide nuclei due to a low
spin transfer. In this proceedings we present a quantitative study of the
effect on the example of a 23°Pu(d, p)240Pu experiment with a deuteron
beam energy of 12 MeV, which is below the Coulomb barrier. The analysis
is performed on synthetic datasets with known input level density and
~-ray strength function that can be compared to the results when applying
the Oslo method. We find a good agreement between input and results
only when the assumptions of the Oslo method are fulfilled. We quantify
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3. Summary of Papers

the deviations that arise when we use more realistic calculations of the
population cross-section for this reaction. Furthermore, we show that the
mismatch persists when using a correction method, which was proposed in
[Guttormsen et al., PRL 16, 109 (2012)] and that has been applied to all
previous Oslo method analyses of actinide nuclei.

Paper IV Restricted spin-range correction in the Oslo method: The example of
nuclear level density and y-ray strength function from 23°Pu(d, py)?4°Pu
This article expands on Paper IIT and we develop new solution to correct
for the low spin transfer of the sub-Coulomb barrier (d, p) reaction. The
level density and 7-ray strength function for the residual nucleus 24°Pu are
obtained from an iterative procedure in which we compare the results of
applying the Oslo method on experimental and synthetic data. We show
that the results modified by the new iterative method provide a better fit
to the experimental data, but highlight also the challenges of the procedure
that we have adopted.

Moreover, we provide a more detailed discussion on the spin-parity resolved
population cross-sections that are the basis of the decay simulations of the
iterative method. They are obtained from Green’s Function Transfer
calculations, which treat the (d,p) reaction as a compound nucleus
formation of the target with a neutron emitted from deuteron breakup.
It is shown that this dominates for a sub-Coulomb reaction over the
“standard” compound reaction mechanism as obtained with the reaction
code TALYS, and the resulting population probability is compared to the
intrinsic spin-parity distribution.

Paper V gledeli: Gamma-ray strength function and nuclear LEvel DEnsity
LIkelihoods
Despite the extremely high relevance of nuclear level densities and -
ray strength functions for nuclear theory and applications, there exists
to date no common framework to evaluate the results of different types
of experiments. Here, we introduce gledeli, a modular framework for
~-ray strength function and nuclear level density likelihoods. In this
first application of gledeli we include three observables, i) particle -~
coincidences from the Oslo method ii) neutron capture data (Dg and
('y)), and iii) photonuclear cross-sections. Due to the flexibility of the
approach other observables can be included in future versions. On the
example of 2Dy, we demonstrate how a simultaneous Bayesian fit to
many experimental observables can contribute to find recommended level
densities and strength functions, as suggested in the recent ITAEA database
project for y-ray strength functions [Goriely et al., EPJA 55, 172 (2019)],
or serve as a guideline in the comparison to microscopic calculations.

Paper VI Energy dependence of the prompt y-ray emission from the (d,p)-
induced fission of 234U* and 240Pu*
This article features an exploratory analysis of prompt-fission  rays
obtained at the Oslo Cyclotron Laboratory. The data is extracted from
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the same experiment as in Paper III (and a similar 233U(d, p) experiment),
but for the Oslo method we have to reject all fission events. We now
demonstrate that this data can be used to obtain valuable information on
prompt-fission v-rays. We show for the first time how the (d, p)-induced
fission can be used to obtain ~-ray spectra for different excitation energies
in the fissioning compound nuclei 2*4U and ?*°Pu. With this surrogate
reaction we can measure spectral characteristics like the y-ray multiplicity,
and the average and total emitted y-ray energy for an excitation energy
range comparable to fast-neutron induced fission, which is very challenging
to measure directly. Above the fission barrier, no significant change in
the y-ray characteristics as a function of the excitation energy of the
fissioning nucleus is observed, even though an additional ~5 MeV is
potentially available to fission fragments. The results are compared to
model calculations with the fission code GEF and experimental data on
thermal-neutron induced fission, and possible differences from using the
(d, p) reaction are highlighted.
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Chapter 4
Summary and outlook

When I say “honesty and transparency are not enough,” I'm
not dissing honesty and transparency. I'm just saying you
can be as honest and transparent as anybody, but you’re still
not gonna move forward if you’re trying to use a bathroom
scale to weigh a feather — and the feather is resting loosely in
the pouch of a kangaroo that is vigorously jumping up and
down.

— Andrew Gelman, Blog post on his article “Honesty and
transparency are not enough”

Obtaining reliable information on nuclear level densities and «y-ray strength
functions remains a challenge for experimental and theoretical nuclear physics.
They are essential ingredients for cross-section calculations, which are used
in various fields ranging from nuclear energy and nuclear medicine to the
understanding of the formation of our universe from astrophysical observations.

This thesis started with a review of the concepts and definitions behind
the level density and ~-ray strength function in Chapter 2. I have introduced
common empirical descriptions and briefly summarized the state of experiments
and (semi-)microscopic calculations. The focus here has been on how experiments
may be used as a tool for inference and testing of different models and parame-
trizations of the level density and strength function. I have also tried to highlight
the challenges and assumptions that are involved in the different experiments,
as a proper knowledge of the limitations is necessary when comparing different
experiments either between each other or to theoretical calculations.

A major part of this thesis was dedicated to the exploration and quantification
of the statistical uncertainties in the Oslo method. In Paper I we introduce OMpy,
which is a reimplementation of the software used in the Oslo method with a focus
on a complete propagation of the statistical uncertainties. A considerable effort
has been devoted to the development and clear documentation of all functions
of the software. The code facilitates a transparent and reproducible analysis.
To stand by our goals, we have published the whole analysis of the article such
that it can be re-run online at CodeOcean. However, as remarked by Gelman,
“honesty and transparency are not enough”. Therefore, OMpy does not remain a
naive translation of the old programs, but we have attempted to improve and
justify the statistical treatment of the data at every stage. The propagation of
systematic uncertainties is facilitated where alternative models exists. Finally,
the package has also been verified on simulated data with known input level
densities and strength functions.
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4. Summary and outlook

After this first general overview of all aspects of the Oslo method, the next
three articles treat specific challenges. The interpretation of any experimental
measurement requires that we have a precise knowledge of our measurement
devices. In Paper II we characterized the y-ray energy response of the recently
commissioned LaBr3(Ce) array OSCAR. We used the Monte Carlo particle
transport code Geant4 to simulate the interaction of y-rays with the detectors
and show that there is an excellent agreement between our simulations and
experimentally obtained 7-ray spectra. In Appendix B we have extended the
comparison of the detector efficiency to higher energies with data that was
recently obtained in the Master thesis of Paulsen [232].

In Papers 111 and IV the level density and v-ray strength function of 24°Pu
were obtained. We explored a limit of the Oslo method and tested an assumption
that is essential for the first-generation method and the decomposition into the
level density and v-ray strength function. Strictly speaking, the first-generation
method is only applicable if a reaction populates approximately the same fraction
of levels of a given spin-parity in the whole excitation energy range. Furthermore,
it is usually assumed that levels are populated proportionally to the intrinsic
spin distribution in order to extract and normalize the level density and ~y-ray
strength function. Through the analysis of synthetic data that was generated
from the statistical decay code RAINIER [57] we have shown that the Oslo method
provides consistent results if the assumption is fulfilled. However, the two articles
have also demonstrated in a first quantitative study that the assumption fails
for the (d, p)**°Pu experiment that we performed, as the deuteron beam energy
was below the Coulomb barrier leading to a more selective reaction. For lower
and mid-mass nuclei the beam energies are usually above the Coulomb barrier,
such that this is not expected to be a problem. Moreover, we observed that
the problem persists when using a modified normalization procedure that was
applied in previous analyzes of actinide nuclei. We have developed a new iterative
method to correct for the population cross-section and highlighted the challenges
that remain despite of this procedure.

In Paper V we looked at the challenge of obtaining information on level
densities and y-ray strength functions from a broader perspective and introduced
gledeli, a modular code for Gamma-ray strength function and LEvel DEnsity
LIkelihoods. The idea arose from the realization that there are a variety of
different experimental techniques available that can be used to infer and test
information on level densities and y-ray strength function, but often only one
observable is used at a time. Instead, we propose to explore the parameter-space
with a likelihood that contains all available experimental data for a given nucleus.
For the example of 12Dy we have combined experimental data from the Oslo
method (the first generation matrix), neutron capture data (Do and (I'y)) and
photonuclear cross-sections. Using the powerful scanners implemented in the
ScannerBit package [233] of GAMBIT [234] we were able to obtain simultaneous
fits of the profile likelihoods and posterior distributions for all parameters of two
competing level density and strength function models.

In the last part of this thesis, I have examined additional challenges and
perspectives when working with actinide targets. One of the initial goals was
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to improve neutron capture cross-section calculations through the usage of
experimentally determined level densities and ~y-ray strength functions. However,
as explained in Section 2.4.5, for actinides the fission channel is open in addition
to neutron capture. The complex interplay of all open channels requires e.g.
that fission parameters are simultaneously refit if one replaces the input level
densities and ~-ray strength functions. This is a formidable task and beyond
the scope of this thesis, but the results of Paper IV can be used to inform future
cross-section evaluations.

The Oslo method requires that we remain selective on ~ decay, thus events
with a trigger in the fission detectors have to be rejected. Despite several
attempts to use the fission-vetoed data for excitation energies above the onset of
the (sub-barrier) fission of 24°Pu, I was not able to find a satisfactory solution,
but excluded this region for the analysis in Paper IV. In hindsight, we see that
this might be explained by a failure of the first-generation method and thus of
the Oslo method for this energy region, as we find that there is a major change
in the populated spin-parities that we calculated in Paper IV at around the same
energy as the inset of sub-barrier fission.

However, finally the search for improvements on the data processing for
actinide targets resulted in the development of a novel technique to study
prompt-fission  rays. In Paper VI we performed an exploratory analysis of the
(d, p) induced fission to reveal spectral characteristics of prompt-fission ~ rays as
a function of the excitation energy. The reaction serves as a surrogate for neutron
induced fission and enables us to study an excitation energy range comparable
to fast-neutron induced fission. This knowledge is important for next generation
reactors, but challenging to obtain directly due to the lack of appropriate mono-
energetic neutron sources that could cover the full energy range. We extracted
the fission gated ~-ray spectra and important summary statistics: the average
multiplicity, and the average and total y-ray energy emitted per fission for the
compound nuclei 234U and ?*°Pu. From our data we find no significant change
of the ~-ray spectra above the fission barrier.

4.1 Future research

I conclude with a collection of possible measures that go beyond the results
presented in this thesis:

o The study of prompt-fission v rays with the (d,p) reaction provides
extremely useful data on the spectral characteristics. In Paper VI we
had to resort to a crude approximation of the neutron contribution, but
the new experiments performed with OSCAR can use the superior timing
resolution of the LaBr3(Ce) detectors to discriminate neutrons by time-
of-flight!. Furthermore, the difference between (d, p) and (n,y) reactions

1This is shown in the Master thesis of D. Gjestvang, whom I have co-supervised, and it is
subject to her forthcoming publication Measurement and simulation of prompt-fission v rays
from the (d, p)-induced fission of 241 Pu*
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should be studied in more detail to improve the understanding of the
impact of the reaction mechanism.

e The impact of the population cross-section should be studied for the
previously conduced actinide experiments, as well as other experiments if
the beam energies are close to or below the Coulomb barrier.

o OMpy has been written with modularity in mind and the users are
encouraged to test new methods and functionalities:

o I have proposed to couple OMpy to PyFBU [235], a python based
implementation of the Fully Bayesian Unfolding [236], and provided a
basic example for this online. In contrast to the currently implemented
unfolding routine in OMpy, this allows to extract the full correlation
of unfolded spectra. The application of PyFBU for the Oslo method
and fission data is now studied in more detail in two Master theses.?

o As explained in Paper I, the current version (v1.1.0) of OMpy
assumes a common uncertainty of 30% for each datapoint in the
normalization of the level densities and v-ray strength function. This
somewhat arbitrary assumption is lifted in a forthcoming update®
which introduces a class that treats the uncertainty of each data point
as nuisance parameter.

e A transparent publication of the full analysis together with the articles
can improve the reproducibility of the research, and promote reuse and
testing of new models and theories. In this thesis two new libraries were
developed and presented, OMpy and gledeli, that facilitate this process for
the study of level densities and ~y-ray strength functions.

e The recently completed IAEA database project for v-ray strength functions
[69] was supposed to compile and establish recommended strength functions
for users. The latter goal was not achieved, due to the lack of a full
uncertainty analysis for all datasets and a common framework to treat
different experiments. I propose to couple gledeli to a Hauser-Feshbach
code and a decay code like RAINIER. This should open the possibility to
describe the likelihood of data from any experiment using a common level
density and 7-ray strength function model.

o For the case of the particle—~ coincidence data, the coupling of gledeli
to a decay code would also enable us to turn assumptions of the Oslo
method (that hold or do not hold) into parameters. Instead of using the
first-generation spectra, one could for example generate and compare the
all-generations spectra to data directly, using population cross-sections as
an additional input to the simulations.

2V. Valsdottir has graduated on “Exploring Fully Bayesian Unfolding for v-ray Spectra”
in August 2020 (to be published) and J. Due at the time of writing continues this work.

3V. W. Ingeberg et. al. “Nuclear level density and y-ray strength function of 7Ni”, (working
title), Manuscript in preparation.
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e To learn more about the validity of level density and ~-ray strength function
models for different mass-regions, OMpy and/or gledeli should be applied
to all previously published results. If a database was created with the
raw-data for all experiments and meta-data like the extraction limits for
the Oslo method, the analysis for all nuclei could in addition easily be
re-run for all major updates, such as the implementation of a new unfolding
mechanism. Furthermore, it would facilitate the comparison of existing
and the test of new models across the nuclear chart.

e It would be extremely helpful to create an update review and compilation
of level densities and -ray strength functions, similar to the recently
conducted TAEA projects [69, 134]. For many experiments and applications,
the knowledge of these two quantities is inherently coupled and this should
be preserved for consistent results. Again, packages like OMpy and gledeli
facilitate the publication of coupled results through a full list of samples
from the posterior distributions.
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Abstract

The Oslo method comprises a set of analysis techniques designed to extract nuclear level density and average y-decay
strength function from a set of excitation-energy tagged y-ray spectra. Here we present a new software implementation
of the entire Oslo method, called OMpy. We provide a summary of the theoretical basis and derive the essential equations
used in the Oslo method. In addition to the functionality of the original analysis code, the new implementation includes
novel components such as a rigorous method to propagate uncertainties throughout all steps of the Oslo method using
a Monte Carlo approach. The resulting level density and ~-ray strength function have to be normalized to auxiliary
data. The normalization is performed simultaneously for both quantities, thus preserving all correlations. The software
is verified by the analysis of a synthetic spectrum and compared to the results of the previous implementation, the
oslo-method-software.

PROGRAM SUMMARY

Program Title: OMpy [1]

Code Ocean Capsule:

Licensing provisions: GPLv3

Programming language: Python, Cython

Reference of previous version: oslo-method-software

Does the new version supersede the previous version?: Yes

Reasons for the new version: Facilitate modular program flow and reproducible results in a transparent and well-documented code
base. Updated uncertainty quantification: formerly a stage-wise normalization without built-in uncertainty propagation.
Summary of revisions: Complete reimplementation; ensemble based uncertainty quantification throughout whole method; fitting
based on well-tested external libraries; corrections for the normalization procedure; auto-documentation with Sphinx

Nature of problem: Extraction of the nuclear level density and average v-ray strength function from a set of excitation-energy
tagged 7-ray spectra including the quantification of uncertainties and correlations of the results.

Solution method: The level density and vy-ray strength function can be obtained simultaneously using a set of analysis techniques
called the Oslo method. To propagate the uncertainty from the counting statistics, we analyze an ensemble of perturbed spectra,
which are created based on the experimental input. One obtains a set of level densities and ~y-ray strength functions for each
realization from a fit process. The fitting metric (XQ) is degenerate, but the degeneracy is removed by a simultaneous normalization
of the level density and v-ray strength function to external data, such that all correlations are preserved.

Keywords: Oslo method; Nuclear level density; y-ray strength function; Degenerate inverse problem

1. Introduction the quantum levels are very closely spaced. That leads to
) ) o a significant degree of mixing (complexity) of their wave
One long-standing challenge in nuclear physics is to  fynctions, but they are still not fully overlapping as in the

precisely determine nuclear properties at excitation ener-  coptinuum region. For the quasicontinuum, it is fruitful
gies above t.he dls?"“? region and up to the particle th#esh— to introduce average quantities to describe the excited nu-
old(s). This region is often referred to as the quasicon-  (lous: instead of specific levels, the level density p(E,) as

tinuum and represents an excitation-energy range where a function of excitation energy E, is used, and instead
of specific reduced transitions strengths B(X L) between
- - a given initial and final state, the average decay strength
*jorgenem@gmail.com A .
“*Fabio.zeiser@fys.uio.no represented by the v-ray strength function (ySF) is ap-
erlenlim@fys.uio.no plied.
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In addition to their key role in describing fundamen-
tal nuclear properties, both the level density and the -
ray strength function are vital components for calculating
cross sections and reaction rates for explaining the nucle-
osynthesis of heavy elements in astrophysics [2, 3]. The
ability to calculate cross sections may also help in the de-
sign of next generation nuclear reactors, where direct cross
section measurements are missing or have too high uncer-
tainties for the given application [4-7].

The Oslo method [8-11] allows for extracting the level
density p and the «SF simultaneously from a data set
of particle y-ray coincidences. It has been implemented
in a collection of programs known as the oslo-method-
software [12], and the analysis has been successfully ap-
plied to a range of nuclei in widely different mass regions
[13-16]. However, the Oslo method consists of several
non-linear steps. This makes an analytical propagation
of statistical and systematic uncertainties very difficult,
and thus hampers a reliable uncertainty quantification for
the final results. The statistical uncertainty propagation
from unfolding the ~ spectra and the determination of the
primary ~-ray distribution has so far not been addressed
in a fully rigorous way. In lieu of this, an approximate un-
certainty estimation has been used, which is described in
Ref. [11]. Moreover, uncertainties related to the absolute
normalization of the level density p and ySF have been
discussed in Ref. [17], but there was no automatized way
to include this in the final results. Approximate ways to
include normalization uncertainties have been suggested
and used, see e.g. Ref. [18], but they do not account for
correlations between parameters as they were not available
within the oslo-method-software.

In this work, we approach the problem of uncertainty
propagation using a Monte Carlo technique. By generat-
ing an ensemble of perturbed input spectra, distributed
according to the experimental uncertainties, and propa-
gating each ensemble member through the Oslo method,
we can gauge the impact of the count statistics on the fi-
nal results. The resulting level density and ~-ray strength
function have to be normalized to external data. We have
implemented a new simultaneous normalization for both
quantities, thus preserving all correlations between them.

In the following, we present OMpy, the new implemen-
tation of the Oslo method. We discuss the various steps
of the method and present our new uncertainty propaga-
tion and normalization routine. The code is tested by the
analysis of a synthetic spectrum. The capability of the
new method is illustrated by applying it to experimental
data and a comparison to the previous implementation.

2. Usage of 0Mpy

OMpy is designed to facilitate a more complete uncer-
tainty propagation through the whole Oslo method and
at the same time simplify the user interface and enhance
the reproducibility of the analysis. This section will focus
on the latter two goals. OMpy, as well as all the Jupyter
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notebooks and datasets used to create the figures in this
article, is available online [1] [+ Code Ocean

The documentation of the interface of OMpy is created
automatically from its source code with the sphinx-auto-
modapi package and is available from ompy.readthedocs.io.
A detailed example of the usage is provided in the getting-
started Jupyter notebook. Taking a step beyond just
listing the version number, we have set up a docker con-
tainer to ensure also the reproducibility of the software
environment in which the user runs the analysis. The
notebooks can be run interactively online without installa-
tion through Binder [19], although a limit on the available
computation power can lead to considerable computation
times for cases with large ensembles. For larger calcula-
tions we recommend the Code Ocean [DOI follows with
publication] capsule.

As most operations within the Oslo method will re-
quire working on binned quantities like -ray spectra or
level densities, or a collection of spectra into matrices, we
have created the Vector and Matrix classes. These store
the count data as one- or two-dimensional NumPy [20, 21]
arrays, together with an array giving the energy calibra-
tion for each axis. The classes also contain a collection of
convenience functions e.g. for saving and loading files to
disk, rebinning and plotting.

3. The Oslo method

The starting point for the Oslo method is an E,-F,
coincidence matriz, i.e. a set of y-ray spectra each stem-
ming from an identified initial excitation energy E,. A
standard way to construct this input matrix is from coin-
cidence measurements of v rays and charged ejectiles fol-
lowing inelastic scattering or transfer reactions with light
ions. An array of v-ray detectors measures the energy £,
of the emitted vs, while a particle telescope determines the
excitation energy E, using the energy deposited from the
outgoing charged particles. (For a detailed description,
see e.g. Ref. [17] and references therein.) Recently, other
methods have been developed that obtain the coincidence
matrix from v rays in S-decay [22] or in an inverse kine-
matics setup [23]. An example of a coincidence matrix for
164Dy from a standard Oslo method experiment [14, 24]
at the Oslo Cyclotron Laboratory is shown in panel (a) of
Fig. 1.

The first step of the Oslo method is to unfold, i.e., de-
convolute the v-ray spectra for each excitation energy to
compensate for the detector response (Compton scatter-
ing, pair production, etc.). This is implemented in the
Unfolder class using an iterative unfolding method de-
scribed in Ref. [25]. We reiterate the main points of the
procedure in Appendix A. There we also describe a routine
to select the best iteration, which has already been imple-
mented in the oslo-method-software but not yet pub-
lished elsewhere. The unfolded '%*Dy spectrum is shown
in Fig. 1 (b).
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Figure 1: Raw (a), unfolded (b) and first-generation (c) matrices for the 154Dy dataset [14, 24], as well as the respective relative standard
deviation matrices (d-f) obtained with the ensemble propagation technique for Nens = 50 realizations. The dashed lines in panel (c) highlight

the fit limits for p and f.

The second step is the determination of the first-gen-
eration, or primary, y-ray spectrum for each excitation
energy. In the FirstGeneration class an iterative proce-
dure is applied as described in Ref. [26]. We recapitulate
the procedure in Appendix B, including a small addition
to minimize fluctuations in higher order iterations. The
resulting first-generation 7-ray matrix is shown in panel
(c) of Fig. 1. The main assumption of the first-generation
method is that the y-ray spectra following the populations
of levels within the excitation energy bin E, by the inelas-
tic or transfer reaction are the same as when this excita-
tion energy bin is populated via ~-ray decay from higher
lying levels [17]. Although this plausible at first sight, it
requires that the spin-parity distribution of the populated
levels is approximately independent of the excitation en-
ergy (17, 27].

The next step of the Oslo method consists of fitting the
first-generation spectra by a product of two one-dimen-
sional functions, namely the nuclear level density p(E.)

and the y-ray transmission coefficient T (E.). The method
relies on the relation

P(Ex, Ey) o« p(Ef = Ex — Ey)T(E,), (1)

where we look at deexcitations from an initial excitation
energy bin E, to the final bin Ef, such that the vy-ray
energy is E, = E, — E¢. Here, P(E,, E,) is a matrix of
first-generation spectra FG(E,)g, normalized to unity for
each E, bin.! Furthermore, if we assume that the v decay
at high FE, is dominated by dipole radiation, the trans-
mission coefficient is related to the dipole y-ray strength
function f(E,) (or vSF) by the relation

T(E,) = 23 f(E,). ()

INote that we follow the standard notation for the Oslo method,
where P(Ey, E-) is the conditional probability p(E|E) for the first
~-ray transition with energy E~ to come from an initial excitation
energy F.
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A derivation of Eq. (1) is shown in Appendix C, where the
main assumptions underpinning this decomposition are:

o The compound nucleus picture: We assume that the
v decay from an excited nuclear state is indepen-
dent of how the excited state was formed. This goes
back to Bohr’s theory for compound nuclei [28] and
is supported by many experiments [14, 29-36].

e Dominance of dipole radiation: It is assumed that
the decay it dominated by dipole radiation. This is
strongly supported by data and theory, see e.g. Refs.
[36-47].

o The generalized Brink-Axel hypothesis: The v-ray
strength function f(F,) is independent of the initial
and final states, i.e., it is the same for excitations
and decays between any initial and final state that
are separated by the energy E., [40, 48-54].

e The population cross-section: To obtain the “summed”
level density p(Ef) = >, p(Ef,J) in Eq. (1) the
population cross-section has to be approximately pro-
portional to the intrinsic spin distribution g(E,.J)
(and we assume parity equilibration, i.e. p(E,, J, ™ =
+) ~ p(E;,J,m = —)). When the employed reac-
tion is very spin selective, like in S-decay, a weighted
sum of the level densities is obtained instead, see Eq.

(C.14).

Finally, we have to normalize the nuclear level density
p(E,) and ~-ray strength function f(E,) (or equivalently,
the y-ray transmission coefficient 7(E,)). It was shown
by Schiller et al. [11] that the solution to Eq. (1) is in-
variant under a Lie group G of transformations by three
continuous real valued parameters A, B and «:

P(Ef = By — E,), f(E,) < Ae*™1 p(Ey), Be“’*f(Ev)(' )
3

However, we stress that the degrees of freedom are limited
to those given by G — i.e., all shape features of p and f
beyond the exponential prefactor given by G are uniquely
determined by the fit. It is important to note that the «
parameter, which influences the slope (in a log plot) of the
functions, is common to p and f. Hence, their normaliza-
tions are coupled together in the Oslo method. To obtain
the physical solution, the level density and ySF need to be
normalized to auxiliary data. Typically, one uses s-wave
resonance spacings, Dy, from neutron capture experiments
as well as discrete levels to fix the level density normaliza-
tion, and augment this by average total radiative width
data, (I'y), to normalize the vSF. This will be discussed
in more detail in the next sections.

4. Uncertainty propagation by ensemble

We use an approach based on the Monte Carlo (MC)
technique to estimate the statistical uncertainties in the
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Oslo method by creating an ensemble of randomly per-
turbed copies of the data set under study. To illustrate
the method, we have chosen an experimental data set for
164Dy. The data was obtained in Ref. [24] and we will com-
pare our results to the reanalysis published by Renstrgm
et al. [14].

The random variables are the experimental number of
counts in each bin ¢ in the raw E,-E., coincidence matrix
R. We assume that they are independent and follow a
Poisson distribution with parameter \;. The Poisson dis-
tribution P, is given as
Nee=2

il (4)
We take the number of counts k; in bin ¢ of R as an esti-
mate for the Poisson parameter \;. Note that it is an unbi-
ased estimator for \;, since the expectation value (k) = A.
To generate a member matrix R; of the MC ensemble, the
counts in each bin i are replaced by a random draw from
the distribution Py,. By this procedure, we obtain Nepg
matrices representing different realizations of the experi-

ment. Defining 7; = (1"51),1"52), . ,TENE“S))T as the vector
of all Ngys realizations m of bin i we can calculate the

sample mean (7;),

Py =p(k|A) =

— 1 \ m
=y (%)
€

and standard deviation oy,

LS )’ (6)
o 2

g; =

Of course, in the case of the raw matrix R, the standard
deviation is trivial because it is given by the Poisson dis-
tribution (0 = v/X). But the technique also allows us to
estimate the standard deviation at later stages in the Oslo
method — after unfolding, after the first-generation method
and even after fitting the level density and -ray transmis-
sion coefficient. In Fig. 1 we show the relative standard
deviations oye; = 0;/7; in the raw (d), unfolded (e) and
first-generation (f) matrices of the 154Dy dataset based on
Nens = 50 ensemble members.

It should be noted that we usually analyze spectra with
a (possibly time-dependent) background. In this case we
measure two raw spectra, the total and the background
spectra, which independently follow a Poisson distribution.
In OMpy, both spectra can be read in and perturbed inde-
pendently. The background subtracted spectra R’ are then
generated for each realization. When the number of back-
ground counts are large enough, this may lead to bins in R’
with negative number of counts. With the current default,
these are removed before further processing at the cost of a
potential bias towards higher level densities p and strength
functions f (see the discussion in Sec. 7). The generation
of the all ensembles matrices (including application of the
unfolding and first-generation method) is handled by the
Ensemble class.



5. Decomposition into level density and «-ray
strength function

With the first-generation matrices and their standard
deviation at hand, we may proceed with the fitting of p
and 7T for each ensemble member. First, we select a suit-
able bin size AFE, typically 100 — 300 keV depending on
the detector resolution, and rebin the first-generation ma-
trix along both the £, and E, axes to this bin size. The
matrix of experimental decay probabilities Pexp(Ey, Ey) is
obtained by normalizing the spectrum in each E, bin to
unity. For the fit of p and T, we take the function value
in each bin as a free parameter. For a given pair of trial
functions (p, T'), the corresponding matrix P (E,, E,) is
constructed by

Pﬁt(El'vE"/) = CE.TP(E:L' - E"/)T(E’Y)v (7)

where Cg, is a normalization coefficient so that
ZEW Psi(Ey, Ey) = 1 VE,. We fit Pg; by a x? minimiza-
tion approach, minimizing the weighted sum-of-squared er-
rors

X2: Z (PeXP(vaE“/)_Pﬁt(anE'y))Z. (8)
Eme a'pexp (E;E, E’Y)

It is important to use a weighted sum rather than simply
a sum of the residuals, to suppress the influence of bins
with large uncertainties. This in turn makes uncertainty
estimation important. As already mentioned, a shortcom-
ing of the original Oslo method implementation [11] in
the oslo-method-software has been the estimation of
the uncertainty op,,,(Fs, E,) in the denominator of the
x? fit. Due to the lack of a complete statistical uncer-
tainty propagation, one has had to resort to an approx-
imate uncertainty estimation. It was based on a Monte
Carlo scheme similar to the present work, but where only
the first-generation spectrum is perturbed as if each en-
try was direct count data. This is discussed in detail in
Ref. [11]. In OMpy, we have access to a proper uncertainty
matrix op, . We checked that most bins of the first-
generation matrices approximately follow a normal distri-
bution. However, they are distributed with a larger and
varying standard deviation as compared to what one would
have received if the first generation entries were count data
directly and followed the expectation value (k) = X. The
approximate adherence to the normal distribution justifies
the use of a x? minimization as a likelihood maximization.

The x? minimization is carried out by numerical mini-
mization in the Extractor class. This is a different imple-
mentation than in the oslo-method-software, where the
minimum is found by iteratively solving a set of equations
to obtain a solution satisfying dx2/dp = 0, 9x?/0T = 0
for each bin of p and 7 [11]. After testing several off-the-
shelf minimizers, we have found that the modified Powell’s
method in the SciPy package works well [55, 56].

The normalized first-generation matrix P(E,, E,) is
compared to the fitted matrix in Fig. 2 for one ensemble
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member of the %Dy dataset. In Fig. 3 we show the cor-
responding level density p and ~-ray strength function f,
where the latter is obtained from 7 using Eq. (2).

5.1. Testing the sensitivity on the initial values

The presently used minimization routine requires an
initial guess for the trial functions (p, 7). In principle, the
choice of the trial functions may have a significant effect
on the results if the minimizer is prone to get caught in
local minima. Ref. [11] proposes to set the initial p to a
constant, arbitrarily chosen as 1, for all excitation energies
E,, and T(E,) as the projection of Pey(E,, E,) on the
E,-axis. In OMpy, we have implemented several choices
to test the stability of the solutions towards other initial
guesses. For the cases shown here, no significant impact
on the final results was observed.

Our default choice for the initial guess on p has been
motivated by a long lasting discussion on whether the
level density p follows the back-shifted Fermi gas (BSFG)
equation [57, 58] or a constant temperature (CT) model
[58, 59] below the neutron separation energy S, , see Ref.
[60, 61] and references therein. In recent years, the results
of the Oslo method have strongly suggested a close-to CT-
behavior. As this is equivalent to the initial guess for p
in Ref. [11] (after a transformation G (see Eq. (3)), we
set the default initial guess to a BSFG-like solution. More
specifically, we draw from a uniform distribution centered
around a BSFG-like initial guess for each ensemble mem-
ber. Fig. 3 demonstrates that the resulting fit is still best
described by the CT-model, but it is now very unlikely
that this is due to a failure of the minimizer. The initial
guess for T is still chosen as in Ref. [11], but with the same
randomization with a uniform distribution as for the level
density p.

Besides the two alternatives named above, we have
also tested a rather exotic initial guess for p given by
a quadratic function with a negative coefficient for the
second-degree. This contrasts any expectation that the
level density p increases as a function of the excitation
energy E,.. However, even for this choice, the solution is
stable.

5.2. Uncertainty estimation

Given the degeneracy of the x?2, it is nontrivial to es-
timate the uncertainty in the solutions of p and 7. The
oslo-method-software implements the approach of Ref.
[11], where the uncertainty is estimated from the standard
deviation of the solutions (p(™, 7(™) for each realiza-
tion of the first-generation matrix Pé;?)). This may lead
to erroneously high uncertainties, as any transformation
G gives an equally good solution to a given Pég). To il-
lustrate this, we could imagine that the Pe(,g)’s only differ
by a very small noise term. Due to the noise term the so-
lutions will not be identical. In addition, we recapitulate
that any given Pe(;?,) can be equally well fit by p as with
any allowed transformation G such as 10p or 100p. Instead
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of a negligible standard deviation one receives a standard
deviation solely based on the degeneracy of the solutions.
So far, we have observed that the minimization results are
more stable as one might expect for the scenario outlined
here (provided that the initial guess is not randomized).
This is probably due to the way the minimizer explores
the parameter space. Nevertheless, for the standard usage
of OMpy we provide the functionality to estimate the un-
certainty of solutions p and 7 after normalization of each
ensemble of (p™), T0™). This will be explained in more
detail in the next section.

5.3. Fit range

Using the Oslo method we have to restrict the fit range
for the P(E,, E,) matrix. The area below E™" exhibits
discrete transitions, thus does not adhere to the statisti-
cal nature of the y-ray strength function f and is there-
fore excluded. To remain selective on the y-decay channel,
we can only use P(F,, E,) up to a maximum excitation
energy EX®* around the neutron separation energy .S,.
Finally, we also constrain the minimum ~-ray energy to
Efl“i“, which usually attributed to a deficiency of the un-
folding or first-generation method for low v-ray energies.
The limits are highlighted in Fig. 1 (¢) and only this valid
region of P(E,, E.) is sent to the minimizer.

6. Normalization of p and ~vSF

At first glance, the results bear little resemblance to a
level density or 4SF. That is because the fit has not yet
been normalized. Thus, the solution shown in Fig. 3 is just
one of an infinite set of solutions to the fit. In this section
we will discuss how auxiliary data can be used to find the
transformation G that gives the physical solutions.

6.1. Auziliary experimental data

For the level density p, there are often two different
types of auxiliary datasets available. At low energies, the
discrete levels are known from spectroscopy. They can be
compared to the fitted level density from the Oslo method
after applying the same binning. One can also account
for the detector resolution by applying e.g. a Gaussian
smoothing to the histogram. At higher excitation energies,
typically ~1-3 MeV, the spectroscopy data fails to resolve
all levels [60]. The user will thus have to set a sensible
region in the low energy regime for the comparison.

The second piece of information stems from neutron
resonance experiments, e.g. the average s-wave resonance
spacings Dy. They provide information about the level
density p(Ey =Sy, Jy &+ 1/2,m) at the neutron separation
energy S, where J; and 7, are the ground-state spin and
parity of the target nucleus, i.e. the A — 1 nucleus [60].
With the Oslo method we obtain the total level density
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Figure 2: One realization of the normalized first-generation matrix
P(E, E,) (a) compared to its fit (b) by the product of the level
density p(Ez) and vSF f(E,) (see Fig. 3). The dashed line indicates
the maximum ~-ray energy Ey = E;. Counts to the right of this
diagonal are due to the detector resolution or noise only and have
been excluded from the fit. Note that pannel (a) is similar to Fig.
lc, but rebinned to 200 keV and for one realization instead of the
mean of the ensemble.

p(Ey) = EJ’W p(Ey, J,m). If one knows the fraction of
Jy£1/2, m levels, one can estimate p(S,,) by from Dy by [11]

(80) = — 2
P = Dy 9By o + 12) + 9(Bas o — 1/2)°

9)

where g(E, J,7) is the spin-parity distribution of the nu-
cleus at F, and the factor of 2 comes from the assumption
of equiparity, i.e. g(E;, J,m) = g(E;, J)/2. Note that the
Ji — 1/2 term vanishes for J; = 0. For the spin-parity dis-
tribution g(Ex,I) it is common to use a form proposed in
Ref. [62, Eq. (3.29)]; however the exact parametrization is
a major source of systematic uncertainties in the normal-
ization, thus several suggestions are implemented in OMpy.

The usage of p(S,) for the normalization is further
complicated by restricted fit-regions for P(E,, E,) (see
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Figure 3: Level density p(E;) and 4SF f(E,) = 'T(E.Y)/(ZTA'E,%) from
the fit in Fig. 2. No transformation has been applied to the fit. Even
though the initial guess for p was chosen from a BSFG-like function,
the results are better described by the CT model above ~ 2 MeV.
The initial guess is shown before the randomization with a uniform
distribution.

Sec. 5.3). These limit the extraction of the level density
p up to E;T‘a"—E:Y"i“, which is often about 1-3 MeV below
Sp. Consequently, we cannot directly normalize the fit-
ted level density p to p(Sn) obtained from Dy. To utilize
this information, we have to extrapolate p and compare
the extrapolation at S,,. The exact form of the extrap-
olation is another systematic uncertainty. Generally, the
constant temperature (CT) model [62] fits well with the
level density data obtained from the Oslo method [63],

1 FE, — E
por(By) = & exp —2 =2,

T T (10)

where the temperature T and the energy shift Ey are free
parameters of the model. We obtain them by a fit to p in
a suitable energy range.

The convolution of the level density p and y-ray strength
function f (or equivalently 7°) can be further constrained
by the average total radiative width (T (Sy,)) from neutron-
capture experiments (see e.g. Ref. [60]) on a target nucleus

with ground-state spin J; using the following equation:

Dy 5 .
s = 5[, | 1B, - B
Ji+1
<Y gSa-Eldp|. Ay
Ji Jp=|Ji—1]

where the first sum runs over all possible residual nucleus
spins J;, i.e. from min|Jy £ 1/2 &+ £| to J; + 1/2 + £ and
the second sum runs over all final spins J; accessible with
dipole radiation starting from a given J;. Often only s-
wave information is available, corresponding to £ = 0 in the
notation above, and the measurements are performed with
low energy neutrons, such that E, ~ S,; for brevity it is
then common to write (I'y) for (I'y¢(Sy)). A derivation of
Eq. 11 is given in Appendix D. Currently, we approximate
(T'y) using the integral involving the level density p for
all excitation energies FE,, although the integral at low
energies can be replaced by a sum over decays to the known
discrete levels for more precise calculations. Note that we
also have to extrapolate the v-ray strength function to be
able to use this equation. Due to its shape, a log-linear
function is often fitted to the results.

6.2. Likelihood

In the following, we will define the likelihood £(8) that
is used to find the proper normalizations. Let £;(0) de-
note the likelihood for a given solution (p, T) of Eq. (7) to
match the normalization information i (i.e. discrete levels,
Dy, (I'y)) after the transformation G with the parame-
ters @ = (A, B,a). Due to the extrapolation of the level
density p mentioned above, we have to introduce two nui-
sance parameters T and Ej, so we extend € to include
(A,B,a,T, Ep). To reduce the computational complexity,
we extrapolate the v-ray strength function by the best-fit
values for a given set of transformations («, B). The total
likelihood £(0) is then given by

£(0) =] £:(0). (12)

We assume that the experimental Dy and (T'5) data are
normal distributed, thus maximizing the log-likelihood is
equivalent to minimizing a sum of x2’s. Note that the mea-
surement of the discrete levels is of course not stochastic;
however, the count data we use to determine p for the
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comparison is. More explicitly, we have

1 2
InL;(8) = K; — 52;@, (13)

- diserete — 050810 (0) 2
Xgiscrete:z:(pj,dlscrete P],Oslo( )) , (14)

- gj
j J

2 <D0,exp - DO,CT(0)>2
Xpo =\ — ———

T Do, exp

N Z (pj,cT - Pj,0slo(9)>2 7 (15)

gj
] .
r exp r slo 0 :
X%rw _ << 'v> pU<F<> 7>Ol ( )) , (16)

where K; =1In(1/(270;)) is a constant as long as the stan-
dard deviation(s) o; does not depend on 6. The subscript
exp denotes the experimental data. The sums in Eq. (14)
and (15) run over all data points used in the evaluation,
and for x%, we invert Eq. (9) to obtain Dy from the level
density (extrapolated with the CT model). The second
term of Eq. (15) arises due to the fit of the nuisance pa-
rameters of the CT model (T, Ey) to the Oslo method
data, here labeled pogio-

As discussed in Sec. 5.2, the degeneracy of the solutions
p and f prevents us from directly inferring their param-
eter uncertainties in the fit of the first generation matrix
P.«p. However, clearly the data points of p and 7 have
a statistical uncertainty that should propagate to inform
the posterior distribution of 8. We choose to model this by
setting o; somewhat arbitrarily to a relative uncertainty
of 30%. We propose to test the implications in a future
work e.g. by comparing inferred Dy’s for datasets where
Dy is known but on purpose not included in the x? fit of
Eq. (15). Note that with this specification of the standard
deviations o, the K; become #-dependent:

1 1
K; = In =>» In . (17)
zj: V/2ma; EJ: V27 % 0.3p;,0s10(6)

The likelihood can easily be extended if other information
shall be taken into account. In several recent works on the
Oslo method, experimental data on (T') was not available,
but roughly estimated from systematics (see e.g. Ref. [18,
64]). With the new possibilities of OMpy we would instead
recommend to constrain « and B by adding a term to
the total likelihood that describes the match with other
measured strength function data (usually above S,,).

6.3. Implementation

We sample this likelihood with the Bayesian nested
sampling algorithm MultiNest [65, 66] using the PyMulti-
Nest module [67]. For a more efficient calculation, we
first find an approximate solution (more accurately the
maximum-likelihood estimator)  with the differential evo-
lution minimizer of SciPy [55, 68]. This is by default used
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to create weakly informative priors for A, B and o and T'.
For A and B we use a normal distribution truncated at 0
(negative values of p or f are not meaningful), a default
mean p given by 6 and a broad width of 10u. For av and the
nuisance parameter T (entering through the level density
extrapolation model) we use log-uniform priors spanning
one order of magnitude around 8. For the second nuisance
parameter Ey we choose a normal distribution with mean
0 and width 5 MeV, which is truncated below (above) -5
and 5 MeV, respectively. The latter choice is well justified
regarding the range of reported values of Ey in Ref. [69].

This simultaneous normalization is implemented in the
NormalizerSimultan class, which relies on composition of
the NormalizerNLD and NormalizerGSF classes handling
the normalization of the level density p and y-ray strength
function f. To facilitate a comparison with the oslo-
method-software calculations, one can also run a sequen-
tial normalization first using Eq. (14) and (15) through
NormalizerNLD and then the resulting p as input to the
normalization through NormalizerGSF, see Eq. (11). It
should be stressed though that the normalization through
the likelihood calculations in OMpy will still differ from the
approach taken in the oslo-method-software. The latter
allowed only to receive best-fit estimates of the transforma-
tion parameters A, B and a. Any subsequent uncertainty
estimation due to the normalization itself was up to the
users. We also note that an advantage of the simultane-
ous approach is that one obtains the correlations between
A, B and « such that uncertainties in the normalization
of p directly propagate to the estimation transformation
parameters for f.

From the MultiNest fit we obtain the posterior proba-
bility distribution for the parameters 6, given as (equally-
weighted) samples 0;.> The normalization uncertainty for
the solution (p(™) , f(™) of the realization m can then be
mapped out by creating a normalized sample (p(m>, f(m))i
for each 6; using Eq. (3). By repeating this procedure for
all realizations m of the ensemble, we also recover the un-
certainty due to the counting statistics. This is performed
in the EnsembleNormalizer class.

7. Systematic uncertainties

The previous sections described the necessary tools to
evaluate the statistical uncertainties due to the counting
statistics and the normalization procedure. It is important
to keep in mind that there are also systematic uncertainties
linked to the analysis, which are summarize below:

a) Removal of negative counts in raw matriz: When sub-
tracting the background from the raw matrix, we of-
ten receive a matrix with negative counts in some bins.
This is clearly linked to the Poisson statistics in re-
gions with a low signal to background ratio. If one

2For brevity, we drop the index m on 6, but the normalization is
performed for each realization m individually.
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simply removes the negative counts, one potentially bi-
ases the mean of the level density and 7-ray strength
points derived from these bins. It was previously ob-
served that negative counts in the raw matrix can cause
technical challenges in the currently implemented un-
folding method, with some bins obtaining extreme neg-
ative values after several iterations. For the background
subtraction, it might be a more reasonable fix to redis-
tribute the negative counts to bins within the resolu-
tion. This is implemented by Matrix.fill negative

as an alternative to the default method, Matrix.remove_-

negative, which removes all negative counts. For the
164Dy, there is a high signal to background ratio, thus
the background subtraction does not have this problem.
In cases with a worse background ratio, both methods
could be compared. If they result in significant dif-
ferences, further analysis is needed to find the optimal
procedure.

Removal of negative counts in unfolded and first-gener-
ation matriz: The unfolding and first-generation meth-
ods can result in negative counts which can not be
linked to the Poisson statistics any longer. It is thus not
clear whether it is better to keep the negative counts
or to redistribute them in the fashion described above.
Again, the problem was negligible in the 4Dy dataset,
but has to be treated carefully if the methods lead to
more bins with such a behavior. To retrieve the ma-
trices before removal of the negative counts, the user
can simply replace or deactivate the remove negative
methods of the Unfolder and FirstGeneration classes.

Unfolding method: There are two main sources of sys-
tematic uncertainties, the iterative unfolding method
itself, and the detector response functions. The latter
can be gauged by obtaining an ensemble of different
detector response functions that capture the breadth
of physically reasonable configurations (e.g. auxiliary
software such as GEANT4 [70]). Each member of the
raw matrices R(™ is then unfolded with one (or each)
of the different detector response functions. The former
uncertainty is more difficult to quantify. In this spe-
cial case, alternative methods exist already and one ap-
proach could be to implement an alternative unfolding
algorithm (e.g. Ref. [71]). The oslo-method-software
attempts to quantify the systematic uncertainty from
unfolding and the first-generation matrix following an
ad hoc numerical procedure described in Ref. [11]. A
proper treatment that pays tribute to the full complex-
ity of the problem is outside the scope of the present
work.

Population cross-section: As mentioned in Sec. 3, the
first-generation method assumes that the spin-parity
distribution of the populated levels gpop is similar for
the whole excitation energy range studied. At best,
9pop approximates the spin-parity distribution g of the
levels in the nucleus itself. This is often believed to be

e

—
N

items a and b have been studied.

the case for low and mid-mass nuclei, where the beam
energy is chosen such that the compound cross-section
dominates over the direct cross-section. More details
can be found in Refs. [17, 72] for challenges if the in-
trinsic spin-parity distribution g(E,,J,7) is very dif-
ferent from the (normalized) population cross-section
Ipop(Ez, J, ).

Decomposition and the Brink-Azxel hypothesis: The de-
composition of the first-generation matrix into the level
density p(E,) and ~-ray strength function f(E,) re-
lies on a generalization of the Brink-Axel hypothesis
[48, 49], where the strength function is assumed to be
approximately independent of E,, J and 7 (see Eq.
(C.5)). The validity of the assumption has been tested
within the Oslo method by comparison of the y-ray
strength function f extracted from different initial and
final excitation energy bins, see Refs. [50, 51] and ref-
erences therein for further works.

Intrinsic spin-parity distribution: Both the normaliza-
tion of the level density p at S, via Dy and the absolute
scaling of the ~-ray strength function via (I';) rely on
the knowledge of the intrinsic spin-parity distribution
g(Ey, J,m) of the nucleus, see Eq. (9) and Eq. (11).
It it difficult to measure the spin-parity distribution
g(Ey, J,m) in the (quasi)continuum and there are vari-
ous different empirical parametrization and theoretical
calculations, see e.g. Refs. [58, 69, 73, 74] and Refs.
[75-78] respectively.

Lack of Dy and (T'y): In several recent cases where
the Oslo method has been applied, experimental val-
ues of Dy and/or (I'y) were not available, see e.g. Refs.
(14, 18, 36, 64]. In these works, Dy and/or (I'y) were
estimated from the values of nearly nuclei. With OMpy
it is now easier to adopt the normalization procedure
via the likelihood £(0) in Eq. (12) instead. One can ei-
ther remove terms where the experimental information
is missing, allowing for a larger degeneracy of the solu-
tions, or add different constrains, like a measure of how
well the y-ray strength function f(E,) matches other
measured y-ray strength function data, which often ex-
ists above S,,.

Bin sizes and fit ranges: Several decisions have to be
made on the bin sizes and fit ranges, for example in
the normalization of the level density p to the known
level scheme, see Sec. 6.1. The user can test different
sensible regions for this comparison.

In this work, only the impact of the negative counts,
In many cases it is

challenging to evaluate the impact of the assumptions on
the data. Whenever the uncertainty is linked to models,
algorithms, parameter sets or alike, and alternative choices
exists (items ¢, d, f, h), it is possible to utilize OMpy’s
error propagation functionality. This was illustrated for
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the unfolding of the data in item c. More information on
items e and f can be found in Ref. [17].

8. Discussion and comparison

In Fig. 4 we show the level density p and ~-ray strength
function f of 194Dy resulting from the simultaneous nor-
malization of Ng,s = 50 realizations. Each realization m is
transformed with Ngamp = 100 samples from the normal-
ization parameters @;. The combined uncertainty of the
normalization and counting statistics is visualized through
the 16th, 50th, and 84th percentiles which together form
the median and a 68% credible interval. Additionally, we
show one randomly selected sample (p(™), f0™); including
its extrapolation. The results are compared to the analy-
sis of Renstrom et al. [14] which used the oslo-method-
software, and we display both the uncertainty that is
quoted due to the counting statistics and the total un-
certainty, that includes the normalization. Note that we
discussed in Sec. 5.2 that this split into the uncertainty due
to counting statistics and due to normalization is, strictly
speaking, not possible — hence, the quoted decomposition
is an approximation.

It is gratifying to see that overall, both analyses provide
similar results. In Fig. 4a, the level density below ~ 2 MeV
exhibits the same structure of bumps attributable to the
discrete level structure, and at higher E, the curves are
practically identical. Similarly, for the ySF in Fig. 4b, the
data is mostly compatible within the error-bars. The me-
dian of the results from OMpy has slightly steeper slope and
the uncertainties are somewhat more evenly distributed
across the whole energy range.

Some deviation between the results is expected due to
the different fitting method and software implementations.
Moreover, different fit-regions may lead to different estima-
tions of the normalization parameters 8, which in turn give
different slopes (and absolute values) for p and the vSF.
Usually, there will be several sensible fit-regions. With
OMpy, the user could create a wrapper that loops through
the different fit-regions. The mean and spread of the re-
sults can be analyzed using the same ensemble based ap-
proach as above.

Another way to verify the results of OMpy is to simulate
decay data for a given p and the ySF and compare these
to the analysis with OMpy from the simulated data. We
have used the Monte-Carlo nuclear decay code RAINIER
v1.5 [80, 81] to create decay data from a '64Dy-like nu-
cleus. To create an artificial level scheme, we used the first
20 known discrete levels [60] and for higher energies cre-
ated levels following the CT model and spin-distribution
described in Renstrgm et al. [14]. The vSF has been mod-
eled with the parameters from the same publication. Then,
we simulate the experiment by populating 2 x 10° levels
below S,, and recording the decay ~s for each event. For
simplicity, we have assumed here that we populate the
levels proportionally to the intrinsic spin distribution of
the nucleus. Finally, we use the response functions of the
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164Dy experiment to convert the recorded v rays to a ma-
trix of synthetically generated events that substitute the
experimentally determined raw matrix in the further anal-
ysis with OMpy. The full setting file can be found with the
supplementary material online.

In Figure 5 we compare the results of OMpy to the input
level density p and ySF from RAINIER. The fitted level
density p slightly over-pronounces the structures of the
discrete levels at low excitation energies. From a practical
point of view this is not a significant problem, as the Oslo
method is used for an analysis of the quasicontinuum re-
gion, so at energies > 2 MeV. There, we observe a perfect
match between the input and the fitted level density. The
resulting vSF is in very good agreement with the input
~vSF. There are small deviations at the lowest and high-
est energies that can easily be understood. The apparent
discrepancy of the input vSF below ~ 2 MeV can be ex-
plained by a failure of the first-generation method due to
strong populations of discrete states and is directly visi-
ble in the comparison of the unfolded to first-generation
matrix (see supplementary material online). The region
could have been excluded from the comparison, but we
aimed for the same extraction region as for the experi-
mental 94Dy data set. The mismatch propagates to a
wrong extrapolation of the ySF towards lower energies.
The two resonance-like structures at ~6 and 7 MeV over-
compensate for the mismatch of the level density at the
lowest excitation energies.

One of the main motivations for OMpy was to improve
the uncertainty analysis in the Oslo method. Throughout
the article we have highlighted several improvements to
the theoretical framework for propagating the uncertain-
ties compared to the oslo-method-software. The most
fundamental source of uncertainties in the analysis is the
count statistics. For each experiment a balance between
the run-time costs and the possibility to gather more data
has to be found. Therefore, we find it instructive to study
the impact of a reduced number of counts for the %Dy
experiment. We create a new raw matrix, which we draw
from a Poisson distribution with a mean of 1/10th of the
original data (an arbitrary choice corresponding to 1/10th
of the run actual time) and otherwise perform the same
analysis as above. Both analyses are compared in Fig. 6,
and overall we find a good agreement of the median values.

There is one major difference in the analysis that leads
to different uncertainty estimates. In the case with the re-
duced number of counts we have to use a lower maximum
excitation energy EX** in the fit to P(E,, E,). As a conse-
quence, the extracted level density ranges only up to about
4.5 MeV instead of 6.5 MeV, increasing the uncertainty in
the determination of the normalization parameters. The
increased uncertainty of the slope parameter « is directly
visible for the level density p. For the vSF we addition-
ally require a suitable fit to the experimental (I';), so a
different slope a will also affect the absolute scaling B.
This results in the normalized vSFs tilting around a 7-ray
energy of about 5 MeV, where the exact location of the
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Figure 4: Extracted level density p (a) and 4SF f (b) for 1%4Dy. The fit is similar to that shown in Fig. 3, but the normalization according
to Eq. (3) has been applied. We display the median and 68% credible interval obtained from the counting and normalization uncertainties
(orange line and blue shaded band, respectively) together with one randomly selected sample of p and f (blue dots). The median and 68%
credible interval for the extrapolation is given by the green line and shaded band. In addition, the extrapolation used together with the
random sample is indicated by the dashed line. The data points within the grey area denoted fit limits are used for the normalization and
extrapolations, such that we match the binned known levels (black line) [79], p(Syn) calculated from Dg [60] (and (I'y) [60]). The results are
compared to the analysis of Renstrgm et al. [14] which used the oslo-method-software, displaying both the uncertainty that is quoted due
to the count statistics (inner error bar) and the total uncertainty, including the normalization (outer error bar) (see text for more details).

tilting point depends on the nucleus. The normalization
uncertainty thus leads to increasing relative uncertainties
of the ySF for lower y-ray energies E.,. This contrasts to
the naive expectation that the relative uncertainties should
increase with E,, as the number of counts that determine
each ySF bin decrease. Finally, we foresee that the up-
dated framework for the uncertainty analysis may have a
significant impact when further processing of the results
from the Oslo method. An example of this is given in
Renstrgm et al. [14], where the authors fit of the strength
of the peak at ~ 3 MeV in the ySF which assumed to be
a M1 scissors mode.

9. Extension of OMpy

OMpy is written with modularity in mind. We want it to
be as easy as possible for the user to add custom function-
ality and interface OMpy with other libraries. For example,
in Sec. 7 we discussed that it may be of interest to try
other unfolding algorithms than the one presently imple-
mented. To achieve this, one just has to write a wrapper
function with the same return structure as the callable
Unfolder class. Then one provides the new wrapper to
Ensemble instead of the Unfolder class and all matrices
will be unfolded with the new algorithm.

11

It is our hope and goal that OMpy will be used as much
as possible. Feedback and suggestions are very welcome.
We encourage users who implement new features to share
them by opening a pull request in the Github repository.

10. Conclusions and outlook

We have presented OMpy, a complete reimplementation
of the Oslo method in Python. The capabilities of the code
have been demonstrated by comparison with a synthetic
data set modeled with the decay code RAINIER. We have
also compared OMpy to the analysis for %Dy with the
previous implementation of the Oslo method, the oslo-
method-software and in general find a good agreement.
However, we have refined the uncertainty quantification of
the analysis using an ensemble-based approach. We are
now able to simultaneously take into account statistical
uncertainties from the counting statistics and the normal-
ization to external data and preserve the full correlation
between the resulting level density p and ySF.
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Appendix A. Unfolding

Here we explain the unfolding technique presented in
Ref. [25], which is used both in the original Oslo method

implementation in the oslo-method-software and in OMpy.

Let the detector response be modelled as a conditional
probability density function
P(E,|E), (A.1)
encoding the probability that a v ray with true energy E;
is detected with energy E,. Given a true y-ray spectrum

U(E,), the folded spectrum F(E,), i.e. the spectrum seen
by the detector, is then given by

F(E) = [ B IEUE)AE, (12

By discretizing into energy bins of width AE., it becomes
a matrix equation

F = PU, (A.3)
where P is the response matrix of discrete probabilities
Py = p(E,x|E, ) AE,. The unfolding procedure amounts
to solving this equation for U. However, a straightfor-
ward matrix inversion is ill-advised, as it will often lead to
singularities or produce large, artificial fluctuations in U
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[82, 83]. Instead, the approach taken in the Oslo method
is to use an 1terat1ve technique that successively approx-
imates U. Letting R denote the measured spectrum, the
algorithm is

1. Start with a trial function ﬁo = R at iteration i = 0

2. Calculate the folded spectrum F‘Z = Pﬁi

3. Update the trial function to Ui+1 =0, + (ﬁ — F;)

4. Tterate from 2 until F‘l ~ R.
Note that the oslo-method-software uses a custom tai-
lored combination of the additive updating procedure of
step 3, and a ratio approach, U1 = U; o (ﬁ @ 15;), where
the Hadamard products stand for an element wise prod-
uct. We obtain equally good results by adopting only the
additive updating in OMpy. The updating procedure may
sometimes lead to a negative number of counts in the un-
folded spectra. For negative counts close to zero, it is not
clear whether these should be kept or discarded, as it is
not clear whether they originate from the statistical na-
ture of the data. In some cases, one observes some bins
with large, negative counts which hints at a failure of the
method. These cases should be analyzed carefully before
the results are processed further. The current default is to
remove the negative counts at the end of the unfolding.

A too large number of iterations does not improve the
results significantly, but introduces strong fluctuations in
the unfolded spectrum. After the publication of Ref. [25]
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a criterion for step 4 has been added to the oslo-method-
software, which is also used in OMpy. A predefined num-
ber (usually around 30-200) iterations is run and the best
iteration is selected based on a weighted sum over each
vector element of the root-mean-square error of F_’; - R
and the relative level of fluctuations in Ijz compared to
the fluctuations of the raw spectrum R. The relative fluc-
tuations are estimated as |(U;; — (U;))/(Us)]1, where (U;)
is a smoothed version of the spectrum U,.

In addition to this, the user can choose to use a further
refinement to the unfolding method known as Compton
subtraction [25]. It is used to further control the fluctua-
tions in the unfolded spectrum. The basic concept behind
it is to use the previously unfolded spectrum to decom-
pose R into parts corresponding to the full-energy, single
and double escape and annihilation peaks, and the “rest”
which comes from Compton scattering and similar pro-
cesses. Each of these parts, save for the full-energy peak,
are then smoothed with the detector resolution before they
are subtracted from K. The resulting spectrum normalized
to maintain the number of counts. The idea is that this
gives an unfolded spectrum with the same statistical fluc-
tuations as in the original spectrum R.

Appendix B. The first-generation method

In this appendix we describe the idea behind the first-
generation method of Ref. [26] and its implementation in
OMpy. Let FG(E,)g, denote the first-generation ~-ray
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spectrum, i.e., the intensity distribution of ~-ray decay
from a given excitation energy FE,., as function of ~-ray
energy E,. Generally, the nucleus will decay from E,
down to the ground state by emitting a cascade of ~ rays,
which forms the total ~v-ray spectrum. The total, or all-
generations y-ray spectrum, denoted AG(E,)g,, can be
viewed as a superposition of the first-generation spectrum
and a weighted sum of the all-generations spectra of exci-
tation energies below,

AG(E"/)Ez = FG(E'Y)Em (B~1)
+ > w(E)g, n(E,) s, AG(E,)g, .
—_—

E!/<E,
: (AG(E,) )

Here, w(E.) g, is a weight factor that gives the decay prob-
ability from E, to E/,, and n(E.) g, is a normalization fac-
tor which corrects for the varying cross section to populate
the E/, bins. Note that the normalization factor n(E.)g,
times the all-generations spectrum AG(E,)g; gives the
spectra of y rays (AG(E,)p,) emitted from the E/, bin
for each single population.

Normalization and multiplicity estimation
The normalization factor n(E))g, can be estimated
from the singles spectra S(E,), which contain the number

of reactions populating the excitation energy bin F, and
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thus the number of y-ray cascades out of this level,

_ S(E:)

n(E) e,

(B.2)

- S(E)
However, usually it is determined from the total 7-ray
spectrum by the relation

(M(E;)N(Ey)

s = GHENNED

(B.3)
where (M (E,)) and N(E,) denote the average y-ray mul-
tiplicity and the total number of counts, respectively, at
excitation energy E,. This reformulation uses the fact that
S(E,) = N(E;)/M(E,). In OMpy there are two ways to
determine the average multiplicity (M (E,)). The initial
idea, the total multiplicity estimation is given in Ref. [§]
as

(M(E,)) = (B.4)

(Ey)’
where (E,) is the weighted-average -ray energy at ex-
citation energy FE,. Due to the detector threshold, we
are usually not able to measure all v rays, and this will
artificially increase (E,). To solve this problem, a statis-
tical multiplicity estimation has been added to the oslo-
method-software and is adapted in OMpy. The underlying
ideas is that in heavier nuclei, like in the rare-earth region,
v rays from entry states at higher excitation energy will
decay down to the yrast-line, where it enters at an energy
denoted here as Ely,.s. From there, the vy rays follow a
non-statistical decay to the ground state. For heavy nu-
clei, there are many levels at low excitation energies, such
that is is assumed here that the yrast transitions will pro-
ceed with many v rays of so low energy, that they are
usually below the detector threshold. In that case, we can
replace the excitation energy in Eq. (B.4) by the apparent
excitation energy E, = FE, — Eyrast- A challenge in this
method is to correctly estimate the entry energy Eyrag.
Thus we recommend to use the total multiplicity estima-
tion whenever the experimental conditions allow for it.

Weight function and iteration

The weight function w(FE’,) encodes the probability for
the nucleus to decay from E, to E’, and is in fact nothing
but the normalized first-generation spectrum for F,,

_ FG(E, - E)g,

E)p, = —=—— 27, B.5
By rewriting Eq. (B.2), we obtain
FG(E,)E, = AG(E,)E, (B.6)

FG(E; — B},
X:E'7 FG(EZ,)E:E

- Y 0Bk,

E/<E,

AG(E,)p, .

This is a self-consistent set of equations for the F'G spec-
tra, which we solve by an iterative procedure, starting with

60

14

a set of trial functions FG(E,)g, and iterating until con-
vergence is reached. In OMpy, the trial functions are cho-
sen as constant functions, i.e. with the same value for all
E,. In the original implementation of the first-generation
method, the trial functions are instead chosen based on a
Fermi gas level density model [60, 84]. We have checked
with OMpy that this gives identical results as with constant
functions. The iterative procedure may sometimes lead
to a negative number of counts in the resulting first gen-
eration spectra. As for the unfolding method, it is not
clear whether they originate from the statistical nature
of the data or from inaccuracies in the iterative proce-
dure. The current default solution in OMpy is to remove
negative bins from the obtained FG spectra. However, as
described in Section 7, the user can choose to rather redis-
tribute the negative counts to neighboring bins using the
Matrix.fill negative option. In cases where a few bins
obtain large, negative counts, we advise the user to care-
fully analyze the results before processing them further.
Based on the development in oslo-method-software
a small variation was added to OMpy to ensure better con-
vergence for higher iteration numbers. Starting from iter-
ation 5, each iteration ¢ of the F'G spectra is calculated at
FG; = 0.7FG’, + 0.3FG;_1, where FG, is the spectrum
from the analytical solution of (B.6). This is comparable
to a fixed learning rate in machine learning algorithms.

Appendix C. Derivation of the Oslo method equa-
tion

Here, we derive the relationship between the distribu-
tion of primary v rays, and the strength function and
level density. The derivation is based on Weisskopf [85,
p. 214-217], and Blatt and Weisskopf [86, p. 342, 649],
but generalizes the equations to take into account angular
momentum conservation. This corresponds to the Hauser-
Feshbach theory of statistical reactions [87], but we ap-
ply several simplifications, like the Brink-Axel hypothesis,
such that we can arrive at the Oslo method equation, Eq.
(1).

We start with Bohr’s independence hypothesis [28] for
the cross section o in a nuclear reaction a + A —+ CN* —
¢+C.3 Let us denote all quantum numbers of the entrance
channel, the compound nucleus and the exit channel by «,
i and f, respectively. The cross section is then given by
[86, p. 342], [28]

o(a, f) = oen(a)Gen(i, f),

where the compound nucleus formation cross-section ocon
depends only on the entrance channel «. Following Bohr,
the decay probability of the compound nucleus Gen de-
pends only on the branching ratios of the compound nu-
cleus level 7 to a specific channel f, but not on the entrance

(C.1)

3More precisely, we assume that our reaction, e.g. a (d, p) reaction,
leads to a compound nucleus CN*, which subsequently decays by -
ray emission.



channel. In the Oslo method, we select only excitation en-
ergies E, below the particle separation threshold, so the
compound nucleus can decay by ~-rays only. The decay
probability Gon of the state ¢ is then simply the v-ray
branching ratio to a specific final state f with energy Ey
and the spin-parity J}r,

Dy(i— f)

r,

Gen = (C.2)
where I'y (i — f) is a partial, and I'y = >, I';(i — f) is
the total radiative width for the level <.

The spectrum of the decay radiation n(i, f)dEy from
the compound nucleus level 7 is then given by the summa-
tion (or integration) of o(a, f) over an interval dE; (up
to a constant due to the flux of a and density of A which
would cancel out later):

ni DA = Y ofaf)=oon(e) Y 20T

fin Ef f in Ey R
Ty = f)
r{

=ocn(@) Z

XL

Pavail(Ef),

2L+1
= (TCN(Oz) Z fXL(E’Y)E’y

Pavail (E )
1D p(E,. J7) !

XL

fxr(Ey)
= Cai ) PGB it (By), - (C)
XL Y

where payail is density of accessible final levels at Ey, Cp—s;
is a constant that depends only on the entrance channel
(which determines the compound nucleus state ), and we
have replaced the average partial radiative width (I'y (i —
f)) by y-ray strength-function? fx.

The ~-ray strength function fx for a given multipo-
larity XL and for decays from an initial level i to final
level f is defined as [88]

(Tyxi(Ep, I, By, JT )
E2L+1
2

fXL(EvaerE'va}r): P(EmJJF)

(C4)

where (---) denotes an average over individual transitions
in the vicinity of E, (in practice defined by the energy
binning resolution). This can be simplified using the dom-
inance of dipole radiation (L = 1) and a common gener-
alization of the Brink-Axel hypothesis [48, 49], where the
strength function is assumed to be approximately indepen-
dent of E,, J and T,

ZfXL(EmJi"
XL

dipole

VEJT) R f(E, JEL B, JT)

Brink-Axel

~ fi(Ey) (C.5)

4To keep standard notation we will denote both the y-ray strength
function and the final level by f. It should be clear from the context
what we refer to.

where we define the total dipole strength function f; as
the sum of the electric and magnetic dipole strength, fg1
and fp1, respectively, f1 = fe1 + fui-

If we again use the dominance of dipole radiation in
Eq. (C.3) (which leads to I'y =~ F(WL:U), and assume par-
ity equilibration of the level density, i.e. p(Eg,J,+) ~
p(Ey, J, —) we can write

n(i, f)AE; = Cy B3

fEl(E'y)

Ty

Jy=Jit1
> p(Ep, Jp,—m)
Jp=Ji—1
Jy=Jit1
fui(E)
+ D) Sy gy
v Jp=J;—1
Jp=Ji+1
:Czlz,iE—?;fl(E"/) Z p(Ef7‘]fveq)7
Jp=Ji—1

(C.6)

where p(Ey, Jf,eq) denotes the level density of one parity,
the notation emphasizing the assumption of parity equili-
bration® and C/, ; = Cy;/Ty. We may write the partial
level density p(Ey, J,eq) as
1

where g denotes the intrinsic spin distribution of the nu-
cleus and p(E;) = > ;- p(Ey, J,m) is the “summed” (or
“total”) nuclear level density. With this, we can further
simplify the sum over the final levels in Eq. (C.6):

Jp=Ji+1

Z p(Ef7 va CCI)

Jp=Ji—1

Jp=Ji+1
p(E
:¥ > 9B~

Jy=J;—1

(C.8)

3p(E
p(2 f)g(EfH]i)’

which is a good approximation except for the case of J; = 0
(and J; = 1/2), where the selection rules allow only transi-
tions to Jp =1 (J; = {1/2,3/2}) states.

Next, we write n(i, f)dEf more explicitly as I(E;, J, E,
and exploit probability conservation,

(B, JTE)
X:EAY I(Ei7 Ji1r7 EW)
= Cp, 7 E3 [1(E,)p(E; — Ey)g(E; — By, J;)

Pyr(Ei, E,) (C.9)

where Py, ~,(E;, E,) is the probability to decay from an
initial excitation energy bin F; with a « ray of energy E.,

5The selection rules dictate that dipole radiation changes the an-
gular momentum J by at most one unit. For M1, the parity is
unchanged, while for E1 it flips. This determines the density of
available final levels for the decay. In the case of J; = 1/2 the sum
runs over Jy = {1/2,3/2}, and in the case of J; = 0, the sum only
runs over Jy = 1, since J = 0 — J = 0 transitions are forbidden.
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the subscripts J; and ; limit the initial levels to of a given
spin and parity, respectively, and Cg, s is a normalization
constant. Note that the normalization constant C}, ; can-
cels out (which includes compound nucleus cross-section
ocn, the total radiative width I'y, and the density of in-
trinsic levels p(E;, JI)).

The final step is to generalize this equation for the case
where levels of different spins and parities are populated.
Naively, we may just sum over the decays Pjr from all
initial levels JJ

Z Prr = CEingl(E’Y)p(Ei - E,) Zg(El — By, Ji)
= Ir
= Cp,E3 fi(

E)p(Ei — E,), (C.10)

from which we would already recover the standard Oslo

method equation for a suitable normalization constant Cg, .

However, we have to note that the normalization constants
Cg,,yr in Eq. (C.9) depend on the spin and parity, and
cannot be factored out. As we will see, this can be solved
under the assumption that the cross-section ooy to create
the compound nucleus at different spin-parities J7 is pro-
portional to number of levels in the nucleus (i.e. it is not
spin-selective, but proportional to intrinsic spin distribu-
tion),
oon(a = By, JT) = oon (B p(Ei, Ji, ;)
= oon(Ei)p(Ei)g(Es, Ji,m).  (C.11)

Using Eq. (C.6) to (C.8), the (cross-section weighted) sum
over the decay spectra from all populated levels is

I(E;,E,) = ZI(EI,E% Jr)
T
- ; F’YP(EMJZ’.,ﬂ'i) fl(E"/)E'ypavall(Ef)
~ ToN(Ei) 2 30(Ey) |
- F’Y fl(E’Y)E’Y 2 ;g(Ezm]z)
_ 3%(&#1(&)193,;(& ~E).  (C12)
N

In principle, we also have to average over the excitation
energy bin E,. However, as the level density p and the
total average radiative width I', are assumed to vary only
slowly with energy, this will not lead to any changes in the
equation above. The normalized spectrum is given by

I(E,, E,)
I(E,, E,)

2k,
= Cg, [1(Ey)E3p(Ef = E, — E),

P(E,.E,) =
(C.13)
for a normalization constant C', that depends only on the
excitation energy.

In the case of a more spin-selective population of the
compound nucleus, like in S-decay one receives a weighted
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sum of the level densities. If we denote the normalized
population of the levels per for each excitation energy
by gpop(Ea:7 J, 71') = UCN(Em J, 7T)/ ZJW UCN(Em J,m), Eq.
(C.12) can be generalized as

P(E,,E,) .
O E(1'7J
= Cr, f1(B,) Bp(Ey = B, ~ B,) ZQTJ))

In summary, we have shown that the Oslo method
equation arises naturally from the Bohr’s independence hy-
pothesis for the compound nucleus under the assumption
of i) the dominance of dipole radiation, ii) parity equili-
bration of the level density and iii) a compound nucleus
cross-section ooy that is proportional to the spin distribu-
tion of intrinsic levels.

Appendix D. Calculation of (TI'.)

In this appendix we derive Eq. (11) used to calculated
the average total radiative width (I',) from the level den-
sity p and y-ray strength function f. The derivation is
based on Egs. (7.19-7.23) in Ref. [86] and p.106 in Ref.
[49]. It bases on the same arguments as Appendix C, but
for ease of readability, we reitterate the main points.

The radiative width I', denotes the probability for a
state to decay by «-ray emission. In the multipolar expan-
sion it is written as

I, = Z(FEL +Tmer),
7

(D.1)

where EL and M L denote the electric and magnetic com-
ponents of the radiation of order L, respectively. To sim-
plify the derivation, we will now assume the dominance of
dipole radiation, such that

FA, =Tgi+ T (D.2)

We will continue with the derivations for the E'1 radiation,
but similar equations hold for M1. Analogeously to Eq.
(C.3), we can express I'gy as the sum of the partial de-
cay widths I'gq ;¢ from the initial level i to allowed final
levels f,

= F,y E1l Ez, ] 7T1

ZrEl i f

where the initial level is at the excitation energy E, and
has the spin J; and parity m;. The angular momentum
and parity of the final states is given by the usual selection
rules.

We now rewrite the partial widths I'gy ;¢ in terms
of the strength function f, using the definition of f, Eq.
(C.4), and the generalized Brink-Axel hypothesis, Eq. (C.5),

IE1(Ey)E:
p(Em Jz‘7 ﬂi)

g (D.3)

FE1,¢_>f — <FE1(E7E1)> = (D4)



where p(E,, J;,7;) is the density of the initial levels, and
the energy difference to the final state(s) is given by E, =
E, — E.

Next, we replace the the sum in Eq. (D.3) by an in-
tegral, where we note that the number of partial widths
(T'e1(Ey, Ey)) is proportional to the level density at the
final states

(D.5)

S H(EL - By Ty,

Jy 7y

such that the average total radiative width (I'y, g1 (Ey, Ji, 7))
is given by

<F7,E1(Ex7 Ji, 7"1))

E,
= [, e, B S Y B - By pw)

(D.6)

Jr 7

E, fEl(E )EB Ji+1
- dE., 222y o(Ey — E., Js, 7
/(; T o(Ey, Jiymi) Jf:%;ﬂ\ (Ea o Jf )

where the E'1 operator requires a change of parity for the
final state, here denoted as 7;. The same selection rules
as given in footnote 5 have been applied, but we do not
use the approximation of Eq. (C.8), as many nuclei have a
initial spin J; of 0 or 1/2. Further, we assume parity equili-
bration of the level density, i.e. p(Ey,J,+) =~ p(Ey, J,—),
and express the level density p(E;, J, 7) through the spin-
distribution g(E;, J), Eq. (C.7),

1
T p1(Ey, Jiym)) = ——— D.
(Ty,51(Ex, Ji, mi)) SEe T (D.7)
E Ji+1
= 9(Ey — E,.J
X/(; dE, fEl(Ev)EE;P(Ez_EV) § %
Jr=17i-1]

At this point, to obtain the expression for M1 radiation,
one only needs to exchange the E1 strength function fg1
by the M1 strength function far1. Using Eq. (D.2), we
find

1

T (Ey, Jiy 7)) = =
Ty Joy ) 2p(Ey, Ji, i)

(D.8)
Ea e
X /0 dE, {[fEl(Ew) + fan1(By)] E3p(E, — Ey)

Ji+1
x Y 9B - By, Jf)} .

Jp=|J;—1]

This is equivalent to Eq. (2.11) in Ref. [88] under the as-
sumptions listed above. One can determine (I' (Ey, J;, 7;))
from neutron capture experiments, where usually slow neu-
trons are used, thus E, = S,,. This is shown e.g. in Ref.
[89], but we will repeat the derivation to get a comprehen-
sive picture. The intrinsic spin of the neutron is /2, so
with capture of order ¢ on a target (denoted with the sub-
script t) the entry states in the residual nucleus have the
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possible spins J; = J;+1/2+( and parity m; = m(—1)¢. For
s-wave capture on a target nucleus with J; = 0, there is
only one possible J;, and we can directly compare the ex-
perimental measurements to the calculations using (D.8).
For J; > 0, often only the average over all resonance of
different J; is reported. Using the level density p(Sy,J;)
of the accessible J;’s, we find

_ > g, P(Sns Ji) (L (S, Ji, m5)
E:JL p(Sm Jz’)

f(E'y)Eg/)(Sn - LBy

<Fvl(Sn)>

D, Shn
= — E.
2 /0 By

Ji+1
XZ Z Q(SH_E’Yva)]’

Ji Jp=|J;i—1]

(D.9)

where we substituted 3°; p(Sn,J;) by the average neu-
tron resonance spacing D; and used the assumption of the
dominance of the dipole decay to rewrite the sum of the
average M1 and E1 strengths as f(E,). Note that tran-
sitions for the highest y-ray energies go to discrete states,
not a quasi(-continuum). Thus, this integral is an approx-
imation, and more precise calculations could distinguish
between a sum over transitions to discrete states and the
integral for the (quasi-)continuum region.
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Keywords: The new Oslo Scintillator Array (OSCAR) has been commissioned at the Oslo Cyclotron Laboratory (OCL). It
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consists of 30 large volume (2 3.5 x 8 inches) LaBr;(Ce) detectors that are used for y-ray spectroscopy. The
response functions for incident y rays up to 20 MeV are simulated with Geant4. In addition, the resolution,
and the total and full-energy peak efficiencies are extracted. The results are in very good agreement with
measurements from calibration sources and experimentally obtained mono-energetic in-beam y-ray spectra.

1. Introduction

The Oslo Cyclotron Laboratory (OCL) at the University of Oslo
has commissioned the new Oslo SCintillator ARray (OSCAR) in 2018,
replacing the Nal(Tl) scintillator array CACTUS [1]. The LaBr;(Ce)
detectors of OSCAR significantly improve the timing and energy res-
olution and intrinsic efficiency, which will not only provide better
experimental conditions for the type of experiments most commonly
carried out at OCL, but also open the door to novel studies. Since the
early 1980’s, the OCL has contributed substantially to experimental
studies of nuclear properties in the quasi-continuum with the Oslo
method [2-4]. As the first step of the analysis it uses a common
technique in nuclear physics and high energy physics called unfolding
to calculate the emitted y-ray spectrum from the measured spectrum [1,
5,6]. This requires an accurate knowledge of the y-ray response of OS-
CAR. In this article, we present simulations of the response and verify
them by comparison to experimentally determined calibration sources
and in-beam y-ray spectra. The simulations are written in C++ using
the GEometry ANd Tracking 4 (Geant4) library [7] v10.06, which is a
standard tool for particle transport simulations in nuclear and particle
physics experiments. The focus will be on the determination of the
response between ~100 keV and 10 MeV, as this is the energy range
used in most common applications planed for OSCAR, the Oslo method
and the study of prompt fission y rays.

2. Setup

OSCAR consists of a total of 30 large volume BriLanCe™ 380
LaBr;(Ce) scintillating crystals manufactured by Saint-Gobain. The
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E-mail address: fabio.zeiser@fys.uio.no (F. Zeiser).
1 Present address: Expert Analytics AS, N0160 Oslo, Norway.
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crystals are cylindrical with a diameter of 3.5 inches and a length of
8 inches. The detectors are coupled to Hamamatsu R10233-100 photo
multiplier tubes (PMT) with active voltage dividers (LABRVD) [8] and
placed in an aluminum housing. They are powered by 6 iseg NHS 60
20n power supplies. The signals are processed by 14-bit, 500 MHz, XIA
Pixie-16 modules and written to disk for subsequent offline analysis. An
article dedicated to the detector characteristics and digital electronics
will follow [9].

The detectors are mounted in a football shaped frame, see Fig. 1,
where the distance to the center is adjusted by the choice of distance
rods. For this work, we used the closest configuration with a face-to-
center distance d between detector and source of d ~ 16.3 cm, which
results in a solid angle coverage of 57% of 4x. A table with the positions
and labels of the OSCAR detectors is provided in Appendix.

The y-ray detector array encompasses the beam-line and target
chamber, in which the sources are placed, as well as the SiRi parti-
cle telescope [10] and for some experiments the NIFF PPAC fission
fragment detector [11].

3. Implementation of the simulation
3.1. Geometry

The implemented geometry includes the full setup of the array,
including the OSCAR detectors and their support structure, SiRi, NIFF,
two alternative target chambers, the beam-line, the target holder and
the target frame or radioactive calibration source itself. The full model
v2.0.0 is available on github and as Ref.[12]. Most components can
be (de)activated via macros at runtime to reflect the experimental
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Fig. 1. (a) A photo of the new array OSCAR and (b) its geometry implementation in
Geant4. The axes used in the Geant4 implementation are included as an overlay.

conditions or to speed up the calculations. The standard configuration
of the experiments is available via setup_normal_run.mac and
does not include NIFF and the calibration source, as in-beam spectra on
very thin metal foils are used. By default, we use the spherical target
chamber installed in 2018.

To maintain a high performance of the simulations we have used
the Constructed Solid Geometry (CSG) wherever feasible. Thus, the
radioactive source, the detectors including their encapsulation and
housing, and the football-like shaped aluminum frame, a truncated
icosahedron, are implemented as CSG solids. The polar angle 6 and
azimuth angle ¢ of the 30 detectors are fixed by the truncated icosahe-
dron geometry and given in Table A.1 in the Appendix; the beamline
runs through the remaining two faces. As common practice, the z-axis
is chosen along the beam direction, and the y-axis points upwards. The
face-to-center distance d between detector and source can be physically
adjusted by different spacer rods; in the simulations d can be adjusted
for each detector individually with a macro command, or they may
even be removed totally, which facilitates updating the response matrix
for experiments in a non-standard configuration. By default, all 30
detectors are placed at a distance of d ~ 16.3 cm.

An older cylindrical target chamber is dedicated to actinide exper-
iments and is implemented via CSG solids. The new spherical target
chamber, including the wheel with the target holders, has a much
more complex geometry, such that we used the Computer-Aided Design
(CAD) drawings instead. Similarly, the support structure of the frame
is implemented with the CAD geometry.

All CAD drawings are imported as GDML files after conversion with
GUIMesh v1 [13]. We preprocessed the drawings slightly, removing
several small elements like sealing rings, which are not expected to
effect the y rays significantly, but may increase the computation time
considerably. Each element of the setup is implemented through an
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individual Geant4 parallel world geometry to facilitate the navigation
and avoid boundary problems. The layered mass geometry ensures that
a particle at any given point only sees the topmost parallel world with
a volume defined at the point, or if no parallel world is defined it seems
the basic mass world. We use following top to bottom hierarchy:

1. ParallelWorld Targets on Wheel: Target frames placed
on the target wheel,

2. ParallelWorld SiRi: A CAD implementation of SiRi particle
telescopes (a more primitive CSG implementation exists),

3. ParallelWorld Frame Outer: The support structure of the
frame,

4. ParallelWorld Target Chamber: The spherical target
chamber including the target wheel,

5. massWorld The normal world, where all CSG volumes are
defined.

The rectangular calibration sources are modeled given the manufac-
turer specifications of Eckert & Ziegler through a 0.5 cm?® acrylic glass
cube of the support material, embedding an Amberlite™ IR-120 sphere
containing the active material with a radius of 0.5 mm.

All commands related to the geometry are in the /0CL macro direc-
tory and its sub-directories and are documented online. The geometry
is constructed in a modular fashion, such that it is easy to reuse parts of
the code when the LaBr;(Ce) detectors are used at another experimental
facility.

3.2. Physics processes and event generation

We have chosen the QGSP_BIC_HP reference physics list, which
implements  standard  electromagnetic  interactions  through
G4EmStandardPhysics and neutron interactions through data driven
high precision cross-sections. All events are generated at the target
position at the center of the sphere using the General Particle Source
(GPS). For the calibration sources we use the Radioactive Decay
Module in addition. Whilst the active area of the calibration source
is approximated by a small spherical source of the carrier material, we
used a small (~ 3 mm?) isotropic planar source roughly corresponding
to the beam size for the cyclotron at the target position. The scin-
tillation process can be simulated with G4OpticalPhysics, but is not
included in the simulations by default, as it significantly increases the
computation time without any impact on the energy collection.

3.3. Scoring and data analysis

The energy deposited in each crystal is recorded as an n-tuple and
stored as a ROOT [14] tree. For the further analysis, we combine the
histograms for all detectors to a cumulative response of OSCAR. As
Geant4 does not model the electronic response of the system and inclu-
sion of the scintillation process for large scale simulations is prohibited
by the computation time, we initially get histograms with spikes at the
full-energy peak, single escape, etc. These are folded by a Gaussian to
mimic the statistical behavior and non-uniformity of the scintillation
photon collection, the PMT and the signal processing electronics. The
full width at half maximum (FWHM) is determined by fits to 15 peaks
from following radioactive sources: ®°Co, '33Ba, 1¥7Cs, 152Eu and 2! Am.
The variation of the FWHM as a function of the y-ray energy E, is fitted
by

FWHM(E,) [keV] = y/a, + a,E, + azEf, 1)

with the best fit values a, = 60.64(73), a; = 0.458(02), and a, =
2.6555(17) x 1074, assuming E, is given in keV.
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Fig. 2. Experimental source spectra (blue) compared to the simulations (orange) for ®°Co (top left), '**Ba (top right), '*’Cs (bottom left) and '*>Eu (bottom right). The simulations
are scaled to the same number of decays as the experimental spectra. The lower panels show the relative difference between experiment. Note that the displayed energy ranges
are different for each isotope. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

4. Results and verification
4.1. Calibration sources

The response has been simulated for 2 x 10> decays of ®Co, **Ba,
137Cs and 'S2Eu (the activity of the *! Am is not known) and is com-
pared to the experimental measured spectra in Fig. 2. The simulations
are scaled to same number of decays as in the experimental data, using
the activity and measuring time of the sources. We use a quadratic
energy calibration fitted to 15 peaks of all four sources and subtract
the background. This generally works quite well, although small de-
ficiencies are visible in the %°Co and !'52Eu spectra between ~1.4 and
1.5 MeV, where the strong internal radiation of the LaBr;(Ce) detectors
is not correctly subtracted due to a small drift of the calibration. The
simulations give an excellent reproduction of the calibration spectra
with an average deviation below 5% for y-ray energies E, above 200
keV.

Between 50 and 200 keV the deviations reach up to about 20%.
We expect larger deviations in this area, as low energy y rays are
easily attenuated, thus require an even more precise implementation
of the geometry. In the most common application of OSCAR, the Oslo
method, usually y rays between ~1 and 10 MeV are studied. Newer
applications, like the study of prompt fission y rays, may also study the
y-ray response above ~100 keV. However, when the low energy region
(<100 keV) is of interest, it might be important to include details like
the cables leading to SiRi and the target wheel, small screws, as well as
sealing rings, which were removed from the CAD drawings to improve
the computation time, see Section 3.1. Furthermore, non-linearities in
the detector response will become relevant at these energies. It can
also be noted that the magnitude of the deviation depends on the exact
source spectrum, thus we cannot find a generally applicable correction
function that could be used on top of the simulations. Below ~30 to 50
keV, the above considerations on the geometry are valid as well, but in
addition the onset of the detector threshold (which cannot be simulated
with Geant4) will lead to a loss of counts in the experimental spectra.

The full-energy peak efficiency e, of the setup has been analyzed
and is displayed in Fig. 3. The results depend on the choice of the
fit function and minimization routine, and we estimate this systematic
uncertainty to ~3-5%. Our main goal here is to verify the simulated
efficiencies. Therefore we fit the peaks in both the experimental and
simulated spectra in the exact same way, using a fit function composed
of following three elements:

1. a Gaussian: The main component of the peak arising from the

electronic response to an otherwise mono-energetic y ray,

2. a smoothed step function: From Compton scattered y rays that
enter the detector and the escape of scintillator photons from
the crystal, using the functional form proposed in RadWare’s
gf3 [15],

3. an constant background: From the contribution of other peaks
and their Compton spectrum.

We attempted to extend the fitting routine for more complicated peak
structures, like the double peaks in '3*Ba and '*2Eu, but could not
find a good and consistent way of fitting them. For the comparison in
Fig. 3, only fits that converged properly are processed. The full-energy
peak efficiencies ¢, agree within the fit uncertainties. The analyzed
efficiencies e, in turn are fit as proposed in gf3 [15]:

Iney, = po + py In(E,) + p, In(E, ). )

The best-fit values are listed in Table A.2.
4.2. In-beam spectra

The comparison to experimental in-beam spectra provides addi-
tional insights, but also challenges to the data processing.

We use particle-y coincidence measurements from the (p,p’)*$Si and
(p,p))'2C reactions, both measured in 2019. Gating on the detected
particle energy, we can select y rays from population of specific excited
states and their decay, e.g. the first excited states at 1779 and 4440
keV, respectively. It was not possible to obtain other mono-energetic
spectra from 28Si by gaiting on higher excitation, because the particle
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Fig. 4. Experimental in-beam y-ray spectra (blue) compared to simulations (orange) of
mono-energetic incident y ray of 1779 (top) and 4440 keV (bottom), respectively. The
lower panels show the relative difference between experiment and simulation. The area
used to scale the simulations to the experiment is highlighted in gray. The discrepancies
are explained in the text. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

energy resolution was not good enough to clearly distinguish the differ-
ent states (and separate them from states of 2°Si and '°O contaminating
the target).

For the in-beam spectra random coincidences with particles from
previous beam bursts of the cyclotron are subtracted using two di-
mensional graphical time-energy cuts. The total number of incident y
rays is not known for the experimental spectra. Therefore, we use the
number of detected y rays that fulfill the coincidence requirements and
normalize the simulated and experimental spectra to the same number
of counts in the full-energy peak. Naturally, the spectra agree within
the close vicinity of the full-energy peak, but from Fig. 4 we can see
that they also match well for the single- and double-escape peaks, the
annihilation peak and the Compton-spectrum above E, ~ 200 keV.
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There are several noteworthy discrepancies. Below E, ~ 200, the
simulations seemingly overestimate the experimental spectra signif-
icantly. We attribute this to an over-subtraction of the background
for low energies in connection with inaccurate graphical time-energy
gates. On the contrary, the simulations apparently underestimate the
Compton-background for the 4440 keV y-ray spectrum from '2C. This
is however linked to the contamination of y rays from the aluminum
frame of the '2C target, which contaminate the experimental '2C spec-
trum. This can be identified from the position of the additional alu-
minum peaks, where the 1014, 1720, and 2212 keV lines are easily
visible in Fig. 4. Finally, we observe that the full-energy peak in the
experimental spectra is not perfectly Gaussian shaped, but has a tail to-
wards higher energies. Note that this is not visible in the source spectra
of Fig. 2. It is beyond the scope of this article to verify whether the tail
is due to suboptimal settings during the data acquisition (e.g. different
impedances causing a slight ringing in the cables) such that it can be
removed in future experiments, or whether it is of permanent nature
(e.g. pileup with y rays or X-rays created from the cyclotron operation,
etc.). In the latter case, one could use a non-Gaussian kernel for the
smoothing of the simulated spectra, which is described in Section 3.3.

4.3. Response matrix

For the previously used CACTUS y-ray detectors, the response ma-
trix was obtained from an interpolation and extrapolation of a small
number of measured experimental spectra [1]. Given the simulations
presented here and their successful verification in Sections 4.1 and 4.2,
we now calculate the response of OSCAR for a large grid of incident y-
ray energies E;, between 50 keV and 20 MeV. A simulation of 10° single
incident y-rays of 5 MeV in the standard setup with the new spherical
target chamber takes about 8 cpu-hours on a single Intel E5-2683v4
2.1 GHz core. As most experiments only require the response below
10 MeV, we split the calculations in two parts. Below 10 MeV we use
a step-size of 10 keV, removing the need for interpolations; in addition
we simulate the response for 12, 15 and 20 MeV. As an additional
measure to balance runtime against the accuracy of the results, we
increase the number of events from 0.5 x 10° for the low energies to
3x 10° for the highest incident energies. The total computation time of
the response was ~ 17000 cpu-hours and it is available online on github
and as dataset Ref.[12] in the matrix format R(E,,, E,,), where E,
is the simulated response. Note that we use an isotropic source with
multiplicity 1 for all events here, but the source definition can easily
be adopted for higher multiplicities and other angular distributions
through the GPS macro commands if this is desirable.

In Fig. 5 the total efficiency is plotted, which is given by the ratio
of counts detected above a threshold over the number of simulated
events. As the most common unfolding technique that is used in the
Oslo method [1] requires the full energy, single and double escape,
and annihilation probabilities for the so called Compton subtraction
method, these probabilities are extracted as well.

5. Lessons learnt

A first version of the OSCAR simulation was developed in 2018 [16],
but we encountered several challenges in the model development and
the comparison to experiments [17]. In the following, we try to sum-
marize the main lessons learnt which lead to the very good agreement
between simulation and experiment.

1. As mentioned in Section 4.1, the full-energy peak efficiency
is rather sensitive to the fit function and procedure. In the
simulations, it is possible to select only photoeffect interactions
and base the full-energy peak efficiency on these. However, this
induced a systematic discrepancy and lead to an apparently
poorer reproduction of the experimental fits.
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Fig. 5. Simulated efficiencies (see legend), where the total efficiency is given for
different lower thresholds. The geometric efficiency of 57% is highlighted (black dashed
line), but can be exceeded due e.g. cross-talk between detectors for one and the same
gamma event. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

2. Several studies have shown that the LaBr;(Ce) detectors have
a non-linear energy response, especially at low energies, see
e.g.Refs. [18] and references therein. However, during the first
benchmarking phase for the simulations, only a subset of the
calibration sources was used, which only allowed for a linear en-
ergy calibration. This induced an error which was misattributed
to the accuracy of the geometry implementation. Ideally, even
more calibration sources should be available if one wants to
improve the response below E, =200 keV.

3. Initially, we experienced large problems importing the CAD
geometry, with particle tracks getting stuck. This was easily
resolved with GUIMesh and the parallel world geometry. Prob-
lems with the material definition in GUIMesh v1 were cir-
cumvented by grouping the elements of a drawing by mate-
rial, exporting each group individually, and editing the material
through a search and replace.

6. Summary

Response functions of the new y-ray detector array OSCAR at the
OCL have been simulated with the Geant4 toolkit up to 20 MeV.
The simulations are compared to experimental spectra from calibra-
tion sources and in-beam y-rays, where a good agreement has been
achieved. The deviations are below ~ 5% for y-ray energies E, larger
than 200 keV. Additionally, we obtained the total and partial effi-
ciencies for the various components of the y-ray interaction with the
detectors. Finally, we summarized several of the main challenges of the
analysis.
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Table A.1

Labeling of the detectors and the position of the detectors determined by the geometry
of the frame. This labeling is used both in the Geant4 simulations and on the actual
detector frame of OSCAR. The angles 6 and ¢ specify the detector location in spherical
coordinates, the distance can be varied by spacers.

Ring Det. number 0 [deg] ¢ [deg]
1 1 142.6 0.0
2 142.6 72.0
3 142.6 144.0
4 142.6 216.0
5 142.6 288.0
2 6 116.6 324.0
8 116.6 36.0
10 116.6 108.0
12 116.6 180.0
14 116.6 252.0
3 7 100.8 0.0
9 100.8 72.0
11 100.8 144.0
13 100.8 216.0
15 100.8 288.0
4 16 79.2 324.0
18 79.2 36.0
20 79.2 108.0
22 79.2 180.0
24 79.2 252.0
5 17 63.4 0.0
19 63.4 72.0
21 63.4 144.0
23 63.4 216.0
25 63.4 288.0
6 26 37.4 324.0
27 37.4 36.0
28 37.4 108.0
29 37.4 180.0
30 37.4 252.0
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Table A.2

Full-energy peak efficiency fit coefficients, see Eq. (2) and their covariances. Note that
the values are strongly correlated, thus the efficiency is better determined as it might
seem from the quoted 1o uncertainties for each parameter.

(a) Optimal parameters

Po 4 P2
exp. 1.94(27) 0.75(85) 0.030(66)
sim. 3.0(21) -1.11(65) 0.058(50)

(b) Covariances for fit to exp.

Po Py P2
I 7.2¢+00 ~2.3e+00 1.8e-01
»n —2.3e+00 7.1e-01 —-5.6e-02
23 1.8e-01 —5.6e-02 4.4e-03

(c) Covariances for fit to sim.

Po P Py

Po 4.3e+00 —1.4e+00 1.0e-01

2 —1.4e+00 4.2e-01 -3.3e-02

Py 1.0e-01 —3.3e-02 2.5e-03
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The Oslo method has been applied to particle-y coincidences following the **Pu(d, p) reaction to obtain
the nuclear level density (NLD) and y-ray strength function (ySF) of 2*Pu. The experiment was conducted
with a 12 MeV deuteron beam at the Oslo Cyclotron Laboratory. The low spin transfer of this reaction leads
to a spin-parity mismatch between populated and intrinsic levels. This is a challenge for the Oslo method as
it can have a significant impact on the extracted NLD and ySF. We have developed an iterative approach to
ensure consistent results even for cases with a large spin-parity mismatch, in which we couple Green’s function
transfer calculations of the spin-parity dependent population cross-section to the nuclear decay code RAINIER.
The resulting y SF shows a pronounced enhancement between 2-4 MeV that is consistent with the location of

the low-energy orbital M1 scissors mode.

DOI: 10.1103/PhysRevC.100.024305

I. INTRODUCTION

Accurate knowledge of neutron induced cross sections on
actinides is important for many applications. From thermal en-
ergies up to several MeVs, there is a considerable competition
between fission and neutron absorption. This competition, as
well as several other factors like the lack of a monoener-
getic neutron source in this energy range and the lifetime of
short-lived isotopes, pose a challenge for direct cross-section
measurements.

Most designs for next generation nuclear reactors are based
on fast-neutron induced fission [1]. Therefore, knowledge of
the cross sections for a wider range of incident neutron ener-
gies E, have become important. In particular, more precise
measurements of the 239Pu(n, y) cross section below E, ~
1.5 MeV are listed as a high priority request by the Nuclear
Energy Agency (NEA) [2]. Calculations for E, above the
resonance region (i.e., above ~10 keV) can be obtained
within the statistical Hauser-Feshbach framework [3] and
require knowledge of the nuclear level density (NLD) and
y-ray strength function (ySF) of the residual nucleus *°Pu.
Furthermore, a better knowledge of NLDs and y SFs in the ac-
tinide region has the potential to improve the nuclear-physics
related uncertainties introduced to abundance calculations of

“fabio.zeiser @fys.uio.no
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heavy-element production in extreme astrophysical environ-
ments [4].

The Oslo method [5,6] can be used on particle-y co-
incidence spectra from transfer reactions to simultaneously
extract the NLD and y SF below the neutron separation energy
Sy In a campaign to study actinide nuclei, the method has
been applied to the compound nuclei 23'-233Th, 232.233Ppa,
237-2397, 28Np [7-10], and 2**Pu [11] using different light-ion
reactions. So far, all observed NLDs are consistent with a
constant temperature [12] level density formula. The y SF of
these heavy and well-deformed systems show a pronounced
enhancement between about 2—4 MeV, which is in the energy
range [13] of a low-energy orbital M1 scissors resonance
(SR).

The nuclear data community has recently started to take
into account these strong M1 SRs, and in two recent studies
by Ullmann ef al. [14,15], a significant impact of the SR on
the cross sections calculated for uranium isotopes has been
shown. An extraction of the NLD and ySF of 2*°Pu will
facilitate similar calculations for 2*Pu(n, ). They can be
validated by comparison to updated direct measurement by
Mosby et al. [16] between 10 eV and 1.3 MeV.

Larsen et al. [6] have shown that the population of a limited
spin range make it necessary to correct the slopes of ySFs
extracted with the Oslo method. In the previous experimental
studies on actinides [7-11], first indications of the impact of
a low spin transfer using the (d, p) reaction mechanism were
observed and an improvised procedure for the correction was

©2019 American ngfsical Society
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developed. More recently, we have presented a systematic
analysis of the effect of a realistic spin distribution on both
the NLD and y SF for the 29pu(n, y)240Pu reaction [17].

In this article, we will present the NLD and y SF of *°Pu
analyzed with the Oslo method. We develop an iterative pro-
cedure to correct for the bias introduced in the Oslo method
for (d, p) reactions on heavy nuclei due to a spin-parity
population mismatch.

II. EXPERIMENTAL METHODS AND DATA ANALYSIS

The *Pu(d, p)**°Pu experiment was conducted using a
12 MeV deuteron beam extracted from the MC-35 Scan-
ditronix Cyclotron at the Oslo Cyclotron Laboratory (OCL).
The 0.4 mg/cm? thick 23°Pu target was purified by an anion-
exchange resin column procedure [18] prior to electroplating
it onto a 2.3 mg/cm? beryllium backing. A y-ray assay of the
resulting target revealed the 2°Pu purity to be >99.9%.

Particle-y coincidences were measured with the SiRi par-
ticle telescopes [19] and CACTUS y-ray detector array [20].
SiRi consists of 64 silicon particle telescopes with a thick-
ness of 130 um for the front (AE) and 1550 um for the
back (E) detectors. In this experiment they were placed in a
backward position with respect to the beam direction, cov-
ering azimuthal angles from 126° to 140°. Compared to the
forward direction, this configuration reduces the contribution
of elastically scattered deuterons and populates a broader
and higher spin-range. The CACTUS array was composed of
26 lead collimated Sin. x Sin. Nal(Tl) crystals with a total
efficiency of 14.1(2)% at E, = 1.33MeV (measured with
a %Co source) that surrounded the target chamber and the
particle telescopes. Additionally, four parallel plate avalanche
counters (PPAC) [21] were used to detect fission events.
The back detectors of SiRi were used as master gates for a
time-to-digital converter (TDC). The Nal(Tl) detectors were
delayed by ~400ns and individually served as stop signals.
The signals were processed by a leading edge discriminator
and the resulting time walk was corrected for by the procedure
given in Ref. [19]. The prompt particle-y coincidences were
sorted event-by-event from a 28 ns wide time-window and the

X

Excitation energy E_ (MeV)

i I

S B v/ N B N N PR S|

background from random coincidences was subtracted. The
amount of deposited energy depends on the outgoing particle
type, which facilitated the selection of (d, p) events by setting
proper gates in a AE-E matrix. The spectra were calibrated
using reaction kinematics, which also allowed translation of
the deposited particle energy to the initial excitation energy
E, of the residual nucleus >*°Pu. The y-ray spectra for each
excitation energy E, were unfolded following the procedure
of Ref. [22], however using new response functions measured
in 2012 [23]. In this work we used the Oslo method software
v1.1.2 [24].

To select the y decay channel, only excitation energies
E below the neutron separation energy (S, = 6.534 MeV
[25]) were considered. The energy range was further con-
strained by pile-up of y rays and the onset of fission events
at E, &~ 4.5 MeV. The latter was previously identified as
sub-barrier fission [26,27]. A more detailed analysis of the
prompt fission y rays can be found in Ref. [28]. The final
extraction regions were E;"i“ = 1.2MeV, E;“i“ =2.5MeV,
EM™ =4.0MeV.

We applied an iterative subtraction technique to obtain the
energy spectrum of the primary (also called first generation)
y rays from the initial spectrum, which includes all y decay
cascades. The principal assumption of the first-generation
method [29] is that the y decay from any excited state is
independent of its formation. The branching ratio is an inher-
ent property of a state. Thus, the assumption is automatically
fulfilled if levels have the same probability to be populated
by the decay of higher-lying states as directly by nuclear
reactions [e.g., via the (d, p) reaction]. As we consider the
quasicontinuum, we can relax the strict conditions and apply
statistical considerations so we only require that in a given
excitation energy bin all levels with the same spin-parity are
populated approximately equally (instead of specific states).
In addition, the population probability of levels with a given
spin-parity should be approximately constant as a function
of the excitation energy. In Sec. V we will show that this
condition is not satisfied and we propose a procedure to
minimize the impact of the violation of this assumption. For a
thorough discussion of other possible errors and uncertainties

: .ar%g:;

(b)

;“
3 4 5 6
y-ray energy E7 (MeV)

Y-ray energy Ey (MeV)

y-ray energy Ey (MeV)

FIG. 1. The raw particle-y coincidences for 2Py (a), the unfolded spectra (b), and the extracted primary-y rays (c). The dotted lines
display the region used for the extraction of the NLD and y SF. Before unfolding, all events with E,, > E, + §E, have been removed as they

only represent noise, where 8E,, is the detector resolution.
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TABLE I. Parameters used to extract the initial level density and y -strength function (see text).

S a E, o (Sy) Dy p(Sy) Ter (T, (Sn)
[MeV] [MeV~] [MeV] [eV] [105MeV] [MeV] [MeV]
6.53420(23)* 25.16(20)° 0.12(8)° 8.43(80) 2.20(9)¢ 32.7(66) 0.415(10) 43(4)¢

“Reference [25]; PReference [39]; “Reference [38]; ‘Assuming a 10% uncertainty.

in this method, see Ref. [6]. The coincidence matrices are
displayed in Fig. 1.

III. EXTRACTION OF NLD AND ySF

According to Fermi’s golden rule, the decay rate from an
initial state to a final state can be decomposed into the tran-
sition matrix element and the level density p(Er) at the final
state Ey = E; — E,, [30,31]. In the regime of statistical y rays,
we consider ensembles of initial and final states, thus probing
decay properties averaged over many levels. We assume that
any decay mode can be build on the ground and excited state
in the same way, i.e., there is no spin-parity or excitation
energy dependence, which is a generalized version of the
Brink-Axel hypothesis [32,33]. Thus, the decay properties
do not depend on the specific levels, but only on the energy
difference between them. Consequently, the dependence on
initial and final states is reduced to a single dependence on
the energy difference given by the y-ray energy E,. The
decay probability corresponding to the first-generation matrix
P(E;, E,) can therefore be factorized into the level density
of the final excitation energy p(Ef) and the transmission
coefficient .7 (E, ) [5]:

P(E;, Ey) o« p(Ep) T (Ey). )]

The validity of the Brink-Axel hypothesis in the quasicon-
tinuum has recently been shown for several nuclei [34,35],
amongst them the actinide nucleus >*Np [36]. The level den-
sity p(Er) and transmission coefficient .7 (E, ) were obtained
by a fit to P(E;, E,) [5]. Note that this procedure does not
require any initial assumptions on the functional form of p and
.7 . However, any transformation p and F with the parameters
a, A, and B gives identical fits to the matrix P(E;, E, ) [5]:

P(E; — E,)) =Aexpla (E; —E,)]p(E; — E,), (2
T (E,) = Bexpla E, | 7 (E,). 3)

The determination of the transformation parameters corre-
sponding to the correct physical solution, i.e., the normaliza-
tion of the NLD and y SF, is discussed in the next section.

IV. INITIAL EXTRACTION OF THE LEVEL DENSITY
AND TRANSMISSION COEFFICIENT

For the normalization of the level density, p, we need at
least two reference points, such that we can determine the
parameters A and « in Eq. (2). At low excitation energies,
our data are matched to discrete levels [37] up to the critical
energy Eqit ~ 1.3 MeV, where we expect the low-lying level
scheme to be complete. At the neutron separation energy

S,, we calculate p(S,) under the assumption of equal parity
distribution from the average neutron resonance spacing for s
waves, Dy, taken from RIPL-3 [38] following Ref. [5]:

p(Sn)
_ 207 1
Do (Jy+ 1D exp[—(J; + 1)2/202] + Jyexp [ — J?/202]
(C]
Here, J; is the ground-state spin of the target nucleus 23’Pu.
We use the spin distribution g(Ex, I) proposed by Ericson
[12, Eq. (3.29)]' together with the rigid-body moment of

inertia approach for the spin cut-off parameter o from 2005
by von Egidy and Bucurescu [39]:

_ A+l o
gEI) = 202(E,) exp[—( + 1/2)% /2621, )
o(E,) = 0.0146A2/3wy ©

a

where A is the mass number of the nucleus, a is the level
density parameter, U (E,) = E, — E is the intrinsic excitation
energy, and E is the back-shift parameter. All parameters are
listed in Table L.

Since there is a gap of approximately 3.5 MeV between
the highest excitation energy of the extracted level densities
and the neutron separation energy S, an interpolation is used
to connect the data sets. In accordance with the findings for
other actinides [8], we use the constant temperature (CT) level
density formula [12]

(E) = 2-exp D0 ™
perlly) = ——eXp ———
YT Ter Ter
with the shift in excitation energy E, given by

Ey = S, — Tcer In[p(S,)Ter]. (8)

The best fit is obtained for a constant temperature of Ter =
0.415(10) MeV. Only a limited number of data points are
available for the fit which are well above E.;.. This makes
a proper interpretation of the uncertainty on the fit parameters
difficult. This is the main contribution to the systematic error,
which is shown as an error band in the results in Fig. 2.

For the transmission coefficient .7, the remaining param-
eter B is determined by normalization to the average total
radiative width (I",,(S,)) from (n, ) experiments [38], under

The same spin distribution is often attributed to the subsequent
work of Gilbert and Cameron [40].
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FIG. 2. Initial analysis of the total NLD for **’Pu. The NLD
is normalized to the discrete levels (in 140 keV bins) [37] at low
excitation energies and to p(S,) calculated from D, [38], using a
constant temperature interpolation with Tep = 0.415(10).

the assumption of equal parity using [41,42]
(Fy(Sn, Ji £1/2, 7))
B

5
=<1, | B TEIS —E
4 p(Sy, i £ 1/2, m)/o y T (Ey)p( )

1
X Y g(Su— By Jy £ 12+ ), ©)

j=—1

where 77; is the ground-state parity of the target nucleus 2*°Pu.
Note that the sum in Eq. (9) runs over all available final states
of 2°Pu, where we consider only spins J, == 1/2 4 j that can be
reached by one primary dipole transition after neutron capture,
ie., j =—1,0, 1. The y-ray strength function f is obtained
under the same assumption of a dominance of dipole strength,
L=1, so f ~ fEl +fM1» and

T(E,) _
2 E2L+1 T

T(E,)
27 E} ’

Sf(Ey) = (10)
To specify the integral in Eq. (9) completely, we use a log-
linear extrapolation in the y SF below EJ™ and a log-linear
extrapolation in .7 between EJ'™ and S,.

V. CORRECTIONS DUE TO SPIN-PARITY MISMATCH
A. Overview

First indications that a limited spin-range of the levels
populated in a given reaction has an impact on the Oslo
method have been discussed in Ref. [6]. Due to the low
angular momentum transfer expected for light-ion reactions,
and in particular the (d, p) transfer reaction, the higher spin
states that are already available at E, ~ 2to6 MeV in heavy
nuclei may not be populated. In Ref. [7] an ad hoc method
was developed to correct for observations that were attributed
to the limited angular momentum transfer. This correction has
subsequently been applied to other heavy nuclei [8-11,43].
In a recent analysis on systematic errors for (d, p)**°Pu we
have demonstrated that the application of the Oslo method

produces consistent results when the spin-parity dependent
population probability gn.p equals the theoretically expected
distribution of the intrinsic levels gi,;. However, when there is
a large mismatch in the spin-parity distributions we have also
shown that the aforementioned ad-hoc method lead to signif-
icant distortions in the NLD and ySF [17]. We will denote
the extracted quantities as the apparent NLD and ySF, and
distinguish them from the #rue NLD and y SF that would have
been observed with an ideal, bias-free method. In absence of
an ideal method, our goal is to find a consistent set of NLD and
ySF, where we define consistency as follows: if we provide
this set as input to a nuclear decay code like RAINIER [44],
the generated synthetic data should match the experimentally
obtained coincidences. This grantees at the same time that the
analysis of the synthetic data yields the same apparent NLD
and ySF as those determined from the naive® experimental
analysis. In this section we extend the analysis of Ref. [17] in
order to retrieve a consistent set of NLD and y SF for 2*°Pu for
the same reaction. This approach is, however, easily general-
izable to other target nuclei and in principle also applicable
for other light-ion reactions.

We will start with a brief overview of the procedure and
then discuss each step in more detail:

(1) Calculate the spin-parity distribution of the population
probability gp.p, and the distribution of the intrinsic
levels gin for each excitation energy bin E,.

(2) Generate a synthetic coincidence data set for an artifi-
cial nucleus resembling 2*°Pu, given the spin distribu-
tions, and the trial NLD and y SF.

(3) Analyze and compare the apparent NLD and ySF
from the synthetic data set and experimental coinci-
dences using the Oslo method.

(4) Adjust the trial NLD and y SF and repeat steps 2 and
3. Adopt the solution with the smallest difference be-
tween experimental and synthetic coincidence spectra.

B. Spin-parity calculations

To calculate the population probability gyo, for each J”*
in the residual nucleus following a (d, p) reaction, we have
to distinguish between two reaction mechanisms. First, we
consider direct processes, i.e., the breakup of a deuteron
with emission of a proton, followed by the formation of a
compound nucleus with the remaining neutron and the target.
Spin-parity dependent cross section are calculated for the
angles covered in the experiment within the Green’s function
transfer formalism described in Refs. [45,46]. The neutron-
nucleus interactions are modeled by the dispersive optical
model potential (OMP) of Capote et al. [47] implemented
through potential no. 2408 listed in RIPL-3 [38]. The usage of
a dispersive OMP improves the predictive power for E, < S,.
Note that we did not use the OMP in the context of full
coupled-channels calculations, which would have explicitly
accounted for the coupling to rotational states. We expect that

2In the sense that the experimental analysis does not inherently take
into account a spin-parity mismatch.
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FIG. 3. Population probability g (E.,J, w) of levels in the
29Pu(d, p)**°Pu reaction as a function of excitation energy E,, and
spin-parity J*. (a) Projection of gu,(E,) (blue squares) for the
highest excitation energy, E, = 6.5MeV, which reveals a strong
asymmetry in the populated parities. We observe that g, (green
triangles) is much broader then g, (blue squares). Note that the
distributions are normalized to 1 summing over all J7 in each E,
bin, but the plot ranges only between J* = 9%,

this will lead to an underestimation of the absorption cross
section of about 20%; however the relative population of the
different spins and parities should essentially be unaffected.
‘We normalize the population cross sections to 1 for each E;
bin, thus obtaining the probability distribution gp,. Figure 3
shows the results for the population spin-parity distribution
8pop(Ex, J, 7).

Compound reactions are the second mechanism leading to
240py as a residual nucleus: proton evaporation after fusion of
the deuteron and target nucleus and the inelastic excitation of
the target to energies above the proton emission threshold. The
spin-parity integrated cross section for these processes has
been estimated to be ~0.5 mb/(MeV sr) using the statistical
framework of the TALYS nuclear reactions code v1.8 [48]. This
is an order of magnitude smaller than for the direct process
and therefore neglected. The low cross sections are reasonable
as the deuteron beam energy of 12 MeV is below the Coulomb
barrier of about 14.46 MeV, where the latter is calculated with
aradius parameter rp = 1.26 fm [49].

C. Synthetic data

To study the effect on the extracted NLD and ySF, we
generate a synthetic data set with the statistical nuclear decay
code RAINIER v1.4.1 [44,50]. This code uses a Monte Carlo
approach to generate levels of an artificial nucleus and simu-
late y-emission cascades via E1, M1, or E2 transitions. The
analysis library facilitates the extraction of the y-ray spectra
(first or all generations) emitted from each initial excitation
energy bin E,. The matrix including the y-ray spectra of
all generations substitutes for the experimental particle-y
coincidence in the further analysis. The input parameters have
been chosen to resemble the **°Pu nucleus and the analysis
in the previous section. The initial settings are summarized

below, and a comprehensive list including the analysis code
can be found online:3

(i) Discrete levels up to 1.037 MeV (18 levels).

(ii) Above 1.037 MeV: Generated levels from the NLD
extracted in Sec. IV with the nearest-neighbor spacing
according to the Wigner distribution [51].

(iii) Intrinsic spin distribution giy(Ey,J) following
Eq. (5), with a spin-cut parameter o of Eq. (6)
(assumes equiparity).

(iv) Spin-parity dependent population
&pop(J, ) from our calculations.*

(v) ySF as extracted in Sec. IV, fitted by two E1 constant
temperature Generalized Lorentzians (GLO) [42],
two M1 Standard Lorentzians (SLO), and including
Porter-Thomas fluctuations [52]. The E2 component
was assumed to be negligible.

(vi) Internal conversion model: Brlcc frozen orbital ap-
proximation [53].

probabilities

Due to the strong parity dependence of g,p, the generated
simulated coincidence spectra depend on the decomposition
of the ySF into its E1 and M1 components. We performed a
x? fit of the centroid, the peak cross section and width of each
resonance of the ySF simultaneously using the differential
evolution algorithm by Storn and Price [54]. In addition to our
data Y ¢ym, which measures only the summed y SF (M1 + E'1),
we include the data Y g131 of Kopecky et al. [55,56] around
S,, which resolve the E1 and M1 components. There are no
measurements for the giant dipole resonance (GDR) of 24°Pu.
However, as the GDR is expected to vary little between the
plutonium isotopes, we also include >**Pu(y, abs) measure-
ments (again included in Y gyy) by De Moraes and Cesar [57]
and Gurevich et al. [58]. A third data set by Berman et al.
[59] yields systematically lower cross sections than the first
two measurements, which are consistent within the error-bars.
Therefore we did not include the data of Berman et al. [59] in
the fit. Each term is weighted by the experimental uncertainty
of the datapoint. The total x? is then given as the sum over the
x?2s for the summing data Y g, (E1+ M1) and data Y g1/
that resolve the M1 and E'1 contributions:

K=Y Kot Y X+ D Al (D

i€Y sum i€Y gy i€Yyn

D. Analysis of an iteration

The generated coincidence data are analyzed with the Oslo
method and the results are displayed in Fig. 4. We can quantify
how consistent the input NLD and ySF are by construction
of the ratio r of the apparent NLD and ySF analyzed from
synthetic data to the experimental analysis (see Sec. IV). We
extract this ratio for each iteration. For the NLD this means
that below 3 MeV we compare to the data points, whereas

3https://github.com/fzeiser/240Pu_article_supplement.

“Note that we did not include the excitation energy dependence
of the population cross-section for this analysis, although it could
in principle be included to give a more stringent test of the first
generation method.
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FIG. 4. Upper panels: NLD (a) and y SF (b) extracted with the Oslo method from synthetic data (iterations 1, 3, and 4) compared to those
extracted from the experimental coincidence data in Sec. IV. The y SFs are compared to the fit of the experimental data points. As a guide to
the eye, the data are connected by solid lines and dashed lines denote the extrapolations assumed for the Oslo method. Lower panels: Ratios
of the NLD (c) and y SF (d) extracted from synthetic data to those from the experimental coincidence data. The error bars are a combination
of statistical and proposed systematic error (mostly due to potential nonstatistical decay at high E, ) as retrieved from the Oslo method when
analyzing the synthetic data. Note that the analysis of synthetic data created from iteration 3 (input is displayed) results in a NLD and y SF that

closely resemble the experimental analysis.

above 3 MeV we use the CT extrapolation. In case of the ySF,
we compare to its fit, so the sum of the 2 GLOs and 2 SLOs.
The inverse of the ratio r is used as a bin-by-bin correction
z=(1/r) — 1 to the input NLD and y SF of iteration n, such
that we generate the input for the next iteration, n + 1:

1n+1 :1n<1 + %Z)a (12)
where [ is the input NLD or y SF, respectively. We introduced
an additional factor of 1/2, which can be seen as reduction of
the step-size of the correction z. This increased the stability
of the solution. As an example, looking at the first iteration,
we find that the analyzed NLD from the synthetic data at
2.5 MeV is only 50% of the experimentally observed NLD.
We would therefore increase the input NLD for the next
iteration by 25% in this bin (and process all other bins of the
NLD and ySF in the same manner). For the first iterations
we observe that the changes impact (I', ) by about 25%. As
(') )exp is determined from independent measurements, we
enforce a match by rescaling the predicted input y SF. Note
that this does not affect the generated coincidence spectra.

E. Results

After only 3 to 4 iterations, we observe that the ySF and
NLD have approximate converged, with the exception of the
higher energy region of the ySF. The reproduction of the

ySF above EJ* =4.0MeV remains challenging. The cor-
responding fit region in the first-generation matrix is formed
by non-statistical decays, thus it is not obvious that the Oslo
method should be applicable in this regime. In addition, the
comparison in this regime is sensitive to the choice of the
extrapolation of the initial y SF.

In Fig. 5 we compare the experimental coincidence data
with the synthetic data from different iterations. All spectra
have been normalized to obtain the probability P(E, ) for the
emission of a y ray with energy E, in the decay cascade
from a level in the excitation energy bin E,. This removes any
dependence on the simulated vs. measured number of y rays
and of a potential mismatch of the population cross section
as a function of the excitation energy E,. The x? differences
over whole extraction region (see Sec. II) are displayed for
each iteration in Fig. 6. We find that iteration 3 improves
the reproduction of the experimental coincidence spectra by
about 50%, compared to the initial analysis, iteration 1.
Higher iterations give a reasonable reproduction of the first
generation spectra, but show an increased deviation of the (all
generations) coincidence spectra. This might be explained by
an overcompensation for E, > 4 MeV as discussed above.
Additionally, a closer analysis of the first vs. all generations
spectra indicate a too high probability to decay through a
specific state, or set of states, with E, ~ 1.3 MeV. This is
already visible for iteration 3 in Fig. 5, but the mismatch
increases for the higher iterations.
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FIG. 5. Comparison of experimental coincidence data with the
synthetic data from iterations 1 and 3. In general, the results of
iteration 3 match the data quite well, but they fail to reproduce the
spectra for the lowest excitation energy bin. The comparison region
was chosen in accordance with the extraction region specified in
Sec. II.

In the described procedure, we used a Monte Carlo ap-
proach to simulate the nucleus and its behavior, therefore, the
results may vary between ditferent realizations from the same
input parameters. However, we found that in the case of a
heavy nucleus the level density was so high that the effects
could be neglected for this analysis.

VI. DISCUSSION

As noted in Ref. [17], the Oslo method does not intrinsi-
cally account for differences in the spin-parity distributions
&pop and gine; When there is a significant spin-parity mismatch
the resulting apparent NLD and y SF will be distorted com-
pared to the a priori true NLD and ySF. This effect can
be observed in Fig. 4 by comparing the input for iteration
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FIG. 6. x? between the synthetic and experimental coincidence
and first generation data for each iteration.
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FIG. 7. Proposed y SF (iteration 3) compared to the initial anal-
ysis (see Sec. IV) and measurements by Kopecky et al. [55,56], De
Moraes and Cesar [57], and Gurevich et al. [58].

3 to RAINIER to the results after application of the Oslo
method. The presented method takes into account g,o, and
gint and generates synthetic coincidence data sets. As the
apparent NLD and y SF extracted with the Oslo method from
synthetic and experimental coincidences data suffer the same
distortions, we can identify a consistent set of NLD and y SF
from those simulations that lead to an apparent NLD and
y SF that match the results from the experimentally obtained
coincidences (Sec. IV). In Fig. 4 it can be observed that this
is the case for the input NLD and y SF to the third iteration.
Future studies are recommended to establish the sensitivity
of the current approach. It is, for example, possible to find
other suitable decompositions and other empirical models to
describe the ySF in the fitting procedure in Sec. V. This
would effect the ¥ SF and NLD derived from this method.
Ideally, one could couple the RAINIER simulations with a
Monte Carlo Markov chain code [60,61] directly (without
iterating through the Oslo method) and find the posterior
probability of different NLD and y SF combinations to match
the experimental observations. However, for a heavy nucleus
such as 2*°Pu each iteration takes about 50 h on a single core
Intel E5-2683v4 2.1 GHz, such that the computational costs
quickly render a full-scale parameter search unfeasible.

In Fig. 7, we compare the input ¥ SF of the third iteration
to the result of the initial analysis (see Sec. IV) and the
measurements of Kopecky et al. [55], De Moraes and Cesar
[57], and Gurevich et al. [58]. The absolute scale of the
proposed ySF is lower than in the initial analysis, which is
attributed to the increased NLD (see Fig. 4, left panels), as
can be seen from Eq. (9).

Around 6 MeV, the derived ySF is significantly lower
than the measurements by Kopecky et al. [55,56]. However,
there are two ways to resolve the apparent discrepancy: First,
according to the original analysis [56], the data of Kopecky
et al. [55,56] have a systematic normalization uncertainty
of 30% (only the statistical errors are plotted). Second, our
results have little sensitivity to the y SF above approximately
4 MeV. Thus, we could add another resonance at ~6-8 MeV
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without changing any other observables, like the shape of the
extracted ySF or (I, ).

The retrieved ySF reveals an excess strength between
2-4 MeV on the hypothetically smooth tail of the GDR. This
is consistent with the location of the low-energy orbital M1 SR
[13]. Several other studies in the actinide region using (d, p)
reactions and the Oslo method have observed a similar excess
[7-11]. However, we expect that the spin-parity distributions
may also have biased the NLD and ySF obtained in those
experiments, and therefore plan to reanalyze the extracted
strength with the present method.

VII. CONCLUSIONS

We have developed an iterative procedure to correct for
the bias introduced in the Oslo method when the spin-parity
dependent population probability gy, differs significantly
from the spin-parity distribution of the intrinsic levels giy.
We have calculated g, for the 29Pu(d, p)**°Pu experiment
performed at the OCL within the Green’s function transfer
formalism. Using the nuclear decay code RAINIER, we have
simultaneously retrieved a NLD and ySF of >*°Pu which are
consistent with the experimental analysis. The ySF reveals
excess strength between 2-4 MeV, which can be identified
as the orbital M1 SR. The results have been compared to
other measurements and the origin of the differences has been
addressed.
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Energy dependence of the prompt y-ray emission from the (d, p)-induced fission of 2*U* and >*’Pu*
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Prompt-fission y rays are responsible for approximately 5% of the total energy released in fission, and
therefore important to understand when modeling nuclear reactors. In this work we present prompt y -ray emission
characteristics in fission as a function of the nuclear excitation energy of the fissioning system. Emitted y-ray
spectra were measured, and y-ray multiplicities and average and total y energies per fission were determined for
the 3U(d, pf) reaction for excitation energies between 4.8 and 10 MeV, and for the 2*Pu(d, pf) reaction between
4.5 and 9 MeV. The spectral characteristics show no significant change as a function of excitation energy above
the fission barrier, despite the fact that an extra ~5 MeV of energy is potentially available in the excited fragments
for y decay. The measured results are compared with model calculations made for prompt y-ray emission with
the fission model code GEF. Further comparison with previously obtained results from thermal neutron induced
fission is made to characterize possible differences arising from using the surrogate (d, p) reaction.

DOI: 10.1103/PhysRevC.96.014601

I. INTRODUCTION

Nuclear fission was discovered some 70 years ago [1-3],
but still there remain some intriguing mysteries about this
complex process. One of the least measured parts of the
energy that is released in fission is the contribution that is
carried away via prompt y-ray emission. This accounts for
roughly 8 MeV [4,5], which is around 5% of the total energy
released in fission. In addition, prompt energy is dissipated via
the Coulomb repulsion of the fragments, and the emission of
prompt neutrons. Prompt-fission y rays (PFGs) are typically
emitted within a few nanoseconds of scission of the fragments;
about 70% of the prompt PFGs are emitted within 60 ps [6],
about 95% within 3 ns [7]. PFGs are one of the least understood
parts of the fission process [8].

The investigation of PFG emission addresses questions in
nuclear structure and reaction physics. One question deals with
the deexcitation of nuclei through the emission of neutrons
and y rays. The theoretical description of the deexcitation of
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neutron-rich isotopes, as being produced in neutron-induced
fission, shows significant deficits in describing the neutron
and y-ray spectral shape [8]. To some extent this deficiency
seems to be related to a limited understanding of the competing
process of prompt neutron and y emission. Prompt-fission
y-ray spectral (PFGS) data, measured as a function of
excitation energy of the compound nucleus may provide im-
portant information to benchmark different models, allowing
eventually arrival at a consistent description of prompt-fission
neutron and y-ray emission. Furthermore, PFGs are certainly
among the most sensitive observables for studying angular-
momentum generation in fission [8,9].

Understanding PFG emission is not only useful for com-
plete modeling of the fission process, but it also has some
important practical applications for nuclear reactors. In recent
years, requests for more accurate PFGS data have motivated
a series of measurements to obtain new precise values of the
y-ray multiplicities and mean photon energy release per fission
in the thermal-neutron-induced fission of 2>*U [10,11] and
239Py [11,12]. With the development of advanced Generation-
IV nuclear reactors, the need of new PFGS data becomes
important. Since four out of six contemplated Generation-IV
reactors require a fast-neutron spectrum, a wider range of
incident neutron energies has to be considered [13]. Modeling
of the geometrical distribution of y heating, in and around the
reactor core, shows local deviations up to 28% as compared

©2017 American1P115sical Society
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TABLE I. Target and beam characteristics as used in this work.
Fission barrier heights are taken from Ref. [24].

Target U (A) *Pu (B)
Chemical composition Metallic Metallic
Active diameter 1 cm 1 cm
“Be backing (mg/cm?) 23 1.8
Total area density (mg/cm?) 0.2 0.4
Reaction d,pf) d,pf)
Beam energy (MeV) 12.5 12
Inner fission barrier, B, (MeV) 4.80 6.05
Outer fission barrier, By, (MeV) 5.50 5.15

with measured heat distributions, whereas accuracy within
7.5% is mandatory [14]. These deviations remain mainly,
despite experiment campaigns in the 1970s [4,15-17], due
to the uncertainties on the existing PFGs data [10,18,19]. For
240py*, this work also responds to the high-priority request
published through the Nuclear Energy Agency (NEA) of the
Organisation for Economic Co-operation and Development
(OECD) [14].

In this paper we report measurements of PFG emission
from 2**U* in the 23U(d, pf) reaction, and **°Pu* in the
9Pu(d, pf) reaction. Both target nuclei represent the fissile
key nuclei for the thorium-uranium and uranium-plutonium
fuel cycles, respectively. The (d, pf) reaction serves hereby
as a surrogate for the neutron-induced fission [20]. Charged-
particle-induced reactions allow measurements of fission
observables for isotopes not easily accessible to neutron beam
experiments or for excitation energies below the neutron bind-
ing energy. They also facilitate the study of PFG characteristics
as a function of compound nucleus excitation energy. We study
the dependence of PFG characteristics on compound nucleus
excitation energy and possible differences between surrogate
and neutron-induced fission reactions.

II. EXPERIMENTAL DETAILS

Two experiments, denoted (A) and (B), were carried out
at the Oslo Cyclotron Laboratory (OCL) of the University
of Oslo, using deuteron beams, delivered by a MC-35
Scanditronix cyclotron. The y-detector array CACTUS [21]
together with the SiRi charged-particle detectors [22] and the
NIFF detector [23] were used to detect triple coincident events
of a proton, one of the two fission fragments (FFs), and y rays.

Experiment (A) utilized a 12.5 MeV beam incident on a
233U target, and experiment (B) had a 12 MeV beam on a **Pu
target (detailed target specifications are listed in Table I). The
targets were cleaned from decay products and other chemical
impurities with an anion-exchange resin column procedure
[25], and then electroplated on a backing made of °Be.

For these particular experiments, the SiRi detectors were
mounted in the backward direction, and the NIFF detectors
in the forward direction, relative to the beam direction (see
Fig. 1). This setup was chosen for several reasons: Due to
the thick beryllium backing, the targets had to face NIFF to
enable detection of any fission events, thereby also avoiding
FFs in the SiRi detector. However, the light, outgoing particles
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(Nal x 25)

(PPAC x4)

233|) target

FIG. 1. Schematic view of the experimental setup for experiment
(A), showing the SiRi (AE + E) telescope, and the NIFF (PPAC)
detectors, inside the reaction chamber, surrounded by the CACTUS
Nal array. SiRi measures the energy of the outgoing charged particles;
NIFF detects fission fragments (FF), and CACTUS detects y rays
all in coincidence, within a time interval of 20 ns. The ***U target
(0.2 mg/cm?, green), on the °Be backing (2.3 mg/cm?, orange) was
facing NIFF, and SiRi was in the backward direction relative to
the beam direction (dotted, purple arrow). The setup for the **’Pu
experiment was identical, except for CACTUS having 26 crystals
instead of 25.

could easily penetrate the beryllium and be detected in SiRi.
The backward direction of SiRi also reduces the intensity of
the elastic peak and minimizes the exposure to protons from
deuteron breakup in the target. SiRi was covered by a 21-pm-
thick aluminum foil, to attenuate § electrons in the telescopes.
SiRi consists of 64 A E (front) and 8 E (back) silicon detec-
tors with thicknesses of 130 and 1550 pm, respectively. The
detectors cover eight angles from 6 >~ 126° to 140° relative
to the beam axis, in a lampshade geometry facing the target at
a distance of 5 cm at an angle of 133°. The total solid angle
coverage is about 9% of 477 . In experiment (A) twenty-five, and
in experiment (B) twenty-six, 12.7 cm x 12.7 cm (5" x 5”)
Nal(Tl) crystals were mounted on the spherical CACTUS
frame, 22 cm away from the target. At a y-ray energy of
1.33 MeV, the crystals detect y rays with a total efficiency
of 13.6(1)% (A), and 14.2(1)% (B). To reduce the amount
of Compton scattering, the detectors were collimated with
lead cones. NIFF, consisting of four parallel plate avalanche
counters (PPACs), covering 41% of 2, were used for tagging
of fission events. For this, it is sufficient to detect one of the two
fission fragments, which are emitted back to back. The PPACs
are placed at an angle of 45° with respect to the beam axis, at a
distance of about 5 cm from the center of the target. Taking into
account angular anisotropy effects in the center-of-mass sys-
tem, Ref. [26] found a total efficiency of about 48%. The parti-
cle and fission detectors were mounted in the reaction chamber,
surrounded by the CACTUS array (Fig. 1). The experiments
ran for one week each, with a typical beam current of 1 nA.
The experimental setup enables particle-FF-y coincidences
that, together with energy and time information, are sorted
event by event. In the present work, we focused on the
23U(d, pf) and the >*°Pu(d, pf) reactions. The detection of

014601-2
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a charged particle in SiRi was the event trigger. In a timing
interval of ~20 ns we require a y signal in CACTUS and a FF
in NIFF.

From kinematics, the measured energy of the outgoing
charged particle is converted into initial excitation energy Ex of
the fissioning system. In our cases, we measure the deposited
energy of the proton in the particle telescope, thereby selecting
234U* and 2*°Pu* as the fissioning system, for experiments (A)
and (B), respectively. The excitation energy was reconstructed
event by event from the detected proton energy and emission
angle, and accounting for energy losses in the target and
backing. For each energy bin in Ey, a correction for the neutron
contribution to the y-ray spectrum is performed, which is
detailed in the next section. Finally, the raw y spectra are
corrected for the detector response to produce a set of unfolded
PFGS. The applied unfolding process, which has the advantage
that the original statistical fluctuations are preserved, is fully
described in Ref. [27]. Nal response functions are based on
in-beam y lines from excited states in 36.57Re, 2881, 170, and
13C, which were remeasured in 2012 [28].

A. Correction for neutron contribution

In the fission process, both neutrons and y rays are emitted.
Neutrons can interact with the Nal crystals of CACTUS,
depositing energy mostly in the form of y rays from (n,n'y)
reactions. Unfortunately, the timing gate (20 ns) of the current
setup (Fig. 1) only allows for discrimination between y rays
and neutrons via time of flight (TOF) for the slowest neutrons,
i.e., with energies lower than 600 keV. However, the majority
of prompt neutrons emitted in fission have higher energy than
this. To obtain PFGS, a correction for the neutron component
needs to be made, with subtraction of counts arising from
energy deposition by neutrons.

Our neutron correction method relies on using a neutron
response spectrum of a Nal detector, which is most representa-
tive of that for fission neutrons. Normalizing this to the known
average neutron multiplicity emitted in fission for a particular
compound nucleus excitation energy allows estimation of the
neutron component in the total measured PFGS at this energy.
This component is then subtracted. In this work we used a
spectrum [29] for 2.3 MeV neutrons, which is close to the
average fission neutron energy.

The response of 7.6 cm x 7.6 cm (3”7 x 3”) Nal detectors to
incident neutrons at energies between 0.4 and 10 MeV has been
measured by Hiusser et al. [29] by using TOF discrimination
with quasimonoenergetic neutrons produced in the "Li(p,n)
and '’ Au(p,n) reactions. They find that the neutron response
is dominated by (n,n’y) reactions. For the energies most
prominent from fission neutrons, 1-2.5 MeV, most counts in
the Nal detectors are observed between 0.4 and 1 MeV. For
2.3 MeV neutrons, they report 0.13(5) triggers per incident
neutron. Since the CACTUS detectors are longer (12.5 cm),
we scale the number of triggers to 0.21(8) triggers per incident
neutron. We assume that the intrinsic detection efficiency €y
for y rays from fission is the same as those created in the
detector by (n,n’y) reactions. The y-ray multiplicity M for
neutron contribution correction purposes is taken as 6.31 for
B4U* [17] and 7.15 for *°Pu* [30].

014601-3
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TABLE II. Parameters to scale the excitation-energy dependence
of the average total neutron multiplicity relative to the neutron
separation energy S, extracted from Ref. [31] (3**U*) and Ref. [33]
pyr),

B4y 2A0py*
a (n/MeV) 0.1 0.14
b (Vv @ thermal fission) 2.5 29

S, MeV) 6.85 6.53

The relative contribution f of neutrons to the measured data
Nw(Ex, E,) for each excitation energy Ex and y-ray-energy
bin E, can be estimated by the detection efficiencies. Taking
into account the ratio of neutron and y-ray multiplicities we
find

f= e M)

€innd + M

The neutron multiplicity ¥ is known to vary approximately
linearly as a function of the incident neutron energy E, [31-
33]. Taking into account the neutron separation energy S,
the same dependence is assumed for the compound nucleus
excitation energy Ex with the parameters given in Table II, such
that D(Ey) = a(Ex — S,) + b. The total contribution to the data
caused by neutrons is estimated as a fraction of counts, f(Ey),
that is weighted as a function of E, by Hiusser’s neutron
spectrum H(E,), i.e.,

Nu(Ex,Ey) = Niat(Ex) f(Ex)H(Ey), )
where Nio(Ex) is the projection of the y matrix onto Ex:
N(Ex) = Y Nea(Ex, Ey). 3)
EV

Nwo(Ex,E,) is the matrix element in the y matrix. H(E))
is normalized so that ) E, H(E,) = 1. The y-ray spectrum
N, (Ex,E,)is obtained by subtracting the neutron contribution
N, (Ex, E,) from the measured data Nio(Ex, E, ):

Ny(ExsEy) = Nlot(Evay) - Nn(Evay)~ (4)

The results of the subtraction procedure can be seen graphi-
cally in Fig. 2, where the raw spectrum, neutron contribution,
and corrected spectrum are shown. Since inelastic scattering
is the main energy-deposition mechanism for neutrons, which
occurs mostly on low-lying states in sodium and iodine nuclei,
the neutron contribution is largest in the low-energy part of
the spectrum. However, overall, the correction for the neutron
contribution in our experiments remains small (see Table III).

B. Extrapolation of spectra towards zero energy

Detectors used in experiments that attempt to measure
PFGS will always have an energy threshold to prevent rapid
triggering on noise. Below this threshold, y-ray detection is
impossible, so the lowest energy y rays emitted in fission
will not be detected. As a consequence, this will introduce
a systematic uncertainty in the deduction of average spectral
quantities: Measured multiplicities M and total y energy Ei
will thus be lower, and measured average y-ray energy E,y
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FIG. 2. The total (summed over all E,) raw PFGS detected in the
23U, pf) reaction (black) and the calculated spectral contribution
due to interactions of prompt-fission neutrons in the Nal detector
(green). The corrected y spectrum is also shown (pink).

released per fission will be higher than their actual values. In
fact, such systematic uncertainties from threshold effects may
explain discrepancies between previous PFG experimental
results [10,35]. To account for the undetected y rays below
threshold, it is necessary to make an extrapolation towards
zero energy, such as, e.g., that performed in Ref. [36]. In our
case the detection threshold was rather high, at 450 keV. As
the shape of the y-ray spectrum is not known for the low
y-ray energies, we chose a constant value for the bins below
threshold. A reasonable extrapolation of each spectrum was
made by averaging over the first three y-ray bins above the
threshold. The uncertainty was estimated by the minimum and
maximum values in these bins, including their uncertainties.
This results in an average value of about 5.5 £ 2 photons
per fission per MeV (***U*) below threshold. By assuming a
nonzero value for this energy bin, the extrapolation reduces the
uncertainty, but it does not eliminate it entirely. In our case it is
still the dominant source of uncertainty on the absolute values

TABLE III. Values used for calculating the neutrons in the
CACTUS detectors. The average neutron energies were calculated
from ENDF/B VII.1 [34]. Neutron multiplicities ¥ are taken from
Ref. [31,33] and y-ray multiplicities M from Ref. [17] (**U*) and
Ref. [30] (**Pu*).
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of the average spectral quantities deduced. Since we compare
our data with thermal-neutron-induced fission experiments,
we chose the same cutoff of the PFGS as Ref. [15], of
E, = 140 keV.

III. PREDICTIONS WITH THE GENERAL FISSION
MODEL CODE

We compare our data to predictions from the semi-empirical
general fission model (GEF) [37]. GEF is based on the
observation of a number of regularities in fission observables,
revealed by experimental studies, combined with general laws
of statistical and quantum mechanics. It provides a general
description of essentially all fission observables (fission-
fragment yields and kinetic energies, prompt and delayed
neutrons and y rays, and isomeric ratios) in a consistent way
while preserving the correlations between all of them. GEF
has been shown to be able to explain in an unprecedented
good manner fission-fragment and neutron properties over
a wide range, running from spontaneous fission to induced
fission up to an excitation energy of about 100 MeV for
Z =80 to Z = 112 [37]. Modeling of y rays in fission has
been implemented most recently. In contrast to other existing
codes in the field, GEF provides also reliable predictions for
nuclei for which no experimental data exist. This is particularly
important in our case, since no experimental data on the
fragment properties exist for the majority of the excitation
energies that we are investigating.

Calculations were performed for fission of both 234U* and
240py*, applying the same cutoff of the PFGS as for the
experimental data, of 140 keV, as described in Sec. II B. The
total angular momentum J = Iy + Ly is the sum of the
target nucleus ground-state spin Iy and the angular momentum
Lrans transferred in the (d, p) reaction. The distribution in the
GEF v.2016/1.1 calculations is given by

p(J) o (2J + Dexp[—J(J + 1)/J2 ], 5)

where we used the root mean square (rms) of the total angular
momentum' J,,, and the excitation energy to describe the
fissioning system as input. The maximum value for Ji, of 12
was obtained from Jy,s = /27 .7 /i [38], where the nuclear
temperature was chosen to be 7 ~ 0.45 MeV in line with
other actinide nuclei [39,40]. The rigid body moment of inertia
S is given by 2ma(roA'3(1 +0.3162) ~ 160(/ic)*/MeV,
where we used the isotope mass m 4, the mass number A, the
quadrupole deformation B, from Ref. [24], and radius param-
eter ro < 1.3. The results are compared with an intermediate
value of Ji,s = 8, and to the lower limit, Ji,,s = 0, where the
latter facilitates the comparison to neutron-induced reactions,

A (P'Ur) B (*Pu*)  which transfer little angular momentum. Additionally we
performed calculations for an energy-dependent Ji;,s, which
Average neutron energy (MeV) 2.0 2.1 . .
e - was adopted from the systematics of Ref. [41]:
Intrinsic neutron efficiency
(triggers/neutron) 0.21(8) 0.21(8) 2 szl +/1+4a(Ex — Ey)
Neutron multiplicities Jims(Ex) =2 x 0.0146A / 2 , (6
(@ thermal fission) 2.5 29
y-ray multiplicities 6.31(30) 7.15(9)
Relative contribution
(@ thermal fission) 0.0768 0.078 ! Jums can be expressed in terms of the spin cutoff parameter o by
Jms = V20
014601-4
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FIG. 3. Matrix of the fission and proton-gated raw y data from
the **U(d, pf) reaction (after subtraction of the contribution from
neutrons). The x axis gives the deduced compound nucleus excitation
energy E,. The y axis gives the detected y-ray energy, and the z
axis gives the number of counts recorded during the experiment (not
efficiency corrected). The bin width is 64 keV for Ey and E,, .

where the level-density parameter a and the energy backshift
E, are obtained from a fit to experimental data [41].

IV. EXPERIMENTAL RESULTS
A. The 24U* case

Figure 3 shows a three-dimensional overview of the data
set where, for a given compound nucleus excitation energy,
the corresponding raw detected PFGS (prior to unfolding the
response function) is displayed with the neutron contribution
subtracted. The excitation energy range, over which the data
are collected, can be seen more closely in Fig. 4, which
histograms the double coincidences of protons and fission
fragments (d, pf) and triple coincidences of protons, fission
fragments, and y rays (d,pfy) as a function of Ey. In the
case of 2*U*, only a very few subthreshold fission events
occur below the inner fission barrier [24] at Ex = 4.8 MeV,
which is 2 MeV below the neutron separation energy at
6.85MeV [42]. The 2*3U(d, pf) reaction at 12.5 MeV incident
energy populates compound-nuclear excitation energies up to
a maximum of 10 MeV in this case.

The E range is divided into 8 bins, each with a width of
650 keV to obtain a sufficient statistics PFGS for each bin.
Each spectrum is unfolded for the CACTUS response and
normalized to the number of fission events detected in that
excitation energy bin. The set of eight normalized spectra is
overlaid in Fig. 5, and they exhibit similar spectral shapes.

The average spectral quantities after extrapolation to zero
energy are then deduced and plotted as a function of the
excitation energy. These results are plotted in Fig. 6 with
their corresponding statistical error bars and compared with
calculations from the GEF code. The wider band denoted

014601-5

PHYSICAL REVIEW C 96, 014601 (2017)

[ 28y d,pf
106§ ij - ;233U§d,gf2{)

> L é

S10°

3 Bia

C |

310°c

O E
103: PRI I R S R P

10 12
Excitation energy Ex [MeV]

FIG. 4. The total number of 233U(d,pf) and 233U(d,pfy) events
recorded during the experiment histogrammed as a function of the
deduced compound-nuclear excitation energy of 2*U* for each event.
The inner and outer fission barriers Bg, at 4.80 MeV and Bg, at
5.50 MeV, respectively, and the neutron separation energy S, at
6.85 MeV are shown. The dotted lines indicate the minimum and
maximum E of the analyzed area. The lower limit on Ey is the inner
fission barrier.

by the dash-dotted lines indicates the sum of the statistical
uncertainties on each data point plus the systematic uncertainty
on the absolute values due to the presence of the detection
threshold.

B. The *'Pu* case

The same analysis was performed for the 2**Pu(d, pf) reac-
tion. The (d, pf) and the (d, pfy) reactions are histogrammed
as functions excitation energy (Fig. 7). In the >*°Pu* case, there
appears to be a significant amount of subbarrier fission, which
is in accordance with observations in Refs. [43,44]. This can be
explained in the double-humped fission barrier picture; by the
resonant population of states in the second potential minimum
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S g  E,=545-61 MoV
—~ F % — E,=6.1-6.75MeV
% 1= ﬁ#\‘ﬁ%’ E,=6.75-7.4 MeV
= E ﬁ#‘w — E,=7.4-8.05MeV
F \ ﬁ?ﬁﬁ E,=8.05-8.7 MeV
5 r ‘ ﬁ& * E,=8.7-9.35 MeV
@ 107 [ i | =t -3ﬁ-10Mev
L L |
5 \ G | sl
c 10'25 " i
2 £ ‘ ‘ I
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FIG. 5. Overlay of the eight **U(d,pf) PFGS for different
excitation-energy bins in compound-nucleus excitation energy Ej.
The spectra are normalized to the number of photons per fission
and per MeV to provide a comparison of the spectral shapes. The
extrapolation from the detector threshold at 450 keV towards zero
energy is explained in the text.
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FIG. 6. Energy dependence of the *U(d,pf) average PFG
spectral quantities compared with calculations from the GEF code
for different Jy, of the 2**U* nucleus. In addition, results from
Pleasonton [17] are shown. Multiplicity, average y-ray energy, and
total y-ray energy as function of excitation energy of >**U* are shown.
The error bars represent the statistical uncertainty of the measurement.
The dash-dotted lines represent the total uncertainty, which is the
sum of the systematic uncertainty on the absolute values due to the
detector threshold, and the extrapolation towards zero energy plus
the statistical uncertainty. Vertical lines mark the inner and outer
fission barriers (E, = 4.8 MeV and E, = 5.40 MeV) and the neutron
separation energy (Ey = 6.85 MeV), respectively.

of the 2*°Pu* nucleus and a tunneling through the outer fission
barrier.

The overlay of the unfolded PFGS for the *°Pu(d, pf)
reaction is shown in Fig. 8. The spectral shapes are all
observed to be similar. However, the PFGS for the two lowest
compound-nucleus excitation-energy bins starting at 4.65 and
5.45 MeV appear to be significantly lower than the others. This
effect also manifests itself in the average photon multiplicity
M and total energy E, release at this energy (see Fig. 9). We
note that this is the region below the fission barrier and, hence,
originates from subbarrier fission. Otherwise, the trends for
the spectral characteristics seem to have no significant trend
and are fairly constant, i.e., independent of excitation energy
and thus consistent with the predictions of the GEF code.

Finally, we compare the measured PFGS at excitation
energy of 6.5 MeV, which corresponds to the thermal-neutron-
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FIG. 7. The total number of *’Pu(d,pf) and **’Pu(d,pfy)
events recorded during the experiment histogrammed as a function
of the 2**Pu* deduced excitation energy event by event. The inner
and outer fission barriers Bg, at 6.05 MeV and Bg, at 5.15 MeV,
respectively, and the neutron separation energy S, at 6.53 MeV are
shown. The dotted lines indicate the minimum and maximum E, of
the analyzed area. The lower limit of E is at 4.8 MeV, which is more
than 1 MeV below the fission barrier due to subbarrier fission.

induced fission reaction for 2*°Pu, with the measured PFGS
of Verbinski er al. [15] for thermal-neutron-induced fission.
Figure 10 shows this comparison along with a spectrum from
the GEF code. An excess of counts is observed between 2 and
4 MeV for our surrogate PEGS measured in the 2°Pu(d, pf)
reaction as compared with the neutron-induced reaction.

V. DISCUSSION

In this study, both experiments reveal an approximately
constant behavior of average y-ray energy E.,, M, and E,
as a function of Ex of the fissioning system; shown in Fig. 6
for uranium and in Fig. 9 for plutonium. The constant trend

10; —— E,=45-5.11MeV
£ E,=5.11-5.73 MeV
s F E,=5.73-6.34 MeV
v 1= E, = 6.34 - 6.96 MeV
= E E, = 6.96 - 7.57 MeV
5 r E,=7.57-8.19 MeV
® 107 E, = 8.19-8.8 MeV
K] E
g E
@ _27
c 107
o E
2 E i
o F i 1
S r
B ‘ ‘ ‘
N I I I RN RO B P /A SO “m

0 1 2 3 4 5 6 7 8 9
E, [MeV]

FIG. 8. Overlay of the six *’Pu(d, pf) unfolded PFG gamma
spectra for different excitation-energy bins in compound-nucleus
excitation energy E,. The spectra are normalized to the number of
photons per fission and per MeV to provide a comparison of the
spectral shapes. The extrapolation between 140 keV energy and the
detector threshold at 450 keV is explained in the text.
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FIG. 9. Energy dependence of the *°Pu(d,pf) PFG average
spectral quantities from the GEF code for different J,,, of the 240py*
nucleus. The thermal neutron data of Pleasonton (1973) [17] and
Verbinski et al. (1973) [15] are shifted slightly around S, for better
visibility. Multiplicity, average y-ray energy, and total y-ray energy,
as function of excitation energy of 2*°Pu* are shown. The error
bars represent the statistical uncertainty of the measurement. The
dash-dotted lines represent the systematic uncertainty on the absolute
values due to the detector threshold and the necessary extrapolation
to zero energy. Vertical lines mark the inner and outer fission barriers
(Ex = 6.05 MeV and E; = 5.15 MeV) and the neutron separation
energy (Ex = 6.5 MeV), respectively.

(although not the absolute value) in spectral characteristics
that we observe is broadly in line with the predictions of GEF.

There seems to be a slight decrease in M below S, for both
nuclei, but more clearly seen in the plutonium data. Although
up to 5 MeV of extra excitation energy for the hot fission
fragments is available, this energy is clearly more efficiently
dissipated by the evaporation of prompt-fission neutrons. The
prompt-fission neutron multiplicity is well known to increase
linearly with excitation energy. One could expect that the total
angular momentum J of the fissioning nucleus should increase
with increasing E. Our experimental data exhibit a flat trend,
which is compatible to GEF calculations for a constant or
energy-dependent Jy, in the studied excitation-energy range.

An excess of counts is observed when comparing the sur-
rogate (d, p) PFG and thermal-neutron-induced PFGS. Such a
discrepancy might arise from differences in the surrogate and
neutron-induced reactions. The spectrum (Fig. 10) predicted
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FIG. 10. A comparison of the *°Pu(d,pf) PFGS measured
at E, ~ S, (red), the PFGS for thermal-neutron-induced fission
9Pu(ny, f) from Verbinski er al. [15] (black points), and the
calculations by GEF for J,s = 8 and Ex = 6.35 (blue).

with the GEF code lies in between the two experimental cases
in the region in which the deviation is observed. For y rays
above 8 MeV, significantly fewer photons are predicted in
comparison with our data. The spectrum by Verbinski ez al.
[15] is reported only up to E,, = 7.5 MeV.

It is expected that reactions involving charged particles
will on average introduce more angular momentum Lgpg
into the reaction than thermal-neutron-induced reactions. The
distribution of the angular momentum J will have a tail, which
extends higher, the greater the mass difference is between the
ingoing and outgoing charged particles in the reaction. It may,
therefore, be possible that the excess counts observed in the
PFGS of the surrogate reaction is an angular-momentum effect
introduced by using the (d, p) reaction to induce fission instead
of neutrons.

It is consistent that, for M and E, our (d,p) PFG data
are in better agreement with larger Ji,s, Whereas the thermal-
neutron-induced data are in all cases in good agreement with
low Jims. For E,, the results of the GEF calculation are in both
reactions less sensitive to Jiys, and there the discrepancy be-
tween our experimental results and the calculations increases.

The absolute values of E,o and M are higher for the B4y
than the 2*°Pu*. Comparison with the results from GEF, and
a slightly higher deuteron beam energy, indicates a higher
angular momentum in the uranium case. Average higher
angular momentum of the fission fragments might result in
neutron emission being partially hindered from odd fission
fragments up to 1 MeV above their S,. In such a case y-ray
emission will compete with neutron emission, also above S,,.
This would result in an increased total y energy and higher M.

Recently, surrogate measurements have demonstrated that
radiative capture and fission cross sections [45] can be used
to get quantitative insight into the angular momentum L
imparted to the compound nucleus following a specific transfer
reaction. A detailed review of both theory, experimental re-
sults, and challenges can be found in Ref. [46]. The connection
between these cross sections and Ly, involves sophisticated
Hauser—Feshbach calculations [47]. On the other hand, it is
established that prompt-fission y multiplicity M is the most
direct probe of the angular momentum of the fission fragments.
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The latter is influenced by the angular momentum of the
fissioning system, i.e., Lips in the presented GEF calculations.
The present work shows that the measured M is indeed sensi-
tive to Lns. Hence, it can be used as an alternative observable,
complementary to cross sections [45], to quantify Liyps.

Above the neutron binding energy S, there is no significant
increase in average PFG energy and total PFG energy released
per fission with increasing excitation E,. This observation
is important for applications, since y rays from fission are
responsible for a large part of the heating that occurs in reactor
cores. The observed result implies that passing from current
Generation-III thermal reactors to fast Generation-IV reactor
concepts will not require significant changes in the modeling of
y heat transport from the fast-neutron-induced fission process.
Since 2**U is the main fissile isotope in the thorium cycle,
and 2*Pu is the main fissile isotope in the plutonium-uranium
cycle, and the flat trend is observed in both these nuclei, effects
of y heating from fission in both cycles are expected to be
similar.

VI. CONCLUSION

Emission of prompt y rays from nuclear fission induced via
the 2*U(d, pf) and >°Pu(d, pf) reactions have been studied.
PFGS have been extracted as functions of the compound-
nucleus excitation energy for both nuclei. The average spectral
characteristics have been deduced and trends as a function
of excitation energy have been studied and compared with
calculations by the GEF code.

‘We observe an approximately constant behavior of the spec-
tral properties as a function of energy for both nuclei. However,
a much lower multiplicity is seen in the subbarrier fission of
240py*, More detailed studies are needed to understand why
subbarrier fission results in emission of low multiplicities of
prompt y rays from the excited fission fragments. Furthermore,
we observe an excess of y rays above 2 MeV emitted in
the surrogate 2**Pu(d, pf) reaction when comparing with the
neutron-induced PFGS measured by Verbinski er al. This
effect is not yet understood, but may be as due to higher

PHYSICAL REVIEW C 96, 014601 (2017)

angular momenta involved in the transfer-induced reactions as
compared with the neutron-induced one, over the energy range
of our study. This conjecture is supported by GEF calculations.

Our measured y-ray multiplicities and total y energies are
higher than those observed for the neutron-induced reactions
from Verbinski et al. and Pleasonton. This difference may
be explained as due to higher J by comparing with the GEF
calculations.

In the future we hope to revisit these types of measurements
with the OSCAR array of 26 large volume LaBr; detectors
currently being constructed at the Oslo Cyclotron Laboratory.
These will not only provide a much better y-ray-energy
resolution and lower energy thresholds, but an excellent timing
resolution which will allow for discrimination of neutrons from
y rays via time of flight.
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Appendix A

Derivations of the photo-excitation
strength function

The photo-excitation strength function f was derived from the photo-absorption
cross-section o by Axel [42, 43] starting from the Breit-Wigner cross section for
the population of an isolated level at excitation energy E,., [18, 237]

2 F(’”)F(T)
(r) E(T) — E 0 f Al
o (Er) W9<E7> (Ey = E)? 4 (I /2)2 -
= S = (5 Ly
havs = D00y =7 E,) (E,—E,)?+(T(/2)2
he\> 1l 1
_ (A.2)

1
e (L) 2
E,) T (2(EI?(:)E7\)) 1

where o'( )f is the cross section to go from the ground state, 0, to a specific

excited state f through the resonance r. Further, we denote the cross section
()

0—abs> and

for the subsequent decay to any accessible state by o

2J’r + 1 g/ g//
_ _9_9 A3
I %0n+1) 2 4 (A.3)

is the statistical weight for an unpolarized photon beam accounts for the
degeneracy of the levels [18, p. 423 & 436]. The decay widths are labeled

I‘(()T) and I‘gf) for the decay back to the ground state, and the decay to an excited

state f, respectively. The total width is given by I'(") = > j F;r). Note that we
for brevity dropped the subscript v indicating ~-ray decay on the cross section

and decay widths.

The original approach taken by Kinsey [41] and Axel [42] is to integrate (7(()2 abs

in order to get an average cross section. The equation written in Refs. [41, 42],

I U(()T_)mbs, does not converge due to the 1/E? behavior at low energies. However,
from the context of the calculations, one may implicitly assume the presence of a
somewhat narrow photon energy beam with a beam spread AFE that cuts off the
lowest energies of the cross section (see also Ref. [238, Eq. 30] and Ref. [239, p.
22]). For simplicity, let us assume that the photon flux N, (E,) is 1 in a region
AFE around E,. Despite the beam being narrow, it is still much larger than the
width of the resonance, I'(") <« AE, such that we can calculate the effective
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integrated cross section (which is closely related to the interaction rate),
/U[()Tlﬂzbs eff dE - /N O.Oﬁabs (E )dE’Y

E,.+AE/2 )
:/ O—O—>abs(E“/) dE’Y
E,—AE/2

_ /E‘T-&-AE/Q g”w E 2 F(()r) 1 B
E.—AE/2 E ™ (oe,-5)\2 v
Sl ! (#) +1

(A4)

As 1/E? varies little in vicinity of E, in comparison to 1/(1+ (E, — E,)?), it
can regarded as approximately constant in the region of the resonance, thus

2 T
ErtAE/2 ,, he F(()) 1 dE
gn 0 2 i
E,—AE/2 E,) T (2(ErEr)) 1

T(r)

o E 2 ) E,.+AE/2 i 1
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(2BE) 4

he r 2J,+1 he .
"_2 (r) _ 2 ()

=T r A.
9T (ET> 270 T o1 <E) o (4.5)
where the last integral is equal to the integral over a Cauchy distribution after
the substitution £ = 2E,, so dE, = dE/2.

The average integrated cross section (o(/*)) for the interval AE containing n
isolated level of spin J,. is then given by [41-43]

2 (r)
) - he er
< o ) AE Z/ 00> abs, eff )dE’Y - g/ﬂz <Er> AEO

.o e\ n(T 2J, +1 e\’
=g'n? <E> iéﬁ =t 17T2 <E> (To)p(Ey =~ E,., J.). (A.6)

The average decay width to the ground-state (') for the n resonances is expected
to converge for a large enough n; the Breit-Wigner cross section is still a good
approximation as the widths I'") are still assumed to be much smaller than the
level spacing D = 1/p. Finally, we realize that Eq. (A.6) holds for all narrow
beams with the mean energy E, (that may excite into the quasi-continuum),
such we can get the energy dependence of the average cross-section by the
substitution E, — E.,

(o IV(E,) = ¢'n? (ZC) (To)p(Ex = Ey, Jy). (A7)

2l
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Using the definition of the strength function, Eq. (2.10), we can write this as

- (0%7)
E, E;=0,J,J7) = ——=5—. A8
fXL( vy f) g’(’lThC)ZE»%L_l ( )
If the ~v-ray strength function is spin-independent, in line with the Brink-Axel
hypothesis, the absorption cross-section (o) to all levels close to E., can be
simplified as

(0)xL =Y g (whe)? B2~ fxp = (2L + 1) (mhe) B2 fx ., (A.9)
Jr

or equivalently,

(oxr)

xu(Br) = (2L + 1)(whe)2 E2E~1

(A.10)

where we have used > ¢’ = 2L + 1, which is obvious for Jy = 0 due to the
selection rules, but can be shown to hold for arbitrary Jg.

On a historical note it is interesting to see that the same type of calculations
have been performed by Kinsey [41] for the neutron capture cross-section already
5 years before Axel.
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Appendix B
Supplement to Paper Il

This appendix provides a small supplement to Paper IT on the response of the
OSCAR detector array. Here, we verify the simulated efficiencies for higher
~y-ray energies than those published in the article.

As mentioned in the paper, there are two approaches in determining the
full-energy peak efficiency e,:

1. The “optimal” fit: This requires a careful selection of the fit-model (a
linear, constant or no background; single or double peak, ...) and fit
regions for each v-ray transition individually.

2. A consistent/automatic fit: If the equivalence of the experimental and
simulated spectra (and efficiencies) is to be shown, both spectra should be
fitted with the exact same routine to rule out a confirmation bias.

In Fig. B.1 we show the full-energy peak efficiency eg that was extracted for
the “optimal” fit to each transition. In contrast, Fig. B.2a compares efficiencies
for the simulated and experimental spectra, where we put an emphasis on the
consistency of the fit procedures. The '33Ba source was excluded there, as the
double lines were badly reproduced by the automatic procedure.! The good
agreement between the fits adds confidence in that the simulations truthfully
reproduce y-ray interactions.

Both approaches are displayed in Fig. B.2b together with the efficiency e, that
was extracted from the simulations directly, i.e. before smoothing the spectrum
with a Gaussian so that peak fitting was not necessary. The agreement of the
“optimal” fit with the efficiency directly obtained from Geant4 is remarkable, as
the former were performed by F. L. Bello Garrote only on the experimental data
and without any knowledge of the Geant4 simulations.

In her Master thesis, W. Paulsen adopted another approach to estimate
efficiencies [232]. She determines the full-energy peak efficiency €g from the ratio
of detected particle to y-rays in in-beam coincidence measurements of 28Si and
12C and shows that internal conversion is negligible for the selected transitions.
The results are also displayed in Fig. B.2b and agree well with the efficiencies
directly extracted from Geant4 and the “optimal” fit to the source spectra. This
verifies the simulated efficiencies also for higher energy v-rays which were not
accessible with the available calibration sources.

LOf course, it is in principle possible to develop a more elaborate automatic routine, but
this was not the goal of the article.
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Figure B.1: Full-energy peak efficiency of OSCAR, where the transitions for each
calibration source have been fitted “optimally”. Courtesy to F. L. Bello Garrote.
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Figure B.2: Pannel (a): Full-energy peak efficiency of OSCAR from selected
calibration sources and from simulation. The bottom panel shows the residuals
from the fits. Reprinted from Ref. [240] (Paper II) with permission from
Elsevier. Pannel (b): As above, but also with the efficiency as extracted the
Geant4 simulations directly and the “optimal” fit to the calibration source data.
Additional experimental in-beam data of Paulsen [232] are not included in the
fit, but verify the extracted efficiency for higher y-ray energies.
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