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Abstract

Today we use the Standard Model of particle physics to describe Nature, and it is one of the
most successful theories in history, being able to both predict the discovery of new particles
and withstanding every scrutinizing test we have examined it with. Still we know that the
Standard Model is not the Final Theory, as it fails to describe several observed phenomena,
most noticeably maybe gravity and dark matter.

High energy collisions between some of the smallest units of Nature provide us with a
unique possibility to probe the fabric of reality. It enables us to measure the properties of
apparent pointlike particles, like their mass, their spin and their decay modes, and it allows us
to test the many possible models we have constructed to explain Nature. This thesis is about
testing a small handful of these models, by searching through the vast amount of 13 TeV
proton-proton collision data, corresponding to 139 fb−1, collected by the ATLAS detector at
the Large Hadron Collider between the years 2015 and 2018.

The hypothetical new, electrically neutral, spin 1 gauge boson Z ′ appears in quite a few
of the many Beyond the Standard Model theories. In general, many models that propose
to extend the gauge group of Nature beyond the SM gauge group feature additional U(1)
symmetries with corresponding Z ′ bosons. Some of these theories are inspired by Grand
Unified Theories, in which the electroweak and strong strong forces are united at some higher
energy, like the E6-motivated theories which we will encounter throughout this thesis. In the
analysis presented in this thesis, we search for a Z ′ boson that decays to a muon and an
antimuon, resulting in a resonance in the dimuon invariant mass distribution. This is a clean
search channel, without the extra complications that channels with jets or missing energy
provide.

The data analyzed in this thesis did not provide us with any sign of physics beyond the
Standard Model. We therefore set upper exclusion limits on the production cross-sections
and lower exclusion limits on the mass of the Z ′ in three scenarios - Z ′ψ, Z ′χ and Z ′SSM - at
3.8 TeV, 4.1 TeV and 4.4 TeV respectively. The results are found to be comparable to the
most recent published results from both the ATLAS Collaboration and the CMS Collabora-
tion.
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Introduction

In the year 2008, the very first proton-proton bunches at the Large Hadron Collider (LHC),
located on the border between Switzerland and France near the city of Geneva, collided
together. The goal was to reach center-of-mass energies many times higher than any other
experiment had ever achieved, reproducing the conditions that prevailed in the very early
Universe.

In the time leading up to this first collision, some physicists were worried that the LHC
could create ever-growing micro black holes that could devour the whole Earth, and even
tried to hinder the start up of LHC in the court of law. The newspapers were writing fran-
tically about it. The world was watching, holding its breath. A collective wave of fear
traversed the globe. In an office in Oslo, however, I was watching together with many of
my colleagues. The air was buzzing with excitement as the time of the first collisions drew
nearer. We knew that micro black holes could very well be created that day, but we also
knew that they would evaporate within a tiny fraction of a second. The world did not come
to an end, and the collective fear slowly died away. To this day, some people remember this
event, but most have forgotten.

Today we understand the most basic of the building blocks of Nature and the forces they
communicate with via the Standard Model of particle physics, often referred to only as the
SM. The first building blocks of the model started developing in the 1920s with Paul Dirac’s
first attempt at quantizing the electromagnetic field. The Standard Model emerged in an
incomplete form in the 1950s, reaching its current form late in the 1960s. The development
of particle detectors meant that several of the theorized particles in the SM could be detected.
The last missing piece, the Higgs boson, was discovered at the LHC in 2012, realizing one
of the main goals of the LHC.

Even though the SM is a hugely successful theory, tested to an extremely high precision,
it does not describe everything we have observed in Nature. There are, in fact, many unex-
plained phenomena. Most noticeably among these are, in my opinion, the fact that Gravity
cannot be explained within the SM framework, and that ordinary matter described by the SM
account for a mere 5% of the energy content of the Universe. This means, in all simplicity,
that the SM is not the Final Theory of Nature. There will most probably be a paradigm shift
at some point in the future. We will, or so I hope and believe, at some point discover a better
model of Nature. My guess is that it will somehow contain the SM as a low-energy special
case. How this new Theory will evolve, is hard to guess, but it is certainly true that it must
come with testable predictions. This might include e.g. looking deep into the observable
Universe and making a very precise measurement, or it might be colliding particles together
at center-of-mass energies that are high enough to allow for the creation of previously unob-
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served particles. This thesis concerns the latter.
There are two general-purpose particle detectors at the LHC, the ATLAS detector and the

CMS detector. They are designed independently, which means that they can make individual
measurements which can be statistically combined. In this thesis, I use data collected with
the ATLAS detector in the four years from 2015 to 2018 at a center-of-mass energy of 13 TeV
to search for hypothetical electrically neutral gauge bosons, referred to in general as Z ′.
These hypothesized gauge bosons appear in a variety of Beyond the Standard Model (BSM)
theories, usually in the context of extending the Standard Model symmetry group.

The work presented in this thesis has partly been in close cooperation with the dilepton
resonant search working group within the ATLAS Collaboration, and partly on my own con-
tinuing the analysis as performed within the dilepton working group on a larger dataset than
what was used for the published result. The structure of the thesis is as follows. In Chap-
ter 1 the Standard Model is presented, with a short historical account, a brief review of the
particle content, followed by a brief mathematical description of the main concepts. Chap-
ter 2 concerns the shortcomings of the SM and also looks into some possible BSM theories
containing Z ′. A description of the LHC and the ATLAS detector follows in Chapter 3, also
covering important physics concepts needed to understand the physics at hadron colliders.
In Chapter 4 we review the tools we need to perform the dimuon high-mass resonant search,
which follows directly after in Chapter 5. This chapter contains the main analysis, with a
detailed description of the treatment of simulated data (Monte Carlo data, or MC data), the
event selection, data to MC comparisons, systematic uncertainties and the statistical analysis
with observed significances and excluded Z ′ hypotheses. In addition, the results are com-
pared to the published ATLAS results and to the published CMS results. Chapter 6 briefly
discussed the results of four previous ATLAS publications, all of which I have worked on,
with additional details about my contribution. In Chapter 7 we look at a separate study aimed
at confirming the negligibility of the fake background in the dimuon channel. Chapter 8 con-
cerns outreach, in particular The International hands-on particle physics Masterclasses. The
focus of this chapter is on the OPloT, a result display and result combination program which
I have written. There are two appendices, the first one, Appendix A, concerns my qualifi-
cation work, which I performed within the Monte Carlo Production Group. The last one,
Appendix B, contains tables with additional information on the MC samples in use.

A personal historical account

I started on my Ph.D. work in the fall of the year 2011, and am finishing the thesis now in July
2020, almost 9 years after I started. This is rather uncommon here at the University of Oslo,
as the stipulated length is three years’ full-time work, and one year dedicated to performing
duty work at the University, e.g. teaching. Therefore I think it is worth commenting on both
the reasons for and the consequences of this.

When I first started my work in the fall 2011, I was pregnant with my first child, and I
was prescribed a 50% sick leave shortly after I started working that lasted until my maternity
leave. As a consequence, I could not finish the work I was performing at the time, a data-
driven estimate of the dimuon fake background using the co-called Matrix Method. I did
however program the tool that has been in use in the yearly particle physics Masterclasses
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ever since (described in Chapter 8).
I was then on maternity leave until the fall 2012, when I returned partly to work (40%),

partly staying at home with my daughter (60%) until she started day care in the fall 2013. I
never returned to full-time work after that, always keeping it a maximum 80% to be able to
pick up my children in day care before closing time.

In the fall 2015 I was pregnant with my second child, and again partly on sick leave. At
that point in time I had finished my duty work (teaching) at the University and had performed
the qualification work that ensured I became an ATLAS author, and was working on one of
the main results of my thesis work, the minimal Z ′ models, as described in Section 6.4.2.
Again I could not complete my work before starting maternity leave. Luckily someone else
in the dilepton working group had also started working on the minimal models, and they
were able to finish the work (mainly adding the systematic uncertainties to the framework)
in time for the publication [1].

I returned to work in the fall 2017. The dilepton working group had at that point decided
to completely change their analysis strategy, from the traditional MC based analysis to a data-
driven analysis. I decided, together with my supervisor, that I would keep on the traditional
path, which also would serve as a cross-check for the new analysis strategy. As I was the only
person working on this analysis, I really started appreciate the collaboration I once had with
the dilepton group, and also how much easier it is to discover bugs and keep up-to-date with
all the ATLAS physics recommendations and tools and programming tweaks when working
in a group.

An obvious consequence of this long history is that my work has stretched out in time,
covering five different ATLAS publications. My work has been abruptly aborted at several
points in time, not enabling me to finish my contributions to the publications. In addition, I
have also had many short and some long absences from work battling periodic chronic ill-
nesses. However, the readers of this thesis are not asked to pity me as I am merely accounting
for historical facts. I submit this thesis with a feeling of great pride and accomplishment, and
am filled with a sense of having contributed to the search for the Final Theory of Nature.
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Chapter 1

Knowledge about the Universe – The
Standard Model of particle physics

Our world consists of objects, like the people you know, the trees that reach for the sky
and the ocean that covers most of the Earth’s surface. Objects consist of molecules. The
molecules consist of atoms. Atoms consist of electrons and protons and neutrons. Protons
and neutrons consist of quarks. This is the bottom line, as far as we know. Quarks and elec-
trons are pointlike particles without substructure that cannot be divided further.1 In addition
to the particles that make up most of the world we see, there are other, heavier versions of
these in the Universe, as well as some very light, ghostly particles, the neutrinos. All the
particles communicate with each other via one or more of the four fundamental forces – the
strong and the weak force, the electromagnetic force and the gravitational force. Still there
is something missing from our understanding, as we will look briefly into in Chapter 2, and
these missing pieces fuel our search for new particles, new forces and new theories, hoping
to find the Final Theory that describes everything in one beautiful, consistent framework.

1.1 A short introduction to the Standard Model of particle
physics

The standard theory of particle physics, or the Standard Model (SM) for short, is a math-
ematical theory describing all the known fundamental particles in Nature. The theoretical
framework is known as Quantum Field Theory (QFT), combining classical field theory with
special relativity and quantum mechanics. In QFT we think of the Universe as being perme-
ated by various fields, and the ripples in these field as the observed elementary particles.

1.1.1 A very brief history of the Standard Model

The first successful Quantum Field Theory was Quantum ElectroDynamics (QED). It was
developed between the 1920s and the 1940s. It was Paul Dirac who first formulated a quan-
tum theory in the 1920s, describing the interaction between radiation and matter [2].

1Of course, there is no guarantee that these particles are the bottom line. Quark and/or electron substituents
might be discovered in the future.
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In 1965 Richard Feynman [3] [4], Sin-Itiro Tomonaga [5] and Julian Schwinger [6] [7]
were awarded the Nobel Prize in physics for their work in this area. QED is the relativistic
QFT of electrodynamics, describing how light (photons) and matter interact.

In the 1950s so many new particles were discovered that the ensemble of them were
referred to as the “particle zoo”. One wondered if they could all be elementary particles. In
1963 George Zweig and Murray Gell-Mann independently proposed the existence of a new
set of elementary particles called “aces” or “quarks” respectively. It was the name “quark”
that caught on and it has been in use ever since. A new quantum number – color – was
proposed by Oscar W. Greenberg in 1964 after the discovery of Ω−, a particle consisting of
three strange quarks all with parallel spins. At least three colors had to exist because the three
identical quarks of the newly discovered Ω− cannot be in the same quantum state according
to the Pauli exclusion principle stating that two identical fermions cannot occupy the same
quantum state.

The asymptotic freedom of QCD, i.e. the apparent freedom of the quarks and gluons
at very short distances, was discovered in 1973 by David Gross, Frank Wilczek and David
Politzer. They shared the 2004 Nobel Prize in Physics "for the discovery of asymptotic
freedom in the theory of the strong interaction" [8].

In 1959, Sheldon Glashow [9], Abdus Salam and John Clive Ward [10] discovered how
to combine the electromagnetic and weak interactions, called electroweak interactions, in
one framework. Then in 1967 Steven Weinberg [11] and Abdus Salam [12] incorporated
the Brout-Englert-Higgs (BEH) mechanism into this theory, giving mass to the mediators of
the weak force (the W and Z bosons) while keeping the photon massless. The 1979 Nobel
Prize in physics [13] was awarded jointly to Sheldon Lee Glashow, Abdus Salam and Steven
Weinberg "for their contributions to the theory of the unified weak and electromagnetic inter-
action between elementary particles, including, inter alia, the prediction of the weak neutral
current." In 1972 Gerardus ’t Hooft and Martinus J. G. Veltman showed that the electroweak
theory was indeed renormalizeable (finite) and consistent [14]. The 1999 Nobel Prize in
Physics was awarded to ’t Hooft and Veltman for "for elucidating the quantum structure of
electroweak interactions in physics" [15].

1.1.2 The particles of the Standard Model

1.1.2.1 Fermions

There are twenty four matter particles – six quarks and six leptons, each with its correspond-
ing antiparticle. The antiparticles have the same properties as their respective particles, ex-
cept with additive quantum numbers (e.g. electric charge and color) reversed. The matter
particles are fermions, with spin ½, obeying Fermi-Dirac statistics, which means they obey
the Pauli exclusion principle that forbids two identical particles to be in the same state. Pairs
of quarks and leptons are grouped in three generations with increasing mass. Only the first
generation of leptons are stable. The origin of the three generations has been and still is a
mystery. Figure 1.1 offers a schematic illustration of the particles of the Standard Model,
with masses, electric charge, spin and lifetimes included wherever applicable. The five light-
est quarks have no mean life, as they hadronize rather than decay.
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Figure 1.1: The fundamental particles of the Standard Model [16]. The notation of the
drawing is shown as a blue mock particle X .
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Of the six leptons, three (electron e, muon µ, tau τ ) have electric charge and thus feel
the electromagnetic force and three (electron neutrino νe, muon neutrino νµ and tau neutrino
ντ ) do not. All six leptons interact weakly. The three neutrinos were long suspected to be
massless, but today they are believed to have a very small mass due to the fact that they
oscillate between the three flavors. In the SM the neutrinos are massless [16].

The six quarks – up, down, charm, strange, top, bottom – carry color charge (red, green
or blue) and thus interact via the strong force. They also carry fractional electric charge and
weak isospin, which means they interact electromagnetically and weakly. The quarks are for-
ever2 doomed to be confined in colorless combinations creating what is known as hadrons.
Possible colorless combinations are one of each color or anticolor, or color/anticolor combi-
nations.

1.1.2.2 Gauge bosons

In the Standard Model we find 12 spin 1 gauge bosons that mediate the strong, weak and
electromagnetic forces, as drawn in Figure 1.1. Because they are bosons they do not obey
the Pauli exclusion principle like fermions do, and therefore there is no limit on the number
of bosons that can occupy the same state.

The mediator of the electromagnetic force is called the photon. The photon is massless
and the range of the electromagnetic force is infinite. It is well described by QED.

The three gauge bosons of the weak interactions are called W± and Z0, or simply W
and Z bosons. They are all massive, with masses of approximately 80 and 91 GeV re-
spectively. While the relevant charge in QED is the electric charge, the relevant charge in
weak interactions is the third component of the weak isospin, I3. Only left-handed particles
and right-handed antiparticles carry non-zero weak isospin. W bosons couple only to left-
handed particles and right-handed antiparticles, while the Z boson couples predominantly to
left-handed particles and right-handed antiparticles.

There are eight massless mediators of the strong force, called gluons. They carry color
charge and therefore take part in strong interactions themselves. As a result, the effective
range of the strong interaction is not infinite, it has an effective limit of the order of 1 fm.
No quark or gluon has ever been observed as a free particle. They exist only in colorless
hadrons because the strong coupling constant grows with increasing distance between col-
ored objects, until there is enough energy stored to create new objects which then forms new
colorless hadrons. This is known as color confinement or just confinement, and is illustrated
in Figure 1.2. Curiously, at distances less than about 0.2 fm, when looking inside hadrons or
at very high energies, the gluons and quarks behave as free particles. This is what is known
as asymptotic freedom.

1.1.2.3 Higgs boson

The Brout-Englert-Higgs (BEH) field pervades the Universe, ensuring that quarks, leptons
and W and Z bosons are massive while keeping the photon massless. The more a particle
interacts with this field, the heavier it is.

2This is not quite true. It is true at non-extreme densities and temperatures. Under extreme conditions
asymptotically free quarks and gluons create a quark-gluon plasma (QGP), or quark-gluon soup.
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Figure 1.2: Drawing that illustrates color confinement - from the top: the red and the antired
quark try to get away from each other, then as the energy in the field between them increases
a new quark-antiquark pair is created and two new colorless hadrons are formed.

The Higgs boson is the observable manifestation of the BEH field. It is itself quite
massive, weighing in at 125.18 ± 0.16 GeV [16]. The Higgs boson is the only scalar (spin
0) particle in the Standard Model. It carries no electric or color charge.

1.2 A short mathematical description of the Standard Model

We now briefly and superficially describe the mathematics behind the SM, starting with the
simplest theory, namely QED, which describes the interaction of photons with matter.3 The
reader is assumed familiar with the background for Quantum Field Theory, and we jump
straight into the mathematics of the SM. Note that this section does not aim to be a fully
detailed textbook description, merely a short summary of the most important aspects of the
theory.

1.2.1 Quantum electrodynamics

1.2.1.1 The QED Lagrangian density

The free-fermion Lagrangian density (often referred to as only “the Lagrangian” for brevity)
L0 is given by

L0(x) ≡ L0 = ψ̄(x) (iγµ∂µ −m)ψ(x), (1.1)

where m is the rest mass of the fermion.

3Unless stated otherwise, this section is based on reference [17].

9



The Lagrangian density is invariant under the global phase transformations

ψ(x)→ψ′(x) = ψ(x)e−iα (1.2)

ψ̄(x)→ψ̄′(x) = ψ̄(x)eiα,

where α is a real number. This can be shown to ensure that the electromagnetic current

sµ(x) ≡ −qψ̄(x)γµψ(x) (1.3)

satisfies ∂µsµ(x) = 0 and thus is conserved, so that the charge

Q = −q
∫

d3xψ†(x)ψ(x) (1.4)

is conserved. Invariance of the Lagrangian density under some transformation always im-
plies a conserved quantity, summarized in what is known as Noether’s theorem.

The electromagnetic interaction is introduced by means of minimal substitution,

∂µ → Dµ = [∂µ + iqAµ(x)], (1.5)

where q is the electromagnetic charge of the fermion. This transforms the Lagrangian density
to

L = ψ̄(x)(iγµDµ −m)ψ(x)

= L0 − qψ̄(x)γµψ(x)Aµ(x)

= L0 − sµ(x)Aµ(x)

≡ L0 + L1 (1.6)

The theory has to be invariant under a local gauge transformation of the potentials

Aµ(x)→ A′µ(x) = Aµ(x) + ∂µf(x), (1.7)

with f(x) as an arbitrary real, differentiable function. The Lagrangian density is invariant
under this transformation if and only if the Dirac fields themselves ψ(x) and ψ̄(x) undergo
the local transformations

ψ(x)→ψ′(x) = ψ(x)e−iqf(x) (1.8)

ψ̄(x)→ψ̄′(x) = ψ̄(x)eiqf(x)

Any theory that is invariant under such local gauge transformations is said to be a gauge
theory. This set of arguments also works the other way around – we can derive the QED
Lagrangian density in Equation (1.6) from the free-fermion Lagrangian L0 density in Equa-
tion (1.1) by demanding that it is invariant under the local gauge transformations (1.8). We
will encounter this in the next section about electroweak interactions.
L0 in Equation (1.6) is the Lagrangian density of the free Dirac field, while L1 is in-

terpreted as the interaction Lagrangian density. L1 couples the conserved electromagnetic
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current sµ(x) in Equation (1.3) to the electromagnetic potential Aµ(x) of the electromag-
netic field, and thus describes the interaction between an electrically charged particle and the
electromagnetic field.

Lastly we add to the Lagrangian a term that describes the free electromagnetic field and
obtain the complete QED Lagrangian,

L = ψ̄(x) (iγµ∂µ −m)ψ(x)− 1

4
Fµν(x)F µν(x)− qψ̄(x)γµψ(x)Aµ(x) (1.9)

= L0 + L1

where
F µν(x) = ∂νAµ(x)− ∂µAν(x). (1.10)

is the electromagnetic field tensor, and enters in the redefined L0. L1 is defined as previ-
ously in Equation (1.6).

1.2.1.2 The S-matrix

We are interested in QED in the context of a collider experiment. Using the theory, we
can predict the probabilities a final state particle configuration when knowing the initial
state particle configuration, e.g the beam particles’ 4-momenta and species, and calculate the
differential cross-section of a particle scattering event. The system is in an initial state |i〉 at
an initial time ti = −∞ long before the scattering, where the particles are too far apart to
interact. The S-matrix is defined as the time evolution operator that relates the initial state at
time ti = −∞ to the final state |f〉 at time tf = +∞:

S|i(ti = −∞)〉 = |f(tf =∞)〉.

The S-matrix is the solution to the equations of motions for the fields given the initial and
final states. After the collision, the probability density to measure certain particles with
certain momenta, spins, etc. is

|〈f |(S|i〉)|2 = |〈f |S|i〉|2 ≡ Sfi.

We skip the exact form of the S-matrix here, but the interested reader is referred to page
101 of reference [17]. The S-matrix can be calculated to an arbitrary order of perturbation
theory.

From the S-matrix expansion we can calculate experimentally observable properties, like
the cross-sections, decay widths and lifetimes. This calculation is quite complicated. Luck-
ily, Richard Feynman discovered a set of rules that lead to the result in an easier way.

1.2.1.3 Feynman rules

In Figure 1.3 we see a Feynman diagram for a basic QED scattering process, including the
basic QED vertex (marked in red) coupling a fermion to a photon. All particle interactions
in QED can be constructed by combining these basic vertices. Feynman discovered that the
results of the complicated calculations involving the S-matrix expansion could be anticipated
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Figure 1.3: A Feynman dia-
gram for a basic QED scatter-
ing process. The basic QED
vertices are written in red.

by drawing these diagrams and writing down factors corresponding to the different parts of
the diagram. The allowed vertices in a given theory are found by inspecting the interac-
tion Lagrangian density. The exact Feynman rules for QED can be found in Appendix B of
reference [17]. All the information about the dynamics of the process, related to the physi-
cal theory, is contained in the so-called Feynman amplitudeM within the S-matrix, whose
absolute square is proportional to the cross-section of the process.

1.2.2 Electroweak interactions

To formulate a theory of weak interactions, we require gauge invariance of the Lagrangian
density. Within the description in this section, fermion and boson masses are all zero. This is
not what we observe in Nature, and in Section 1.2.4 these particles will acquire mass through
the BEH mechanism.

1.2.2.1 Lepton sector

Experiments have shown that the weak charged current mediated by W± acts on left-handed
particles only. This “handedness” is directly related to the chirality of a particle. For massless
particles, the chirality of the particle is the same as the helicity of the particle, where helicity
is the projection of the spin onto the direction of motion.4 Because of this fundamental
difference between right- and left-handed fields, we group the left-handed fields in doublets,

ΨL
l (x) =

(
ψL
νl

(x)

ψL
l (x)

)
(1.11)

4Meaning the helicity is left-handed if the direction of the spin is in the opposite direction of the motion of
the particle.
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and we leave the right-handed fields in singlets ψR
l (x) and ψR

νl
(x). The left- and right-handed

lepton fields are obtained by applying the projection operators PL and PR,

ψL(x) = PLψ(x), PL ≡ 1

2
(1− γ5), (1.12)

ψR(x) = PRψ(x), PR ≡ 1

2
(1 + γ5),

with the “fifth γ matrix” defined as γ5 = iγ0γ1γ2γ3. Using the definitions above and ne-
glecting the masses at this point, it can be shown that the free-fermion Lagrangian density in
Equation 1.1 can be written as

L0 = i
[
Ψ̄L
l (x)γµ∂µΨL

l (x) + ψ̄R
l (x)γµ∂µψ

R
l (x) + ψ̄R

νl
(x)γµ∂µψ

R
νl

(x)
]
. (1.13)

Summation over all different kind of leptons, l = e, µ, τ , is implied in this equation and in
the following.

We follow the procedure as described in the last section and find a set of global phase
transformations leaving the free-lepton Lagrangian density invariant, finally leading to con-
served currents and quantities.

The Pauli matrices

τ1 =

(
0 1

1 0

)
, τ2 =

(
0 −i
i 0

)
, τ3 =

(
1 0

0 −1

)
, (1.14)

satisfy the commutation relations [τi, τj] = 2iεijkτk with εijk being the antisymmetric tensor.
The global phase transformations

ΨL
l (x)→ ΨL′

l (x) = e
1
2
iωjτjΨL

l (x) (1.15)

Ψ̄L
l (x)→ Ψ̄L′

l (x) = Ψ̄L
l (x)e−

1
2
iωjτj

leave the term iΨ̄L
l (x)γµ∂µΨL

l (x) in Equation (1.13) invariant. The right-handed lepton fields
are defined as invariant under any SU(2) transformation. This ensures that the whole free-
lepton Lagrangian density L0 is invariant and the corresponding conserved quantities are
called the weak isospin currents,

Jµi (x) =
1

2
Ψ̄L
l (x)γµτiΨ

L
l (x), i = 1, 2, 3. (1.16)

Conserved currents imply conserved quantities according to Noether’s theorem, and the three
conserved quantities are called weak isospin charges IWi ,

IWi =

∫
d3xJ0

i (x) =
1

2

∫
d3xΨL†

l (x)τiΨ
L
l (x), i = 1, 2, 3. (1.17)

Using Equation (1.12) and the Pauli matrices (Equation (1.14)) we can rewrite the two first
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components of the weak isospin currents in Equation (1.16) as

Jα(x) = ψ̄l(x)γα(1− γ5)ψνl(x), (1.18)

Jα† = ψ̄νlγ
α(1− γ5)ψl(x). (1.19)

These are charged currents, coupling the electrically neutral neutrinos to the charged leptons.
The third component of the weak isospin current,

Jµ3 (x) =
1

2
ψ̄L
νl

(x)γµψL
νl

(x)− 1

2
ψ̄L
l (x)γµψL

l (x), (1.20)

is an electrically neutral current, it couples either electrically charged leptons or neutral neu-
trinos. The last term of Jµ3 is equal to the electromagnetic current in Equation (1.3) except
for a constant factor, hinting at an interconnection between electromagnetic and weak inter-
actions. Based on this we define a new current, the weak hypercharge current JµY ,

JµY (x) =
1

e
sµ(x)− Jµ3 (x) = −1

2
Ψ̄L
l (x)γµΨL

l (x)− ψ̄R
l (x)γµψR

l (x). (1.21)

We call the conserved quantity corresponding to this conserved current the weak hypercharge

Y =

∫
d3xJ0

Y (x). (1.22)

From Equation (1.21) we see that the electric chargeQ, the weak isocharge IW3 and the weak
hypercharge Y are linked via the equation

Y =
1

e
Q− IW3 . (1.23)

We can now find the weak isospin charge IW3 and the weak hypercharge Y of the various
leptons. From Equation (1.11) and the Pauli matrices defined in Equation (1.14) we find that

τ3ΨL
l (x) =

(
1 0

0 −1

)(
ψL
νl

(x)

ψL
l (x)

)
=

(
ψL
νl

(x)

−ψL
l (x)

)
, (1.24)

meaning that the left-handed νl neutrino has weak isospin charge IW3 = +1
2

and the left-
handed l− lepton has weak isospin charge IW3 = −1

2
. The right-handed lepton fields are

isoscalars which means the right-handed neutrino νl and lepton l− have weak isospin charge
0. The right-handed antiparticles have weak isospin with the same value, but opposite sign,
while the left-handed antiparticles have weak isospin charge 0. The values of the weak
hypercharge follow from Equation (1.23).

The conservation of weak hypercharge also follows directly from the invariance of the
free-lepton Lagrangian density (1.13) under the global U(1) phase transformations

ψ(x)→ ψ′(x) = eiβY ψ(x), (1.25)

ψ̄(x)→ ψ̄′(x) = e−iβY ψ̄(x),
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where β is a real number and Y is the weak hypercharge.
We now require L0 to be invariant under local SU(2)L and U(1)Y transformations. The

local SU(2)L transformations are

ΨL
l (x)→ ΨL′

l (x) = e
1
2
igτjωj(x)ΨL

l (x) (1.26)

Ψ̄L
l (x)→ Ψ̄L′

l (x) = Ψ̄L
l (x)e−

1
2
igτjωj(x)

ψR
l (x)→ ψR′l (x) = ψR

l (x), ψR
νl

(x)→ ψR′νl (x) = ψR
νl

(x)

ψ̄R
l (x)→ ψ̄R′l (x) = ψ̄R

l (x), ψ̄R
νl

(x)→ ψ̄R′νl (x) = ψ̄R
νl

(x)

where ωj(x), j = 1, 2, 3 are three arbitrary real differentiable functions of x and g is a real
constant which will be revealed as a coupling constant later. The free-lepton Lagrangian den-
sity in Equation (1.13) is not invariant under these transformations, and we must exchange
the ordinary derivatives ∂µΨL

l (x) by covariant derivatives DµΨL
l (x),

∂µΨL
l (x)→ DµΨL

l (x) =
[
∂µ + igτjW

µ
j (x)/2

]
ΨL
l (x). (1.27)

Note that we introduce three real gauge fieldsW µ
j (x), in analogy to the one gauge fieldAµ(x)

introduced in QED, one for each SU(2)L generator. This leaves us with a new expression for
the Lagrangian density

L̃0 = i
[
Ψ̄L
l (x)γµDµΨ̄L

l (x) + ψ̄R
l (x)γµ∂µψ

R
l (x) + ψ̄Rνl(x)γµ∂µψ

R
νl

(x)
]
.

We also need the covariant derivatives DµΨL
l (x) to transform in the same way as the fields

ΨL
l (x), i.e.

DµΨL
l (x)→ eigτjωj(x)/2DµΨL

l (x) (1.28)

This is a complicated matter, but it can be shown that infinitesimal transformations

W µ
i (x)→ W µ′

i (x) = W µ
i (x) + δW µ

i (x) (1.29)

≡ W µ
i (x)− ∂µωi(x)− gεijk(x)W µ

k (x), smallωj(x)

are sufficient to consider. We now require local U(1)Y invariance. The local phase transfor-
mations are

ψ(x)→ ψ′(x) = eig
′Y f(x)ψ(x) (1.30)

ψ̄(x)→ ψ̄′(x) = ψ̄(x)e−ig
′Y f(x).

Y is the weak hypercharge defined in Equation (1.22), g′ is a real number (a coupling con-
stant) to be determined later, and f(x) is an arbitrary real differentiable function. As before
we replace the ordinary derivatives by covariant derivatives,

∂µψ(x)→ Dµψ(x) = [∂µ + ig′Y Bµ(x)]ψ(x), (1.31)

where Bµ(x) is a real gauge field that transforms like

Bµ(x)→ Bµ′(x) = Bµ(x)− ∂µf(x) (1.32)
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and ψ is any one of the four lepton fields ψL
l , ψL

νl
, ψR

l or ψR
νl

. This ensures local U(1)Y

invariance.

We now use the local SU(2)L and U(1)Y transformations at the same time and obtain
the leptonic Lagrangian density5

LL = i
[
Ψ̄L
l (x)γµDµΨL

l (x) + ψ̄R
l (x)γµDµψ

R
l (x) + ψ̄R

νl
(x)γµDµψ

R
νl

(x)
]

(1.33)

DµΨL
l (x) =

[
∂µ +

1

2
igτjW

µ
j (x)− 1

2
ig′Bµ(x)

]
ΨL
l (x)

DµψR
l (x) = [∂µ − ig′Bµ(x)]ψR

l (x)

DµψR
νl

(x) = ∂µψR
νl

(x).

We define the fields W µ
i (x) to be invariant under local U(1)Y transformations and Bµ(x)

to be invariant under local SU(2)L transformations, and the Lagrangian density LL is then
invariant under both and is said to be SU(2)L × U(1)Y gauge-invariant.

Next, we rewrite the leptonic Lagrangian density (1.33) in terms of the weak isospin
currents defined in Equation (1.16),

LL = L0 − gJµi (x)Wiµ(x)− g′JµY (x)Bµ(x) ≡ L0 + LI , (1.34)

where LI represents the interaction of the weak isospin and weak hypercharge currents with
the gauge fields Wiµ(x) and Bµ(x).

We rewrite LI in terms of the charged leptonic currents Jµ(x) and Jµ†(x),

Jµ(x) = 2[J1µ(x)− iJ2µ(x)] = ψ̄l(x)γµ(1− γ5)ψνl(x) (1.35)

J†µ(x) = 2[J1µ(x) + iJ2µ(x)] = ψ̄νl(x)γµ(1− γ5)ψl(x),

and a new gauge field Wµ(x) and its adjoint W †
µ(x),

Wµ(x) =
1√
2

[W1µ − iW2µ(x)] (1.36)

W †
µ(x) =

1√
2

[W1µ + iW2µ(x)] .

The first two terms of LI can be written as

− g
2∑
i=1

Jµi (x)Wiµ(x) = − g

2
√

2

[
Jµ†(x)Wµ(x) + Jµ(x)W †

µ(x)
]
. (1.37)

From Equations (1.37) and (1.35) we get the basic vertices for the charged electroweak in-
teractions, drawn in Figure 1.4(a). The quanta of the two fields W µ and W µ† are interpreted
as the physical, yet still massless, W± bosons.

We return to Equation (1.34) and concentrate on the last two terms of LI , rewriting

5We urge the reader to take care not to be confused here. The notation follows what is done in reference
[17]. The three Dµ’s are not defined by themselves, but rather the three combinations of the Dµ’s and the
spinors are uniquely defined as written.

16



(a) Wlν vertex (b) Zl+l− vertex

(c) Zνν̄ vertex

Figure 1.4: Basic vertices involving the weak gauge bosons.

W3µ(x) and Bµ(x) as linear combinations of two new Hermitian fields Aµ(x) and Zµ(x),
and also introducing the weak mixing angle θW (also known as the Weinberg angle),

W3µ(x) = cos θWZµ(x) + sin θWAµ(x) (1.38)

Bµ(x) = − sin θWZµ(x) + cos θWAµ(x).

The weak mixing angle is a quantitative measure of the mixture of weak and electromagnetic
interactions. A value θW = 0 totally decouples the two interactions. θW must be measured in
experiments. The current and precise measurements yield a value of sin2 θW = 0.23129 [16].

Combining (1.38) with the expression (1.21) we rewrite the two last terms of Equation
(1.34) as

−Jµ3 (x)W3µ(x)− g′JµY (x)Bµ(x) (1.39)

= −g
′

e
sµ(x)

[− sin θWZµ(x) + cos θWAµ(x)]
]

− Jµ3 (x)
(
g[cos θWZµ(x) + sin θWAµ(x)]

− g′[− sin θWZµ(x) + cos θWAµ(x)]
)
.

We now demand thatAµ(x) is the electromagnetic field and that it couples to electric charges
in the usual way, i.e. through the term sµ(x)Aµ(x) in the interaction Lagrangian in Equa-
tion (1.6). Then we see that the term Jµ3 (x)Aµ(x) must vanish. This means we require
g′ cos θW = g sin θW , and then g′ cos θW = g sin θW = e. With this final step we arrive at
the SU(2)L × U(1)Y gauge-invariant interaction Lagrangian density that Sheldon Glashow
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proposed in 1961,

LI =− sµ(x)Aµ(x)− g

2
√

2

[
Jµ†(x)Wµ(x) + Jµ(x)W †

µ(x)
]

− g

cos θW

[
Jµ3 (x)− 1

e
sin2 θW s

µ(x)
]
Zµ(x) (1.40)

We easily recognize the first term from QED, the electromagnetic current is coupled to the
photon field. The second and third term we saw earlier in Equation (1.37). The last two terms
represent weak neutral currents, and we can get the basic vertices for the neutral electroweak
currents. This is illustrated in Figures 1.4(b) and 1.4(c). The quantum of the Zµ(x) field is
the physical, yet massless, Z0 boson.

1.2.2.2 Quark sector

The description of quarks in electroweak theory very much resembles the one for leptons.
The six left-handed quarks are placed in doublets,(

u

d

)
L

,

(
c

s

)
L

,

(
t

b

)
L

with weak isospin IW3 = +1
2

for up-type quarks and IW3 = −1
2

for down-type quarks, and the
six right-handed quarks, uR, dR, cR, sR, tR and bR, are singlets. However, unlike the leptons,
the three generations of quarks have the ability to transform between the three generations
through charged current interactions mediated by W± bosons. The vertex factors involving
quarks in electroweak reactions are equal to the ones involving leptons, except that they
carry an extra factor representing the probability of the quark to transition between different
generations. This probability is given by the Cabibboo-Kobayashi-Maskawa (CKM) mixing
matrix. The current values of these elements are [16],

VCKM =

|Vud| |Vus| |Vub||Vcd| |Vcs| |Vcb|
|Vtd| |Vts| |Vtb|


=

 0.97434+0.00011
−0.00012 0.22506± 0.00050 0.00357± 0.00015

0.22492± 0.0050 0.97351± 0.00013 0.0411± 0.0013

0.00875+0.00032
−0.00033 0.0403± 0.0013 0.99915± 0.00005


The probability for a quark transition from flavor i to flavor j is |Vij|2. Only transitions
between up quarks and down quarks are allowed, i.e. an up (down) quark can never transform
into a different flavor up (down) quark. The largest values are on the diagonal, meaning that
the transitions between the same generation quarks (u↔d, c↔s, t↔b) are more common
than jumping generations (e.g. u↔s or s↔t).

1.2.2.3 Vector boson self-interaction

The vector bosons W± and Z0 carry a weak charge, and therefore have self-interactions,
meaning they interact also when no leptons or quarks are present. As for the photon fields,
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we need terms that are SU(2)L × U(1)Y invariant. For Bµ(x) we construct an expression in
analogy with Aµ(x) in QED, as defined in Equation (1.10),

−1

4
Bµν(x)Bµν(x), Bµν(x) ≡ ∂νBµ(x)− ∂µBν(x)

The case for the W µ
i (x) fields is more complex. The interested reader is referred to a book

on Quantum Field Theory, e.g. [17], the end result is quoted here:

−1

4
Gi,µν(x)Gµν

i (x), Gµν
i ≡ F µν

i (x) + gεijkW
µ
j (x)W ν

k (x)

where εijk is the antisymmetric tensor and

F µν
i ≡ ∂νW µ

i (x)− ∂µW ν
i (x).

Combining everything, we get

LB = −1

4
Bµν(x)Bµν(x)− 1

4
Gi,µν(x)Gµν

i (x) (1.41)

= −1

4
Bµν(x)Bµν(x)− 1

4
Fi,µν(x)F µν

i (x)

+ gεijkWi,µ(x)Wj,ν(x)∂µW ν
k (x)

− 1

4
g2εijkεilmW

µ
j (x)W ν

k (x)Wl,µ(x)Wm,ν(x)

The first two terms of Equation (1.41) represent the free gauge fields, while the two last terms
represent self-interaction of the gauge bosons. The basic vertices of this theory are shown in
Figure 1.5. No other combination (such as γγγ or Z0Z0Z0) is allowed within the SM.

Figure 1.5: Additional basic vertices of the electroweak theory, representing the self-
interaction of gauge bosons.

1.2.3 Quantum Chromodynamics

Quarks carry the quantum number color, also known as color charge. The different flavors
of quarks carry different mass, as noted in Figure 1.1, but the three different colors of any
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given quark flavor carry equal mass.
In analogy with QED, we claim that the free-quark Lagrangian density is

L0 = Ψ̄q(x)(γµi∂µ −mq)Ψq(x), (1.42)

with the quarks in color triplets

Ψq(x) =

ψqr(x)

ψqg(x)

ψqb(x)

 .

The QCD Lagrangian density is invariant under the global SU(3)C transformations

Ψq(x)→ Ψ′q(x) = U(α)Ψq(x) ≡ e
1
2
iαiλiΨq(x) (1.43)

Ψ̄q(x)→ Ψ̄′q(x) = Ψ̄q(x)U †(α) ≡ Ψ̄q(x)e−
1
2
iαiλi

λi, i = 1, 2, . . . 8 are the eight Gell-Mann matrices that act as the generators of SU(3)C

and αi are eight real constants and α ≡ (α1, α2, . . . , α8). The invariance follows from the
unitarity of the SU(3)C transformations U †U = 1, yielding eight conserved currents,

Sµi (x) =
1

2
Ψ̄q(x)γµλiΨq(x). (1.44)

This color-octet current conserves the color. Quarks carry color charge (red, green, blue),
antiquarks carry anticolor (antired, antigreen, antiblue) and gluons carry a color and an an-
ticolor. A quark can change color for example from blue (b) to red (r) by radiating a gluon
(br̄), and the gluon compensates for this by carrying the colors blue and antired, as illustrated
in Figure 1.6. Note that the flavor does not change, e.g. an up quark stays an up quark, only
the charged currents of the weak interactions are flavor-changing.

Figure 1.6: An example of the color-octet current conserving color. An incoming blue quark
radiates a blue+antired gluon and transitions into a red quark. There are 8 gluons in the SM
with different color-anti color combinations that accounts for all possible color transitions.

We now consider local SU(3)C transformations

Ψq(x)→ Ψ′q(x) = e
1
2
igsλjωj(x)Ψq(x) (1.45)

Ψ̄q(x)→ Ψ′q(x) = Ψ̄q(x)e−
1
2
igsλjωj(x),

with ωj(x), j = 1, 2, . . . , 8 are real differentiable functions and gs is a real constant which
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later will be identified as the strong coupling constant. To ensure invariance under these local
SU(3)C transformations, we exchange the ordinary derivatives ∂µ for covariant derivatives
Dµ,

∂µΨq(x)→ DµΨq(x) =

(
∂µ +

1

2
igsλjA

µ
j

)
Ψq(x) (1.46)

The eight new real gauge fields Aµj (x) are called gluon fields. Combining the free-quark
Lagrangian density in Equation (1.42) and the covariant derivatives we get

Lq = Ψ̄q(x) (iγµDµ −mq) = Ψ̄q(x) (iγµ∂µ −mq) Ψq(x)− gsSjµAµj = L0 + LI, (1.47)

with Sjµ defined in Equation (1.44). LI generates a three-point quark-gluon vertex, as illus-
trated in Figure 1.7(a).

(a) Basic vertex for quark-gluon interac-
tion.

(b) Basic vertices for gluon self-interaction.

Figure 1.7: Feynman diagrams of the basic vertices of QCD.

To ensure that the Lagrangian density Lq is invariant under the local SU(3)C transforma-
tions in Equation (1.45), the transformation of the gluon fields Aµj (x) are chosen carefully
such that the covariant derivatives DµΨq(x) transform in the same way as the fields Ψq(x)

themselves,
DµΨq(x)→ e

1
2
igsλjωj(x)DµΨq(x).

As for electroweak interactions this is a complicated matter, but it can be shown [17] that it
suffices to consider infinitesimal transformations given by

Aµi (x)→ Aµ′i (x) ≡ Aµi (x)− ∂µωi(x)− gsfijkωj(x)Aµk(x)

for small ωj(x), where fijk are the structure constants defined by the commutation relation
[F̂i, F̂j] = ifijkF̂k with summing over repeated color indices k = 1, 2, . . . , 8, and F̂i =
1
2
λi, i = 1, 2, . . . 8.

In addition to the terms in Lq describing quark fields and the interactions between quark
and gluon fields, the complete QCD Lagrangian density contains terms which describe the
gluons in the absence of quarks. These terms also need to be SU(3)C gauge invariant. In
analogy with QED and the term added in Equation (1.9) describing the free electromagnetic
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field, we examine the following expression describing free gluon fields,

− 1

4
Fiµν(x)F µν

i (x), F µν
i ≡ ∂νAµi (x)− ∂µAνi (x). (1.48)

This expression is not SU(3)C gauge invariant. To restore the invariance, the free gluon
fields are replaced by Gµν

i (x),

Gµν
i (x) ≡ F µν

i (x) + gsfijkA
µ
j (x)Aνk(x), (1.49)

obtaining the Lagrangian density for the free gluon fields,

LG = −1

4
Giµν(x)Gµν

i (x). (1.50)

The full Lagrangian density for the strong interaction is obtained by combining Equations
(1.42) and (1.50),

L = Ψ̄q(x)[iγµD
µ −mq]Ψq(x)− 1

4
Gi,µν(x)Gµν

i (x). (1.51)

Rewriting LG in Equation (1.50) using Equation (1.49) we obtain

LG =− 1

4
Fi,µν(x)F µν

i (x) + gsfijkAi,µ(x)Aj,ν(x)∂µAνk(x) (1.52)

− 1

4
g2
sfijkfilmA

µ
j (x)Aνk(x)Al,µ(x)Am,ν(x).

The first term represents eight non-interacting massless gluon fields. The second and third
terms represent self-interactions of the gluon fields, as illustrated in Figure 1.7(b).

1.2.4 The Brout-Englert-Higgs mechanism

In the previous sections all lepton and boson masses were set to zero, while in Nature the
weak gauge bosons W± and Z0 and all the fermions have a non-zero mass. Simply adding
a mass term (e.g. −mlψ̄l(x)ψl(x) for leptons) spoils the gauge invariance of the theory. The
solution is spontaneous symmetry breaking (SSB) of the SU(2)L × U(1)Y invariance while
preserving the U(1) invariance of QED and keeping the photon massless.

In the following we focus on symmetry breaking in the lepton sector of the electroweak
theory. Similar arguments could be made also for quarks.

The Lagrangian density of the electroweak theory is

L = LL + LB

where LL is the leptonic Lagrangian density in Equation (1.33) and LB is the gauge boson
Lagrangian density in Equation (1.41). We know that the Lagrangian density L is exactly
invariant under SU(2)L × U(1)Y gauge transformations. In the following we introduce the
Brout-Englert-Higgs (BEH) field, that is a scalar field with a non-vanishing vacuum expec-
tation value (VEV) which is not invariant under the gauge transformations. This will result
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in a spontaneous symmetry breaking.

We want to break the SU(2)L×U(1)Y symmetry, and therefore we introduce a new weak
isospin doublet

Φ(x) =

(
φa(x)

φb(x)

)
where φa(x) and φb(x) are scalar fields under Lorentz transformations. This new doublet
transforms the same way as the isospin doublet ΨL

l (x) in Equations (1.26) and (1.30) under
SU(2)L × U(1)Y gauge transformations, i.e. under SU(2)L transformations according to

Φ(x)→ Φ′(x) = e
1
2
igτjωj(x)Φ(x) (1.53)

Φ†(x)→ Φ†′(x) = Φ†(x)e−
1
2
igτjωj(x)

and under U(1)Y according to

Φ(x)→ Φ′(x) = eig
′Y f(x)Φ(x) (1.54)

Φ†(x)→ Φ†′(x) = Φ†(x)e−ig
′Y f(x)

We now add a new term LH to the Lagrangian density to include the BEH field Φ(x) and
its interactions with the gauge boson fields, while retaining the SU(2)L × U(1)Y gauge-
invariance,

LH = [DµΦ(x)]†[DµΦ(x)]− µ2Φ†(x)Φ(x)− λ[Φ†(x)Φ(x)]2. (1.55)

The covariant derivatives are

DµΦ(x) =

[
∂µ +

1

2
igτjW

µ
j (x) + ig′Y Bµ(x)

]
Φ(x).

in analogy with Equation (1.28).

The two last terms of Equation (1.55) define the potential energy density of the field. For
it to be bounded from below, we require λ > 0. For µ2 we choose µ2 < 0, which gives the
potential its characteristic shape, namely that of a Mexican hat, or the bottom of a bottle, as
illustrated in Figure 1.8. This shape enables a spontaneous symmetry breaking. The energy
density is at a minimum for a constant BEH field

Φ(x) = Φ0 =

(
φ0
a

φ0
b

)
, Φ†0Φ0 = |φ0

a|2 + |φ0
b |2 =

v2

2
, v =

√
−µ

2

λ
.

Choosing any one point induces a spontaneous symmetry breaking. We choose

Φ0 =

(
φ0
a

φ0
b

)
=

1√
2

(
0

v

)
.

Any other choice of Φ0 is related to this value by a global phase transformation.

In general, the BEH field of the vacuum ground state Φ0 is not SU(2)L × U(1)Y gauge-
invariant. It must however be invariant under electromagnetic U(1) gauge transformations
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(a) µ2 > 0 (b) µ2 < 0

Figure 1.8: The potential energy density V(Φ) for λ > 0. Choosing a value µ2 > 0 generates
a function with one absolute minimum, while µ2 < 0 generates a local maximum and a
whole circle of absolute degenerate minima.

due to the zero photon mass that is indicative of an unbroken symmetry. We assign the weak
hypercharge Y = 1

2
to the Higgs field. With this choice we see that the lower component,

with I3 = −1
2
, has electric charge 0 according to Equation (1.23). Looking at the electro-

magnetic U(1) transformation of the BEH field,

Φ(x)→ Φ′(x) = e−i(Y+IW3 )ef(x)Φ(x),

we see that this ensures that the lower component of the BEH field is invariant.

The upper component, with I3 = 1
2
, is not invariant under this transformation.

To account for the lepton masses we need another term in the Lagrangian density, LLH,
a Yukawa interaction of the following form:

LLH =− gl
[
Ψ̄L
l (x)ψR

l (x)Φ(x) + Φ†(x)ψ̄R
l (x)ΨL

l (x)
]

(1.56)

− gνl
[
Ψ̄L
l (x)ψR

νl
(x)Φ̃(x) + Φ̃†ψ̄R

νl
(x)ΨL

l (x)
]
,

where gl and gνl are dimensionless coupling constants and Φ̃(x) is given by

Φ̃(x) = −i[Φ†(x)τ2]> =

(
φ?b(x)

−φ?a(x)

)
.

The Lagrangian density LLH can be shown to be invariant under SU(2)L × U(1)Y gauge
transformations.

The total Lagrangian density of the standard electroweak theory for leptonic processes is
summarized as

L = LL + LB + LH + LLH
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with LL from (1.33), LB from (1.41), LH from (1.55) and LLH from (1.56):

L = i
[
Ψ̄L
l (x)γµDµΨL

l (x) + ψ̄R
l (x)γµDµψ

R
l (x) + ψ̄R

νl
(x)γµDµψ

R
νl

(x)
]

(1.57)

− 1

4
Bµν(x)Bµν(x)− 1

4
Gi,µν(x)Gµν

i (x)

+ [DµΦ(x)]†[DµΦ(x)]− µ2Φ†(x)Φ(x)− λ[Φ†(x)Φ(x)]2

− gl
[
Ψ̄L
l (x)ψR

l (x)Φ(x) + Φ†(x)ψ̄R
l (x)ΨL

l (x)
]

− gνl
[
Ψ̄L
l (x)ψR

νl
(x)Φ̃(x) + Φ̃†ψ̄R

νl
(x)ΨL

l (x)
]
,

In order to facilitate a more practical interpretation of the Lagrangian density, we change
now to the unitary gauge. Any BEH field can be reparametrized in terms of its deviation
from the vacuum field Φ0 in the form

Φ(x) =
1√
2

(
η1(x) + iη2(x)

v + σ(x) + iη3(x)

)
(1.58)

with σ(x) and ηi(x), i = 1, 2, 3 as real fields. Written from now on in the unitary gauge, the
BEH field Φ(x) can be written as

Φ(x) =
1√
2

(
0

v + σ(x)

)
. (1.59)

The three η(x) fields are now gone.6 The gauge transformation used to transform Equation
(1.58) to (1.59) is a SU(2)L×U(1)Y transformation, see equations (1.54) and (1.53). All
other fields also transform according to equations (1.26), (1.29) and (1.30), (1.32). In the
following we assume all fields are expressed in the unitary gauge.

We now transform the Lagrangian density in Equation (1.57) into the unitary gauge. This
is done by writing Φ(x) in the unitary gauge and using Equations (1.36) and (1.38) to replace
the fields W µ

j (x) and Bµ(x) by W µ(x), W †µ(x), Zµ(x) and Aµ(x). The actual calculations
are omitted here, only the result is quoted.

Transforming the terms LB + LH from Equations (1.33) and (1.41) we get

LB + LH =− 1

4
Fµν(x)F µν(x) (1.60)

− 1

4
F †Wµν(x)F µν

W (x) +m2
WW

†
µ(x)W µ(x)

− 1

4
Zµν(x)Zµν(x) +

1

2
m2
ZZµ(x)Zµ(x)

+
1

2
(∂µσ(x))∂µσ(x))− 1

2
m2
Hσ(x)2

+ LBB,I + LHH,I + LHB,I + constant term,

6The unitary gauge is designed for exactly this purpose, to transform away the so-called Golds tone fields,
ηi(x), associated with massless Goldstone bosons. No such Goldstone bosons have ever been observed in
Nature. The three fields ηi(x) are unphysical (if they had not been, they could not have been simply transformed
away), and the associated Goldstone bosons are often said to be “eaten” by W± and Z0 so that they acquire
their mass.
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with

FWµν(x) ≡ ∂νW µ(x)− ∂µW ν(x), and Zµν(x) ≡ ∂νZµ(x)− ∂µZν(x),

and

mW =
1

2
vg, mZ =

mW

cos θW
, mh =

√
−2µ2 (1.61)

v =

√
−µ

2

λ
> 0, g sin θW = g′ cos θW = e.

The exact expression for LBB,I + LHH,I + LHB,I and LLB,I in Equation (1.62) will not be
discussed further, the interested reader is referred to reference [17].

We now perform the same transformations for the two last terms, LL + LLH from Equa-
tions (1.33) and (1.56), also replacing the left- and right-handed lepton fields ψL and ψR by
the complete field ψ using Equation (1.12),

LL + LLH =ψ̄l(x)(iγµ∂µ −ml)ψl(x) + ψ̄νl(x)(iγµ∂µ −mνl)ψνl(x) (1.62)

+ LHL,I + LLB,I,

with
LHL,I = −1

v
mlψ̄l(x)ψl(x)σ(x)− 1

v
mνlψ̄νl(x)ψνl(x)σ(x)

and

ml =
vgl√

2
, mνl =

vgνl√
2
. (1.63)

Combining Equations (1.60) and (1.62) we get the complete Lagrangian density of the
(leptonic) electroweak theory in the unitary gauge,

L = L0 + LI (1.64)

where

L0 =ψ̄l(x)(iγµ∂µ −ml)ψl(x) + ψ̄νl(x)(iγµ∂µ −mνl)ψνl (1.65)

− 1

4
Fµν(x)F µν(x)

− 1

2
F †Wµν(x)F µν

W (x) +m2
WW

†
µ(x)W µ(x)

− 1

4
Zµν(x)Zµν(x) +

1

2
m2
ZZµ(x)Zµ(x)

+
1

2
(∂µσ(x))(∂µσ(x))− 1

2
m2
Hσ(x)2

and
LI = LLB,I + LBB,I + LHH,I + LHB,I + LHL,I. (1.66)

The second, third and fourth lines of Equation (1.65) respectively represent massless pho-
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tons, W± bosons of mass mW and Z0 bosons of mass mZ . The last line describes the neutral
spin 0 boson of mass mH . The interaction Lagrangian density in Equation (1.66) represent
the interaction between particles.

As the observant reader might have noticed, the boson and lepton masses are related to
some of the free parameters of the Standard Model. In fact, the W and Z boson masses can
actually be calculated in terms of three experimentally well known quantities: the fine struc-
ture constant α = e2

4π
= 1

137.04
[16], the Fermi coupling constantG = 1.166·10−5 GeV−2 [16]

and the weak mixing angle sin2 θW = 0.23129. Combining Equation (1.61) and the fact that
the parameter v can be expressed in terms of the Fermi coupling constant, v = 1√

G
√

2
gives

mW =

√
απ

G
√

2

1

sin θW
, mZ =

√
απ

G
√

2

2

sin 2θW
. (1.67)

Inserting numbers we get

mW = 76.9± 0.8 GeV, mZ = 87.9± 0.6 GeV.

These numbers are based on a tree-level calculation, neglecting higher-order corrections.
The current measured values of the masses of the W and Z bosons are, as listed in Fig-
ure 1.1, 80.379± 0.012 GeV and 91.1876± 0.0021 GeV respectively, making the first-order
calculations exact to within 5%.

1.3 Higher order corrections

In the previous chapters, we reviewed briefly the mathematics behind the Standard Model,
taking into account only the lowest order of perturbation theory. When taking higher orders
into account, we expect corrections of the order of the coupling constant of the theory in
question to the tree-level results. This is known as radiative corrections. However, often the
integrals involved in calculations are divergent. To deal with this, we need to go through
three steps.

The first step is to regularize the theory, i.e. to introduce a parameter called a regulator
or cutoff defining a point in some space which defines the boundary of validity of the theory,
so that it is finite and well-defined.

In the second step, known as renormalization, the properties of the physical particles are
related to those of the bare particles. The bare particles are the non-interacting particles,
different from the actual physical particles that interact.

The third step is to hide the original infinities in the relations between the bare and phys-
ical particles. Both the bare particles themselves and these relations are unobservable.

After performing these three steps, the observable predictions of the theory are now finite
again. This procedure can be carried through to all orders of perturbation theory, which
enables the calculation of extremely precise predictions. The interested reader is encouraged
to read more about this subject in reference [17].
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1.4 Summary

In this chapter, we first saw how the Standard Model was developed through history and
then quickly reviewed the particle content. The majority of the chapter was devoted to a
simplified mathematical description, covering the QED, electroweak interactions, QCD and
the Brout-Englert-Higgs mechanism. In the last section we briefly mentioned the technical
difficulties encountered when taking higher order effects into account, and how to solve this.
In the next chapter, we will discover why the Standard Model is not the Final Theory of
Nature.
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Chapter 2

Beyond the Standard Model – new,
neutral gauge bosons

We have now reached the point where our adventure starts - the continued search for the
Final Theory of Nature. During the last two millennia, brilliant minds have gradually figured
out how reality as we observe it can be described in terms of mathematical models. Techno-
logical advances allow us to make predictions and perform measurements, ultimately leading
to the exclusion of most theories. Still no measurement that contradict the Standard Model’s
predictions has been made1, but there are many examples of phenomena that the SM cannot
explain or describe. Because of this, we know that we need to search for an explanation
beyond the SM. The amount of models that have the possibility of describing Nature is vast,
and the search for the best one is a huge undertaking. Most probably, we have not even yet
thought of the theory that might describe everything, as illustrated in Figure 2.1.

Figure 2.1: The vast theoretical space.

1There are examples of measurements that might not fit the SM predictions, but the statistical significance
is not large enough to conclude. More data or better experiments are needed to conclude.
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2.1 Going beyond the Standard Model

We now take a look at a few of the unresolved mysteries that the Standard Model cannot
encompass.

2.1.1 Dark Matter and Dark Energy

Looking out at the universe we see twinkling stars, mighty galaxies and glowing gas, and
it might come as a surprise2 to hear that all of this in fact makes up about 15% of the total
amount of matter in the universe, and only about 5% of the total energy content. This is
nothing new. Already in 1884 Sir William Thomson, more fameously known as Lord Kelvin,
said “many of our stars, perhaps a great majority of them, may be dark bodies” [18]. He based
this surprising statement on the fact that he observed a velocity dispersion of stars orbiting
the center of our galaxy. From this he estimated the mass of the galaxy, which he compared
to the mass of visible stars in our galaxy, and concluded that the two were different. The
name “dark matter” came from Henri Poincaré discussing Lord Kelvin’s work and named it
“matière obscure” in French.

Not much is known about dark matter, but as we have not yet observed it directly we
concluded it does not interact electromagnetically (thus it is dark, no light is emitted). It does
however interact gravitationally. The presence of dark matter in the universe is implied in
several astrophysical observations, including observations in gravitational lensing and galaxy
rotation curves.

In 1998 the Hubble Space Telescope observed very distant supernovae and it was cal-
culated that at the time when these supernovae exploded, the universe was expanding more
slowly than it is today. This came as a surprise to the scientific community, as it was thought
that the universe would either stop expanding and collapse again or never stop expanding,
only slowing the expansion rate down with time. The solution to this problem is known as
dark energy, although one might argue that it is no solution at all since almost nothing is
known about this dark form of energy. From the dark energy’s effect on the expansion rate
of the Universe, we can calculate that about 68% of the Universe’s energy content is dark.
One intriguing theory is that dark energy in fact is a feature of empty space. If this empty
space possesses its own energy, then it is not diluted as space expands. In fact the total energy
content grows with the universe. Another possible explanation is that it is some kind of fluid
or field (named “quintessence”) filling all of space, that affects the expansion of the universe
in another way than that of matter and normal energy. Still no observations have been made
to verify or falsify either explanation.

2.1.2 Matter-antimatter asymmetry

According to theory, equal amounts of matter and antimatter should have been created in the
Big Bang. Matter and antimatter particles are produced in pairs, and when a particle comes
in contact with its antiparticle, they annihilate and create photons. However, from today’s
universe it is obvious that everything we see is made almost entirely of matter. The origin of

2This will probably not come as a surprise to most readers of this thesis.
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this asymmetry is unknown. Calculations indicate that about one matter particle per billion
survived [19]. Physics experiments have shown that the laws of physics seem to treat matter
particles different than antimatter particles, but as of now the violation observed is too small
to account for the observed matter-antimatter asymmetry.

2.1.3 Gravity

The Standard Model of particle physics includes three of the four forces of Nature, skipping
the force of gravity completely. This leaves scientists feeling uneasy, why should the fourth
force be left out? Could gravity in fact be mediated by a particle (the graviton)? Several
searches are performed and nothing has been discovered, but the future might bring news.
As for now, gravity is well described by the theory of general relativity, developed by Albert
Einstein and published in 1915. One of the most prominent problems within theoretical
physics today is how to combine QFT at the microscopic scale with GR at the macroscopic
scale to create a more complete theory.

2.2 Theories beyond the Standard Model

We now take a very brief look at a few of the theories beyond the SM.3

2.2.1 Grand Unified Theory (GUT)

Just like magnetic and electric forces are unified in the electromagnetic force, and just as the
electromagnetic and weak forces are unified in the electroweak force, it is thought that all
the three forces of the Standard Model might be unified at some higher energy [20]. If this
is indeed the case, then at some point in the past, all three forces acted as one force, with a
single coupling constant. When the universe cooled and passed a critical point, the symmetry
was broken. This symmetry breaking resulted in new heavy gauge bosons.

SU(5) is the simplest GUT, proposed by Howard Georgi and Sheldon Glashow in 1974 [21],
containing the SM group as a subgroup. The breaking of SU(5) occurs (as in the SM) when
a scalar field (such as the BEH field) acquires a vacuum expectation value, creating 24 gauge
bosons, doubling the 12 gauge bosons in the SM. The 12 extra gauge bosons violate baryon
and lepton number and carry flavor and color. This enables proton decay with a lifetime
lower than observed lower limits, thus excluding the theory. Many other, more complex
GUTs also exist and are possible candidates for SM extensions.

2.2.2 Supersymmetry

Supersymmetry, or SUSY, introduces a symmetry between fermions and bosons. None of
the SM particles can be superpartners of the others, so this would mean a doubling of the
particle content. An unbroken symmetry would mean that the superpartners had the same
mass and quantum numbers (except for spin) as their partners, but as no superpartners are
observed, the symmetry must be broken at some higher energy.

3This section is based mostly upon reference [20].
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A prospective benefit of this theory is a naturally occurring cancellation of large higher-
order corrections at high energies, reducing the need for fine-tuning and partially removing
some infinities without the need to define an energy cut-off scale where the model is no
longer valid. Another enticing consequence, is the fact that the running couplings of the
electromagnetic, weak and strong forces seem to meet at a very high energy - without SUSY
they do not.4 SUSY also offers a potential candidate for dark matter - if imposing an addi-
tional discrete symmetry called R-parity,5 the lightest superparticle is stable.

Even the smallest SUSY extension of the SM - the minimal supersymmetric Standard
Model, or MSSM - has around 120 free parameters,6 which makes some physicists uncom-
fortable - the theory solves some problems, but adds a lot of complexity. The parameter
space is highly constrained by searches at the LHC, but SUSY as a concept is not excluded.

2.2.3 Theory of Everything

A Theory of Everything (ToE) is nothing less than the Final Theory of Nature. One candidate
is string theory, where the point particles of the SM are replaced by one-dimensional objects
known as strings that exist in ten spatial dimensions. This theoretical framework reproduces
QFT at low energies. The strings can form closed loops, or they can exist as open strings
with free ends. In the SM, the particles trace out a worldline in space-time, as illustrated in
Feynman diagrams. In string theory, the strings trace out a surface, or worldsheet, in space-
time, as illustrated in Figure 2.2. At low energies, or at distance scales much larger than the
size of a string, the strings look like point particles and the worldsheet diagrams look like
Feynman diagrams. Several Feynman diagrams are incorporated in a worldsheet. The strings
can vibrate, and they have infinitely many vibrational modes, and it is these vibrations that
we observe as the different fundamental particles. In fact, string theory can generate all the
particles in the SM.

Figure 2.2: The worldsheets in string theory
incorporates several Feymman diagrams, or
worldlines, in QFT.

Since string theory sprang to life in 1968, it has evolved immensely. By the 1990s, several
string theories were found. An unexpected realization was made when it was discovered that
the massive and static membranes (or branes) that acted as places where the open string
could end, actually became dynamic when the string coupling increased. This was followed
by the even more unexpected realization that all the discovered string theories were in fact

4This might also happen in other BSM theories, but the running couplings do not meet at high energy when
extrapolating using only the information contained within the SM.

5Each SM particle has R-parity equal to 1 and each superparticle has R-parity equal to -1.
6There are less than 30 free parameters in the SM.
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related to one another via several so-called dualities. This pointed to a more fundamental
theory, in eleven dimensions, which was named M-theory. The theory still evolves today.
A major drawback of the theory is that it offers no testable predictions at an energy we can
access today.

2.3 New neutral gauge bosons

Many theories beyond the Standard Model predict the existence of a new neutral gauge boson
Z ′. In this section we explore a selected few of these theories, most of which we will follow
up later.

2.3.0.1 The sequential Standard Model Z ′SSM

The sequential SM is a non-renormalizable toy model in which the new Z ′ boson, Z ′SSM, has
the same couplings to fermions as the SM Z0 boson, but a higher mass [22]. It is often used
as a benchmark model, although not representing any physically possible theory.

2.3.0.2 E6-motivated Z ′ models

In E6-motivated Grand Unified models, the E6 group can break to the SM in a number of
different ways, predicting two new neutral gauge bosons that can mix in general [1][23]. In
many of them, E6 first breaks to SO(10) × U(1)ψ (see Figure 2.3 for a schematic view),
followed by SO(10) breaking to either SU(4)× SU(2)L × SU(2)R or SU(5)× U(1)χ.

Figure 2.3: A schematic view of two possible scenarios in E6-motivated Z ′ models.

In the former case we can get the Z ′3R coming from SU(2)R or the Z ′B−L coming from the
breaking of SU(4) into SU(3)C × U(1)B−L, both of which could exist at the TeV scale. The
Z ′3R is one example of a left-right symmetric model, restoring the parity symmetry broken
by the weak interactions. These two models also appear in the framework of minimal Z ′

models, described in Section 2.3.0.3.
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In the SU(5) case the gauge bosons associated with the U(1)ψ and U(1)χ groups can mix
to create a potentially observable Z ′ boson defined by

Z ′(θE6) = Z ′ψ cos θE6 + Z ′χ sin θE6 ,

with θE6 as the mixing angle that also specifies the Z ′ boson’s coupling strength to the
fermions in the SM and also its intrinsic width. While the Z ′SSM has a width of approxi-
mately 3% of its mass, the Z ′ψ has a width of 0.5% of its mass while the Z ′χ has a width of
1.2% of its mass. The other Z ′ bosons within this framework, defined by specific values of
the mixing angle θE6 ∈ [−π, π], have widths between the two extremes defined by the Z ′χ
(θE6 = π

2
) and the Z ′ψ (θE6 = 0) models. Some often-used models are the Z ′S (width 1.2% of

its mass), Z ′I (width 1.1%), Z ′η (width 0.6%) and Z ′N (width 0.6%) [23].

2.3.0.3 Minimal Z ′ models

In minimal Z ′ models, the phenomenology is controlled by three new parameters only – the
Z ′ mass and two effective coupling constants [24] [1]. The width of the the Z ′ depends on
the two effective couplings, enabling width effects to be taken into account.

Minimal models extend the Standard Model with an extra U(1) expansion with the small-
est possible number of additional free parameters that still ensure that the theory remains
renormalizable. In general, there are no exotic vectors apart from the Z ′ associated with
the additional U(1) group, which commutes with the SM group SU(3)C × SU(2)L × U(1)Y,
no exotic fermions, apart from the right-handed neutrinos, one for each SM generation, and
lastly, there are no exotic scalars.

The two effective coupling constants are gBL (the Z ′ coupling to the (B − L) current)
and gY (the Z ′ coupling to the weak hypercharge Y ) [1].7 We often define the ratios

g̃BL ≡ gBL
gZ

, g̃Y ≡ gY
gZ
, (2.1)

where gZ is the coupling of the Standard Model Z0 boson defined by gZ = 2MZ

v
, with v as

the Higgs boson vacuum expectation value of 246 GeV. It is customary to reparametrize,
using γ′ and θMin as the independent parameters,

g̃BL = γ′ cos θMin, g̃Y = γ′ sin θMin, (2.2)

where γ′ measures the strength of the Z ′ boson coupling relative to the SM Z0 boson cou-
pling, and θMin is the mixing angle between the generators of the B − L and the weak
hypercharge Y gauge groups. For specific values of the two coupling constants we find sev-
eral known models, including the Z ′χ from the E6-motivated models and the Z ′3R in left-right
symmetric models, as illustrated in Table 2.1. For the minimal Z ′ models, the width of the
Z ′ depends on γ′ and θMin, and the interference with the SM Z0/γ processes are included.

7This is highly technical, and goes beyond the scope of this thesis. However, we decided to add it for com-
pleteness, and for the small additional clarity it provides. Interested readers are referred to references [24] [1].
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γ′ cos θMin sin θMin

Z ′B−L

√
5
8

sin θW 1 0

Z ′χ

√
41
24

sin θW

√
25
41

−
√

16
41

Z ′3R
5√
12

sin θW
1√
5

− 2√
5

Table 2.1: Values for γ′ and θMin corresponding to the three specific Z ′ bosons: Z ′B−L, Z ′χ
and Z ′3R. The Standard Model weak mixing angle is denoted by θW .

2.4 Summary

In this chapter we have explored some of the many unexplained mysteries in the Universe,
and we also looked at a handful of theories that could add a few more pieces to the puzzle.
In the next chapter, we will see one of the available tools in the hunt for the Final Theory,
namely the Large Hadron Collider at CERN, and more specifically the ATLAS detector,
which is one of the four main particle detectors there.
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Chapter 3

The Large Hadron Collider and the
ATLAS detector

In this chapter we describe the Large Hadron Collider (LHC), with a brief history and a look
at the large LHC complex with its many accelerators. We focus on one of the four largest
experiments, the ATLAS experiment, as it is data from the ATLAS detector that is used in
the dimuon analysis described in Chapters 4 to 7. The last sections in this chapter consider
several important physics-related subjects important at proton-proton collider experiments.

3.1 The LHC

The Large Hadron Collider is a very large complex located mostly underground on the border
between France and Switzerland, near Geneva. In a ring with circumference 27 kilometers,
located up to 175 meters under ground, protons or heavy ions (e.g. lead ions) are accelerated
up to speeds that are very close to the speed of light. This is the world’s largest particle
accelerator, planned and built by the European Organization for Nuclear Research (CERN,
from the French name Conseil Européen pour la Recherche Nucléaire).

3.2 CERN

The CERN convention was signed in 1954 by the 12 founding states,1 including Norway.
Currently it has 23 member states, as illustrated in Figure 3.1, and each member state has
duties and privileges and is represented in the council. They all make great contributions
to the operation of CERN’s programs. Some states and organizations that are not members
have an observer status, which means they receive information from the CERN council, but
they are not allowed to take part in the decision-making.

There are over 600 universities and institutes all over the world that use CERN’s facili-
ties. About 2600 people are employed directly by CERN, and about 12500 scientists of 110
nationalities, from institutes in over 70 countries [26] are registered users within the CERN
community.

1Belgium, Denmark, France, the Federal Republic of Germany, Greece, Italy, the Netherlands, Norway,
Sweden, Switzerland, the United Kingdom and Yugoslavia.
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Figure 3.1: This map of the world shows the status of the countries in different shades of
blue [25]. The darkest blue represents the member states.

3.3 Building the LHC

The planning stage started already back in the early 1980’s, when the LHC’s predecessor, the
Large Electron Positron Collider (LEP), was under construction. In 1994, CERN’s governing
body, the CERN Council, approved the construction of the LHC. The four main experiments
– ATLAS, CMS, ALICE and LHCb – received official approval in the years between 1996
and 1998. Today there are three smaller experiments attached to the larger ones – TOTEM
(installed next to CMS), LHCf (installed next to ATLAS), and MoEDAL (installed next to
LHCb).

3.4 Main goals

With this gigantic machine we are searching for a more complete understanding of our Uni-
verse. The last undiscovered particle in the Standard Model, the Higgs boson, was discovered
at the LHC in July 2012, thus fulfilling one of the main goals of the LHC. Other main goals
include unravelling the mystery of the nature of dark matter, searching for supersymmetric
particles which may (or may not) help in unifying the four fundamental forces at some high
energy level, finding an explanation for why our Universe is dominated by matter when mat-
ter and antimatter were created in equal amounts during the Big Bang, and examining the
quark-gluon plasma (free quarks and gluons) that filled our Universe at a very early age [27].
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3.5 The LHC complex

The LHC is not perfectly circular – it has eight straight sections and eight arcs as illustrated
in Figure 3.2. ATLAS and CMS, the two high luminosity experiments, are placed opposite
to each other, in the straight sections of octant 1 and 5 respectively. The remaining two of the
four main experiments, ALICE and LHCb, are placed on either side of ATLAS, in octants 2
and 8 respectively. The remaining straight sections have no beam crossings.

Figure 3.2: Schematic layout of the LHC [28] showing the eight straight sections (named
Octant 1 to 8), the four interaction points where the four main experiments are placed and
the injection sites.

The LHC complex is a series of connected particle accelerators, as shown in Figure 3.3.
One after the other they accelerate the beam to the maximum energy before they inject it into
the next one where it is accelerated to even higher energies (or delivered to an experiment),
until finally the beams enter the LHC ring.

3.5.1 Accelerating protons to 6.5 TeV

The source of the protons is a bottle of hydrogen gas. Using an electric field, the hydrogen
atoms are stripped of their electrons, leaving only the protons. The Linac 2 linear accelerator
accelerates the protons to an energy of 50 MeV, and sends them to the Proton Synchrotron
Booster (PSB). There they gain energy until they reach 1.4 GeV and are sent to the Proton
Synchrotron (PS) where they gain a total energy of 25 GeV. The last part of the chain before
entering the LHC ring is the Super Proton Synchrotron (SPS), where the protons are acceler-
ated to 450 GeV. The beams are then transferred to the LHC, where one beam is sent in the
clockwise direction and another beam in the anti-clockwise direction. The total fill time is 4
minutes 20 seconds for each ring. It takes another 20 minutes to reach the maximum energy
of 6.5 TeV for each beam. Under normal conditions the beams can circulate in the LHC ring
up to 10 hours before needing a refill.
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The beams are brought together in four collision points in the ring, with a total collision
energy of maximum 13 TeV. Each of these collision points has a surrounding detector –
ATLAS, CMS, ALICE and LHCb.

Figure 3.3: A schematic of the large LHC complex showing the many detectors and acceler-
ators, including the LHC ring and the ATLAS detector [29].

3.5.2 LHC magnets

To send the protons on the complicated path as laid out in the previous subsection, keeping
them bunched up and travelling without losing speed, more than 50 types of magnets are
needed. All of these types of magnets are electromagnets.2

The main dipole magnets in the LHC tunnel are superconducting electromagnets, kept at
a temperature of 1.9 K, and generate a 8.3 T magnetic flux density field by sending a 12 kA
current through the superconducting niobium-titanium cables. There are 1232 of these dipole
magnets, each is 15 m long and weighs 35 metric tons. The dipole magnets keep the pro-
tons on their almost-circular path in the LHC tunnel, and because of their construction have
opposite magnetic fields in the two beam pipes sending the proton bunches in the opposite
direction around the ring. To correct for small imperfections in the magnetic field at the
extremities of the dipole magnets, sextupole, octupole and decapole magnets are used. To
keep the protons bunched together, quadropole magnets with four magnetic poles arranged
symmetrically around the beam pipe squeeze the beam vertically and horizontally.

2This section is based on [30] and [31] unless stated otherwise.
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3.5.3 RF cavities

The protons are accelerated from 450 GeV to 6.5 TeV in the LHC ring.3 This work is done
by the radiofrequency (RF) cavities. All accelerated charged particles radiate energy, known
as synchrotron radiation, and the RF cavities also need to supply the beams with the energy
they lose to keep the energy at its maximum value for long periods of time.

The RF cavities, 16 in total, are hollow copper structures, with a 1.5 µm thick niobium
layer coating on the inside. The coppers structures are cooled to a temperature of 4.5 K
using liquid helium, causing the niobium to be superconducting. The RF cavities contain
an electromagnetic field, supplied by high-power RF generators known as klystrons. The
electromagnetic field oscillates inside the RF cavity, resulting in standing waves, creating an
electric field along the beams’ direction. The arrival of each proton bunch is timed in such a
way that each bunch sees an accelerating field when passing through a cavity. For each lap
around the LHC ring, every proton gains 485 keV of energy on average.

3.6 A Toroidal LHC ApparatuS

The ATLAS (short for “A Toroidal LHC ApparatuS”) detector is the largest (in volume)
detector ever constructed for particle collisions.4 It is 46 meters long and 25 meters high,
and weighs about 7000 metric tons. Figure 3.4 shows a mural of the ATLAS detector, about
one third of its actual size.

Figure 3.4: A huge mural of the ATLAS detector by the American artist Josef Kristofoletti,
about one third [35] of the actual size of ATLAS.

3.6.1 ATLAS coordinate system

Figure 3.5 illustrates the ATLAS coordinate system. The nominal interaction point (IP) is

3This section is based on [30] and [32] unless stated otherwise.
4Unless specifically stated otherwise, all details are from [33] and [34].
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(a) The transverse plane (b) The longitudinal plane

Figure 3.5: Two projections of the ATLAS coordinate system. One in the transverse plane
(a) and one in the longitudinal plane (b).

in the middle of the detector and defines the origin of the coordinate system, the beam pipe
defines the z-axis and the x-y plane is perpendicular to the beam axis. The positive x-axis
points toward the center of the LHC ring, and the positive y-axis points upwards to the sky.

The azimuthal angle φ ∈ [−π,+π] is the angle between the positive x-axis and the po-
sition vector projected onto the transverse (x -y) plane. It increases clockwise when looking
in the positive z-direction. The polar angle θ ∈ [0, π] is the angle between the positive z-axis
and the position vector projected onto the longitudinal plane.

The pseudorapidity η is defined as

η = − ln

(
tan

θ

2

)
,

and is therefore zero in the transverse plane (x-y) and increases towards positive (negative)
infinity as it approaches the positive (negative) z-axis.

A distance ∆R e.g. between two particle tracks in the η − φ plane is defined as

∆R =
√

(∆η)2 + (∆φ)2.

The transverse momentum pT, the transverse energy ET and missing transverse energy ��ET

are defined in the x-y plane (more on these physical concepts in Sections 3.7.2 and 3.7.3).

3.6.2 The detector – a quick overview

The ATLAS detector is constructed like an onion, with layer upon layer of detector parts,
electronics and read-out systems, in an attempt to detect everything that passes through it.
The interaction point, where the proton beams collide, is in the center.

ATLAS has four main parts – the Inner (tracking) Detector (Section 3.6.4), the calorime-
ters (Section 3.6.5), the Muon Spectrometer (Section 3.6.6) and the magnet system (Section
3.6.7). Figure 3.6 shows the location of the main parts - the SCT tracker, the pixel detector
and the TRT tracker are the three main parts of the inner detector. In Figure 3.7 we see how
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’

Figure 3.6: A cut-away view of the ATLAS detector showing all the main components.

the ATLAS detector detects all stable5 particles, except for the neutrino (and possibly parti-
cles from Beyond the Standard Model theories). The inner detector, closest to the interaction
point, detects the momentum, charge and position of all particles with electric charge. The
solenoid magnet is on the outside of the inner detector, ensuring a near-uniform magnetic
field in whole volume of the ID. Following this are the calorimeters. The electromagnetic
calorimeter (drawn in brown) detects and measures the energy of electrons, positrons and
photons by the creation of electromagnetic showers that are fully contained in the calorime-
ter. The hadronic calorimeter (drawn in blue) works much the same way as the electromag-
netic calorimeter, only with the strong interaction, creating hadronic showers. It detects and
measures the energy of hadrons, like the proton and neutron. The outermost part of ATLAS
is the Muon Spectrometer, that detects and measures the positions and momenta of passing
muons. The muon system is immersed in a magnetic field from the toroidal magnet system.
The neutrino is not detected at all, but its existence can be inferred from the missing energy
(Section 3.7.3 provides a definition).

The main performance goals of the ATLAS detector are listed in Table 3.1. Note that
while the relative energy resolution for the calorimeters improve with increasing particle en-
ergy, the relative transverse momentum resolution worsen with increasing particle transverse
momentum for the ID. This is also true for the MS, as they use conceptually the same idea for
measuring the transverse momentum. The relative muon momentum resolution is described
in more detail in Section 3.6.3.2.

5A stable particle is in this context defined as a particle that does not decay before leaving the detector.
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Figure 3.7: The various layers of the ATLAS detector and an overview of the detectable
stable particles.

Sub-detector Relative resolution Acceptance
Measurement Trigger

Inner detector σpT/pT = 0.05% · pT ⊕ 1% |η| < 2.5

EM calorimeter σE/E = 10%/
√
E ⊕ 0.7% |η| < 3.2 |η| < 2.5

Hadronic calorimeter
barrel and end-cap σE/E = 50%/

√
E ⊕ 3% |η| < 3.2 |η| < 3.2

forward σE/E = 100%/
√
E ⊕ 10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9

Muon spectrometer σpT/pT = 10% at pT = 1 TeV |η| < 2.7 |η| < 2.4

Table 3.1: General performance goals of the ATLAS detector. The units for energy E and
transverse momentum pT are in GeV. The ⊕ symbol denotes addition in quadrature.

3.6.3 Measuring muon properties

3.6.3.1 Electrically charged particles

The direction, momentum and charge of electrically charged particles are measured in the
tracking detectors, the ID and the MS. As mentioned in the previous section, muons are the
only charged SM particles that pass through to the MS in the outermost layer of the ATLAS
detector. To enable the measurement of the electric charge and momentum, the tracking
detector must be immersed in a magnetic field so that the amount of bending of the particle
trajectory can be measured.

In general, a tracking detector consists of many modules which each give a signal (a hit)
when an electrically charged particle passes through it. This allows us to know the position of
the charged particle at a given time. Combining information from the hits in all the modules
traversed by the charged particle, the trajectory of the particle can be reconstructed. This
is called a track. A set of five parameters is used to define the track — the transverse and
longitudinal impact parameters d0 and z0 (the transverse and longitudinal distances from the
nominal interaction point where the beams collide), the polar θ and the azimuthal φ angles

44



(as defined in Section 3.6.1) and the electric charge divided by the particle momentum q/p

[36].

The trajectory of a charged particle in a magnetic field is bent. The motion is governed
by the relativistic equation of motion

dp

dt
= F = qv ×B, (3.1)

where F is the force on the charged particle with charge q going with velocity v in a plane
perpendicular to the homogeneous magnetic field of magnetic flux density B, and the rela-
tivistic momentum is p = γmv = 1q

1−( vc )
2mv. Because the force F is perpendicular to the

velocity v, no work is done, and the particle’s energy E = γmc2 remains unchanged, which
means that γ is constant. Thus we see that

dp

dt
= γma. (3.2)

Combining Equations (3.1) and (3.2) and taking the magnitude, we get

γma = |q|vB. (3.3)

As the motion is circular, we can insert the centripetal acceleration a = v2

r
, with r as the

radius of the circle,
γm

v

r
=
p

r
= |q|B, → r =

p

|q|B. (3.4)

From this expression we see that the track of a slower particle is bent more than that of a faster
particle. Because of this, the momentum resolution of the ID gets worse with increasing
particle velocities. We revisit the topic of momentum resolution in Section 3.6.3.2.

In the case when the charged particle has a component of its velocity parallel to the
magnetic field,6 the particle trajectory will trace out a helix, and the magnitude of the total
momentum in Equation 3.4 should be exchanged by the magnitude of the transverse momen-
tum, p⊥,

p⊥ = |q|rB. (3.5)

This expression explains how the transverse momentum of a charged particle can be mea-
sured – knowing the value of B and |q| (it is safe to assume that the charge of the final state
particles in a collider experiment is the elementary charge) and measuring the curvature of
the track r, we get the value of p⊥. The full momentum vector p of the charged particle can
be reconstructed by looking at the full three-dimensional track.

The bending radius r depends on the momentum of the particle, and high-momenta
charged particles in magnetic fields follow an almost straight trajectory. This makes it dif-
ficult to measure the radius directly. Consider a charged particle passing through a homo-
geneous magnetic field [37][38]. The particle follows a trajectory which is a segment of a
circle as illustrated in Figure 3.8. Using the Pythagorean theorem we get

6We here remind the reader that the magnetic field lines are parallel to the beam axis in the ID and tangential
to a circle in the transverse plane around the beam axis in the MS
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Figure 3.8: The trajectory of
a charged particle in a homo-
geneous magnetic field. The
higher the momentum of the
particle, the smaller the sagitta
s becomes.

(r − s)2 +

(
l

2

)2

= r2, (3.6)

which leads to the following expression for the radius r,

r =
l2

4
+ s2

2s
. (3.7)

When only a small segment of the circle is measured (l� s) then the radius r is given by

r =
l2

8s
, l� s, (3.8)

thus by measuring the sagitta s we get a measurement of the p⊥ by using Equation (3.5).

pT = |q|Br =
|q|Bl2

8s
. (3.9)

3.6.3.2 Muon momentum resolution

Ideally we would measure the charged particle properties exactly, but in reality we are lim-
ited by the resolution of the detector. As noted in Table 3.1, the MS aims at measuring the
transverse momentum of a 1 TeV track with a resolution of approximately 10%. This trans-
lates into a sagitta along the beam axis of about 500 µm that needs to be measured with a
resolution of approximately 50µm.

The relative transverse momentum resolution σpT
pT

can be parameterized in the MS as
follows [39][40] for a given value of η:

σ(pT)

pT

=
pMS

0

pT

⊕ pMS
1 ⊕ pMS

2 · pT, (3.10)

with ⊕ denoting the quadratic sum. The first term accounts mainly for fluctuations of the
energy loss in the traversed material (mainly the dense calorimeters, so this is mostly relevant
when the MS measurement is extrapolated in to the ID), the second term mainly for multiple
scattering and local magnetic field inhomogeneities, and the third term mainly for the limited
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position resolution of hit measurements and the misalignment of the MS.
For the ID, the relative resolution parameterization is divided into two |η| ranges, |η| <

1.9 (well within the TRT fiducial volume) and |η| > 1.9,

σ(pT)

pT

= pID
1 ⊕ pID

2 · pT, |η| < 1.9, (3.11)

σ(pT)

pT

= pID
1 ⊕ pID

2 · pT
1

tan2 θ
, |η| > 1.9, (3.12)

(3.13)

where pID
1 and pID

2 are the multiple scattering and intrinsic resolution terms, respectively.
The term pMS

2 is determined from alignment studies using runs with the toroidal magnetic
field off. The remaining terms are determined using events from Z0 and J/Ψ decays. The
results are listed in Table 3.2. We see that for muons with low momenta, the p1 term domi-
nates the resolution, and the relative momentum resolution is better in the ID than in the MS
for all regions |η| < 2.0. For muons with higher momenta (tens of GeV to hundreds of GeV)
the p2 term, which is linear in pT, starts to dominate the resolution. We see that the MS has
a much better momentum resolution compared to the ID for these high-pTmuons.

Region pID
0 [TeV] pID

1 [%] pID
2 [TeV−1]

|η| < 1.05 - 1.55± 0.01 0.417± 0.011
1.05 < |η| < 1.7 - 2.55± 0.01 0.801± 0.567
1.7 < |η| < 2.0 - 3.32± 0.02 0.985± 0.019
2.0 < |η| < 2.5 - 4.86± 0.22 0.069± 0.003
Region pMS

0 [TeV] pMS
1 [%] pMS

2 [TeV−1]
|η| < 1.05 0.25± 0.01 3.27± 0.05 0.168± 0.016
1.05 < |η| < 1.7 0 6.49± 0.26 0.336± 0.072
1.7 < |η| < 2.0 0 3.79± 0.11 0.196± 0.069
2.0 < |η| < 2.5 0.15± 0.01 2.82± 0.58 0.469± 0.028

Table 3.2: Extracted values of the Inner Detector and Muon Spectrometer muon momen-
tum resolution terms from Equations (3.11) and (3.10) [39]. The uncertainties represent the
quadratic sum of the statistical and systematic uncertainties. A dash means the corresponding
parameter is not applicable to the current case.

Whenever two muons from the same decay have similar momentum resolution and an-
gular effects are neglected, the relative mass resolution σµµ

Mµµ
is proportional to the relative

momentum resolution [40],
σµµ
Mµµ

=
1√
2

σpT
pT

, (3.14)

a factor 1√
2

better than for a single muon.

3.6.4 The inner detector

The inner detector (ID) is a close-to-hermetic detector that measures the momentum of
charged particles. It is shaped like a cylinder, 6.2 meters long and with a radius of 1.08
meters. Figure 3.9 shows the location of the sub-detectors in the barrel and end-caps. It
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Figure 3.9: A cut-away view of the ATLAS inner detector.

consists of three independent sub-detectors — the pixel detector, the semiconductor tracker
(SCT) and the transition radiation tracker (TRT) — constructed as concentric cylinders in
the barrel region and disks perpendicular to the beam axis in the end-cap region. Figure 3.10
shows tracks going through the ID at four different pseudorapidities η. The charged track

Figure 3.10: A schematic cross-section of the ATLAS inner detector, displaying the main
parts together with tracks at different pseudorapidities η. Insertable B-layer not included.

momentum must be above a certain threshold, nominally 0.5 GeV, and within the pseudo-
rapidity range |η| < 2.5. In addition the ID can identify electrons over a large range of
energies, from 0.5 GeV to 150 GeV, with pseudorapidity within the range |η| < 2.0 (the
TRT) , and reconstruct the primary vertex from the interaction point of the proton-proton
collision and secondary vertices from decayed particles (the Pixel detector).

The whole ID is immersed in an axial, uniform 2T magnetic field, provided by the
solenoid magnet located between the inner detector and the electromagnetic calorimeter
(more details regarding the magnet system is found in Section 3.6.7). The field is homo-
geneous inside the solenoid, and the field is parallel to the beam line. Charged particles will
bend in the transverse plane (φ is the bending plane).
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3.6.4.1 Pixel detector

Originally there were three cylindrical layers in the barrel region of the pixel detector, at
approximately 5, 9 and 12 cm distance, and six disk layers perpendicular to the beam axis,
three disks in each of the forward and backward directions, as illustrated in Figure 3.11.
A pixel module is about 6 cm long and 2 cm wide with 46080 pixels. In total, the pixel
detector has 1744 pixels detector modules, and thus approximately 80 million pixels (i.e.
readout channels) — 67 million in the barrel and 13 million in the end-cap. The intrinsic
measurement accuracies per module are 10 µm in R-φ and 115 µm in z in the barrel region,
and 110 µm in R-φ and 115 µm in R in the end-cap region. The pixel detector covers the
region |η| < 2.5.

Figure 3.11: Schematic overview of the pixel detector, showing the four different layers and
the pixel disks [41].

The insertable B-layer (IBL) is a more recent addition, installed in May 2014, and is now
the innermost layer of the pixel detector. It was inserted in the gap between the existing
pixel detector and the new, smaller beam pipe. It has 244 modules, with 12 million readout
channels. The intrinsic measurement accuracies are 8 µm in R-φ and 40 µm in z [42].

Both the pixel detector and the SCT (Section 3.6.4.2) are silicon semiconductor detec-
tors. Semiconductors are materials whose outer shell atomic levels have a distinct energy
band structure and with a large forbidden energy gap (a region without any allowed energy
levels), much greater than for conductors (which have small or no gap), but smaller than for
insulators [43]. On opposite sides of this forbidden gap is the conduction (highest energy
level) band and the valence band. When a charged particle traverses the semiconductor, va-
lence electrons are kicked into the conduction band, leaving positively charged holes behind.
Both the electrons in the conduction band and the holes in the valence band can be the charge
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carriers of an electric current.7 When a charged particle, e.g. a muon, passes through the ma-
terial, it can ionize the semiconductor, creating electron-hole pairs. When an electric field is
applied to the semiconductor, the holes and electrons create a current that can be measured.
The average energy required to create electron-hole pairs is about 10 times smaller than for
gas ionization (which is what is used e.g. in the MS, more details about this is located in
Section 3.6.6).

Because of the excellent spatial resolution and 3-dimensional position measurement, the
pixel detector plays a key role in the reconstruction of charged particles and primary and
secondary vertices.

3.6.4.2 SemiConductor Tracker

The SemiConductor Tracker (SCT) is the middle part of the inner detector, located between
the pixel detector and the Transition Radiation Tracker (Section 3.6.4.3). As for the pixel
detector, the modules are placed in concentric cylinders around the beam axis in the barrel
and on disks perpendicular to the beam axis in the end-caps. Particles from a collision
typically traverse the eight strip layers of the SCT (four points in space), which enables the
SCT to measure momentum, impact parameter and vertices.

There are four layers in the barrel region, at radii of 299 mm, 371 mm, 443 mm, and
514 mm from the z-axis, with a total of 2112 silicon modules [44]. The two end-caps are
made up of 9 disks each with a total of 1976 modules located between 835 and 2788 mm
from the interaction point. Figure 3.12 offers a schematic view of the layout of the SCT,
showing the location of the layers.

Figure 3.12: A schematic view of the layout of the SCT [44]. The radial and longitudinal
coordinates are given in millimeters. The green and blue colors on the modules denotes
sensors from different suppliers.

7The holes are not actually moving. When a hole is present, a neighbouring valence electron might jump
into it, leaving a new hole behind. A series of these events can be seen as an apparent movement of a positive
hole.
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The barrel modules are all equal, with strips that are approximately parallel to the mag-
netic field. Each module consists of two silicon-strip sensors, and two identical silicon-strip
sensors glued back-to-back with the first pair at a small angle (40 mrad). The modules are
mounted in such a way that the plane of the modules are approximately tangential to a cir-
cle around the beam-axis, overlapping by a few millimeters to provide hermetic tiling in
the transverse plane φ. The endcap disks consist of up to three rings of modules containing
trapezoidal sensors, with the strip direction being radial. The intrinsic accuracies are 16 µm
in R-φ and 580 µm in z (barrel) and R (end-caps) per module [34]. In total the SCT has
about 6.3 million readout channels

3.6.4.3 Transition Radiation Tracker

The outermost part of the inner detector is called the Transition Radiation Tracker (TRT).
The barrel section is built of individual modules with between 329 and 793 straws each, all
parallel to the beam axis, located at between 56 and 107 cm from the z-axis. Each end-cap
consists of 18 wheels. The 14 nearest to the interaction point are located between 64 and
103 cm from the center, in the z-direction, while the last four wheels extend out from 848 to
2710 cm, with radii between 617 and 1106 mm. In total there are about 50000 straws in the
barrel section and 320000 in the end-caps.

A wire with a diameter of 4 mm is strung in the middle of each straw. When a charged
particle passes through the straws, the Coulomb interaction between the particle and elec-
trons in the gas can free some of the electrons. Holding the outer wall at high negative
voltage, the wire in the middle will act as the anode and the outer wall as the cathode, sepa-
rating the now freed electrons from the ionized gas. If electrons are freed close to the wire,
they will be seen almost immediately. If not, they will have a drift time of at most 40 ns [45].
The drift time is used to infer the distance from the wire. Typically a track will leave 36 hits
in the TRT.

Due to the construction, the TRT only provides R-φ information. Each straw has an
measurement accuracy of 130 µm. The TRT covers the pseudorapidity range |η| < 2.0.

The TRT also has the ability to distinguish between electrons and hadrons. The straws
are filled with a xenon-gas8 (70% Xe, 20% CO2, 10% CF4), and when a relativistic particle
crosses an inhomogeneity e.g. the boundary between the gas filled wire and the area outside,
it has a probability of radiating energy in the form of a photon. The TRT can separate
electrons from charged pions by using the fraction of high threshold (HT) hits9 on the track.
The probability of generating a HT hit depends on the Lorentz γ-factor (γ = 1√

1− v
c
2
) of the

particle. Figure 3.13 shows the HT probability as a function of the γ-factor for the barrel
section of the TRT for electrons and muons from J/Ψ and Z0 decays. The probability is
small for γ-factors under 103 and rapidly increasing between 103 and 104. Note that the
heavier muons reach the turn-on curve at much higher momentum than the lighter electrons.
When the muon momentum reaches several GeV, the HT probability increases. At particle

8Originally at least. Due to gas leaks, parts of the TRT are now flushed with a gas composed mainly of the
much cheaper argon [46].

9Hits generating a pulse in the electronics above a defined threshold value
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momenta above approximately 100 GeV, the pions emit transition radiation at a comparable
rate to electrons, making them indistinguishable to the TRT [46][33].

Figure 3.13: The probability for
electrons and muons from J/Ψ
and Z0 decays to emit transi-
tion radiation that triggers the high
threshold limit as a function of the
γ-factor for tracks within the TRT
barrel region [46]. Data points
are presented as solid symbols and
simulation as open symbols.

Figure 3.14 shows the charged pion misidentification probability for the HT fraction
criteria that ensures a 90% electron identification efficiency as a function of |η|. The per-
formance of the detector is better than expected, especially for higher values of |η|, as is
easily seen when comparing simulation to data. Overall the misidentification probability is
well below 10%, going as far down as 1% and lower for certain parts of the pseudorapidity
interval. The observed shape is correlated to the number of TRT straws crossed by the track,
which is low in the transition region between the barrel and end-cap at 0.8 < |η| < 1.1 and
at the highest values above |η| < 1.8.

Figure 3.14: Charged pion
misidentification probability for
the HT fraction criteria that en-
sures a 90% electron identification
efficiency as a function of |η| [46].

3.6.5 The calorimeters

There are two main parts of the ATLAS calorimeter system – the electromagnetic calorimeter
(ECAL) and the hadronic calorimeter (HCAL), as illustrated in Figure 3.15. The purpose of
these systems is to measure the energy and direction of photons and electrons (ECAL), and
hadrons (HCAL). They cover the range |η| < 4.9.
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Figure 3.15: A cut-away view of the ATLAS calorimeters system, showing both the ECAL
(LAr) barrel and end-caps and the HCAL (Tile) barrel and end-caps.

3.6.5.1 LAr electromagnetic calorimeter

When a photon, electron or positron enters the electromagnetic calorimeter, it interacts elec-
tromagnetically with the material in the calorimeter and initiates an electromagnetic shower.
The electron/positron emits bremsstrahlung and the photon pair-produces an electron-positron
pair. Depending on the energy of the incoming particle this happens time and time again,
producing a shower that points in the direction of the original particle. The showering con-
tinues until the electrons/positrons/photons have so little energy left that collision effects
dominate over pair-production. The larger the energy of the incoming particle, the deeper
the shower is.

The electromagnetic calorimeter is a lead-liquid Argon (LAr) calorimeter. The barrel
part of the ECAL extends out to |η| < 1.475, and the two end-caps cover the range
1.375 < |η| < 3.2. The barrel itself is divided into two identical half-barrels that are sepa-
rated by 4 mm at z = 0. The length of a half-barrel is 3.2 m, and their inner and outer di-
ameters are 2.8 m and 4.0 m respectively. The end-caps are divided into two coaxial wheels,
the inner wheel covering 2.5 < |η| < 3.2 and the outer wheel covering 1.375 < |η| < 2.5.
The region |η| < 1.8 also has a presampler detector that is used to correct for energy loss by
electrons and photons before reaching the calorimeter (e.g. inner detector, cryostats).

The section |η| < 2.5 is devoted to precision physics. In this region, the calorimeter has
three different segments in depth, as illustrated in Figure 3.16. For the region 1.5 < |η| < 3.2

and in the overlap between the barrel and end-caps, there are two layers. Most of the energy is
deposited in the middle layer, while the back layer catches the tail of the shower, enabling the
reconstruction of the incident particle energy. The first, highly segmented layer in direction
of η, ensures a precise reconstruction of the particle direction.
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Figure 3.16: Sketch of the ECAL modules, showing the three layers [47]. The parameter
X0 is the radiation length, a characteristic of a material, the mean distance an electron or
positron travels before loosing all but 1

e
of its energy by bremsstrahlung [48].

3.6.5.2 Hadronic calorimeter

The hadronic calorimeter works in much the same way as the electromagnetic calorimeter,
only there are hadrons initiating the hadronic showers through the strong interaction. The
HCAL is quite dense to ensure that the entering hadrons come close enough to the nucle-
ons to interact strongly and initiate a hadronic shower. New hadrons, mostly pions, are
created in these collisions and can interact further with the material. However, hadronic
showers are much more complicated than their electromagnetic siblings, as they also have
an electromagnetic component, e.g. electrically neutral pions π0 decay almost exclusively to
diphotons. Also leptons and neutrinos from hadronic decays makes it hard to get a precise
measurement of the energy of the incoming particle.

There are three subdetectors in the hadronic calorimeter: the tile calorimeter, the LAr
hadronic end-cap calorimeter (HEC) and the LAr forward calorimeter (FCal).

The tile calorimeter is situated just outside the ECAL and covers the region up to
|η| < 1.7. It is a sampling calorimeter10 that uses steel as the absorber and plastic scintillating
tiles as the active material. It is divided into a 5.8 m long central barrel and two extended
barrels 2.6 m long with an inner radius of 2.28 m and an outer radius of 4.25 m.

The HEC is a copper-liquid argon sampling calorimeter. It covers the range
1.5 < |η| < 3.2 and consists of two wheels in each end-cap. The wheels have a radius of
2.03 m.

10A sampling calorimeter has layers of passive absorber alternating with active detector layers, in constrast
to homogeneous calorimeters that have a single medium throughout the volume of the detector.
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Lastly, the FCal covers the range 3.1 < |η| < 4.9, located about 4.7 m from the interac-
tion point.

3.6.6 Muon Spectrometer

The only SM particles that are not stopped in the ATLAS detector, are muons and neutrinos.
Of these, only muons can be detected directly. This is done in the Muon Spectrometer (MS).
Figure 3.17 illustrates the various subdetectors of the MS. This is the outermost part of the
ATLAS detector, and its purpose is to measure the momentum of all electrically charged
particles that exit the calorimeters in the pseudorapidity range |η| < 2.7. In the range |η| <
2.4 it also acts as a hardware-based trigger. The MS can singlehandedly and quite accurately
measure the momentum of particles down to a few GeV and up to several TeV, or it can
combine forces with the ID for an even more accurate measurement of the muon properties.
The relative muon momentum resolution was discussed in Section 3.6.3.2).

Figure 3.17: A cut-away view of the ATLAS Muon Spectrometer [49].

For |η| < 1.4, magnetic bending is provided by the large toroid magnets in the barrel.
The magnetic flux density is about 1 T. Between 1.6 < |η| < 2.7, magnetic bending is
provided by two smaller end-cap magnets. The magnetic flux density in the end-caps are
about 0.5 T. In the transition region 1.4 < |η| < 1.6 the magnetic field is a combination
of the two. The magnetic field is tangential to a circle in the transverse plane around the
beam axis, thus bending the charged particles (muons) in the longitudinal plane (η defines
the bending plane).

The muon chambers in the barrel are composed of three concentric cylindrical shells,
with the beam axis on the axis of the cylinder. The radii of these shells are approximately
5 m, 7.5 m and 10 m. In the end-cap regions the muon chambers form large wheels, with
the center of the wheel located on the z-axis about 7.4 m, 10.8 m, 14 m and 21.5 m from the
interaction point. Figure 3.18 shows two different cross-sections of the Muon Spectrometer.

The muon system is composed of four sub-detectors: the Monitored Drift Tube cham-
bers and the Cathode-Strip Chambers are the precision trackers while the Resistive Plate
Chambers and the Thin Gap Chambers are supporting trackers and triggers.
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(a) Cross-section of the muon system in the longitudinal plane, the
plane containing the beam axis. The dashed lines are the trajectories
of muons with infinitely large momenta.

(b) Cross-section of the muon system in the transverse plane, the
plane perpendicular to the beam axis, showing the three concentric
cylindrical layers with eight small and eight large chambers. [50]

Figure 3.18: Cross-sections of the muon system in the longitudinal (a) and transverse (b)
planes.
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3.6.6.1 The Monitored Drift Tube chambers

The Monitored Drift Tube chambers (MDT) are the main tool for precision momentum mea-
surement. They cover the range |η| < 2.7, except in the innermost end-cap layer where they
cover up to |η| < 2.0. They consist of three to eight layers of drift tubes. The resolution is
80 µm per tube, or approximately 35 µm per chamber.

The MDT chambers are rectangular in the barrel and trapezoidal in the end-caps. The
direction of the tubes in the chambers in the barrel and end-caps are along φ, i.e. the center
of each tube is tangential to circles around the beam axis. All MDT chambers consist of two
groups of tube layers, so-called multi-layers. In the inner layer of the MDT, each multi-layer
consists of four tube layers, while in the middle and outer layer each multi-layer consists of
three tube layers. Figure 3.19 shows the structure of a MDT chamber in the barrel.

Figure 3.19: The mechanical structure of a barrel MDT chamber [33].

The tubes are drift tubes, each with a diameter of 29.970 mm, filled with Ar/CO2 gas
at a pressure of 3 bar. When a muon passes through a straw, the gas inside is ionized, as
illustrated in Figure 3.20. The freed electrons drift toward the wire (a tungsten-rhenium wire
with diameter 50 µm, held at a potential of 3080 V) in the center of the drift tube and are
registered there.

At high momentum, the relative muon pT resolution σ(pT)
pT

is dominated by the term
pMS

2 · pT, as discussed in Section 3.6.3.2, where the term pMS
2 mainly accounts for the limited

position resolution of the detector parts and the misalignment of the MS. For the MDT,
the design resolution is 80 µm for the single-hit spatial resolution, and according to recent
measurements [51] the current resolution approaches the design value for all MDT chambers
in the MS.

3.6.6.2 The Cathode-Strip Chambers

The region |η| > 2.0 is subject to high doses of radiation, and here the first layer of the
MDTs is replaced by the much more radiation hard Cathode-Strip Chambers (CSCs). They
cover the region up to |η| < 2.7. In addition to being more radiation hard, the CSCs also
have better time resolution than the MDTs.
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Figure 3.20: Cross-section of a MDT
tube, showing the ionization of the
gas in the tube when a muon tra-
verses the medium [33].

As can be seen from Figure 3.21, the CSCs have eight small and eight large chambers,
segmented in φ, in each end-cap. Each chamber has four CSC planes, which allows for four
independent measurements of η and φ along the particle trajectory. They are located at a
distance of about 7 m from the interaction point, measured along the beam line. Together
with the MDTs and the TGCs (Section 3.6.6.3) they form the “small wheel”, with inner
radius 881 mm and outer radius 2081 mm, corresponding to the range 2.0 < |η| < 2.7.

Figure 3.21: Layout of
a CSC end-cap showing
clearly the eight small and
eight large chambers.

The CSCs are multiwire proportional chambers with wires going outward in the radial
direction from the beam line. As illustrated in Figure 3.22, they have plates segmented into
strips as cathodes and wires going orthogonal to the strips as anodes (measuring the precision
coordinate η in the bending plane), but also strips going parallel to the wires, measuring the
position in the non-bending (φ) plane [33]. The cathode strips are held at a high negative
voltage compared to the anode wires. When a muon traverses the chamber, it ionizes the gas
mixture (80% Argon, 20% CO2) in the chamber. The liberated electrons and ions drift toward
the nearest anode wire and opposing cathode strip respectively. When the electrons are close
enough to the wire, the electrical field increases rapidly and accelerates the electrons. The
electrons collide with the material in the detector, creating an avalanche of freed electrons
and positive ions. The electrons are collected very quickly (∼ 1 ns) while the positive ions
drift towards the cathode [43]. This process induces a signal that can be read out of from the
cathode strips. The η and φ coordinates are inferred from the induced-charge distribution.
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The resolution is 60 µm per CSC plane in the bending direction (η), and 5 mm in the non-
bending direction (φ).

Figure 3.22: Segmentation of a CSC
cathode, showing the cathode strips
that are held at a high negative volt-
age, and the anode wires held at a
high positive voltage.

3.6.6.3 The Resistive Plate Chambers and the Thin Gap Champers

A trigger system is needed to make a quick decision on whether the data from a certain event
should be stored or not. This is done by Resistive Plate Chambers (RPCs) in the barrel region
and Thin Gap Chambers (TGCs) in the end-cap region. The trigger detectors (the L1 muon
trigger, described in Section 3.6.8) provide acceptance in the range |η| < 2.4 and over the
full φ-range.

The RPCs are in the barrel section of the ATLAS detector and consist of three concentric
cylindrical layers around the beam axis (the three trigger stations) at radii of approximately
5 m, 7.5 m and 10 m [52]. Each station consists of two independent layers, each of which
measures both η and φ, giving a total of six measurements for a track going through all three
layers. The chambers in the barrel region are located in between and on the eight coils of
the superconducting toroid magnet (more details can be found in Section 3.6.7). The RPC
is a gaseous parallel electrode-plate detector. Each RPC unit consists of two resistive plates
parallel to each other at a distance of 2 mm, one held at a high voltage and the other at
ground. The passage of a charged particle (i.e. a muon) causes ionization, and an avalanche
of electrons is created in the field between the plates, and the signal is read out.

The TGCs are a type of multiwire proportional chambers that form large wheels in the
end-caps. The middle layer of the MDTs in the end-cap are accompanied by seven layers of
TGCs while the inner layer is accompanied by two layers of TGCs. The inner layer is further
divided radially into two non-overlapping regions: the end-cap and forward. The TGCs also
measure the azimuthal coordinate φ in the non-bending plane.

3.6.7 Magnet system

The ATLAS superconducting magnet system consists of one solenoid and three toroids (one
barrel and two end-caps), as shown in Figure 3.23, all held at a temperature of about 4.6 K.

The inner and outer diameters of the solenoid are 2.46 m and 2.56 m, and the length is
5.8 m. It is aligned on the beam axis and provides a 2 T magnetic flux density in the volume
of the whole inner detector directed along the beam axis.

The overall size of the barrel toroid magnets is 25.3 m in length, and with inner and outer
diameters of 9.4 m and 20.1 m. The toroid magnet produces a toroidal magnetic flux density
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of approximately 0.5 T and 1 T in the central and end-cap regions respectively. The field
is tangential to a circle parallel to the transverse (φ) plane. The eight barrel toroid coils are
interleaved with the end-cap coils.

Figure 3.23: The ATLAS magnet system, showing the central cylinder containing the
solenoid windings and the toroid magnet system coils.

3.6.8 Trigger system

The ATLAS trigger system decides which events to keep for further analysis and which
events to discard. This is a crucial part of the operation, as events containing New Physics,
should it manifest at this energy, could be thrown away.11

The Run 2 trigger system consists of the hardware-based Level-1 (L1) trigger and the
software-based high level trigger (HLT). The L1-trigger determines Regions-of-Interests
(RoIs) in the detector by taking coarse granularity input from the calorimeters and the muon
detector, reducing the event rate from approximately 30 MHz to 100 kHz, leaving the L1
trigger with 2.5 µs to decide to keep or discard each event. Possible signatures of events
to keep are high-pT muons, electrons, photons and jets, or large missing transverse energy
(MET) and large total transverse pT.

Each RoI is sent to the HLT where sophisticated algorithms using the full granularity
detector information reduces the rate from 100 kHz to approximately 1 kHz. The processing
time is about 200 ms per event.

11This section is mainly based on [53].
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3.7 Relevant physics concepts at the LHC

3.7.1 Luminosity

The instantaneous luminosity is an important parameter for a particle collider, measuring
how many particle collisions there are per square centimeter per second (cm−2s−1),

L = fB
n1n2

4πσxσy

where n1 and n2 are the number of particles in bunches 1 and 2 that go in opposite direc-
tions and collide head-on with frequency fB, and σx and σy denote the transverse size of the
beam [48]. Nominal values for these parameters are listed in Table 3.3. The LHC was de-
signed to collide 2808 bunches consisting of 1011 protons each up to 40 million times per sec-
ond at a center of mass energy of 14 TeV, with an instantaneous luminosity of 1034 cm−2s−1.

Parameter Value Comments
N 2808 Number of bunches
σ 16.7 µm Transverse beam size (σx = σy)
fB 40 MHz Bunch crossing frequency
n 1.15× 1011 Protons per bunch

Table 3.3: Nominal beam parameters [54].

The time integral of the instantaneous luminosity L, the integrated luminosity
∫ Ldt, is

a quantity used as a measure of the amount of data collected, in units of inverse barns, a unit
that is reversely proportional to length squared. One barn (1 b) is equal to 10−28 m2.

The event rate R, the number of events per second, dN/dt, for any given process is
proportional to the instantaneous luminosity,

R =
dN

dt
= σL,

where σ is the theoretical process cross-section, given by the Standard Model for ordinary
SM processes, or a BSM theory for BSM interactions. The cross-section is measured in
barns.

The expected number of events N for any given process, e.g.

pp̄→ Z ′ +X → µ+µ− +X,

is given by

N = σ

∫
Ldt,

with σ as the cross-section of the particular process in question.

3.7.2 Transverse momentum

In the ATLAS coordinate system, as described in Section 3.6.1 and drawn schematically in
Figure 3.5, the beam pipe is parallel to the z-axis. The plane perpendicular to the beam axis,
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the x -y-plane, or φ-plane, is referred to as the transverse plane. The transverse momentum,
pT, is the component of the momentum in the transverse plane. This is a very important
variable in proton-proton collisions. High pT final state particles also are hints of a hard
scattering process.

Looking at a hard scattering process, where two partons collide, the total momentum
of the final state particles along the beam axis is equal to the vector sum of the momenta
of the colliding particles. Any given parton carry a momentum pproton · x, where pproton is
the momentum of the proton, and x is the fraction of the proton momentum carried by the
parton. As this size in general is different for any parton, there is a non-zero total momentum
along the beam axis.

The situation in the transverse plane is dramatically different. The transverse momentum
of any parton is in general negligible compared to that of the total momentum. We can
see this by performing a back-of-the-envelope calculation, using the Heisenberg uncertainty
principle, and the fact that the partons are confined within the proton which has a size of
about 1 fm. This gives the order of magnitude of the intrinsic momentum of a parton

∆x∆px ∼ h̄→ ∆px ≈ h̄

∆x
≈ 0.2 GeV fm

1 fm
= 0.2 GeV,

which is negligible compared to the TeV scale of the proton-proton collisions at the LHC.
Because of this we assume that the total transverse momentum of the final state particles
in such collisions is zero. This naturally leads to another important quantity, namely the
missing energy.

3.7.3 Missing energy

Knowing that the sum of the transverse momenta in a hard scattering process should be zero,
it is possible to detect particles that leave no trace in the detector. Within the SM this is the
neutrino, but if we go beyond the SM there are many candidates, for example dark matter
particles. Dividing particles into “visible” and “invisible”, we can write in general∑

visible

pT +
∑

invisible

pT = 0,

which leads us directly to an expression for the total transverse momenta of the invisible
particles, ∑

invisible

pT = −
∑

visible

pT.

For highly relativistic particles, the transverse momentum equals the transverse energy (in
natural units), and the missing transverse momentum is often referred to as missing trans-
verse energy, �

�ET.

Note that there is no information on individual invisible particles, only the vector sum is
known.
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3.7.4 Cross-sections at the LHC

Events can be categorized as stemming from either soft or hard processes. The Z ′, if it
exists, is produced in a hard scattering process. Soft scattering processes are very important
for e.g. the total cross-section and the underlying event. At hadron colliders, like the LHC,
QCD is the underlying theory for either process, but whereas for hard processes perturbation
theory can be used with a high level of certainty, the soft processes must be described by
non-perturbative QCD, which is more complicated.

The total cross-section at LHC is decomposed into several main components – elastic
(pp → pp) collisions, single diffractive dissociations (SD, pp → Xp), double diffractive
dissociation (DD, pp → XY ), central diffractive dissociation, non-diffractive (ND) events
and hard collisions [55][56]. In elastic scattering, the two initial state protons change direc-
tion, and nothing else happens – the absolute values of their momenta remain the same. The
interaction is often described as an exchange of a pomeron. For all diffractive processes and
elastic scattering, the pomeron is a colorless object, e.g. a gluon pair. All other scattering
processes are inelastic scatterings, where one or both of the protons dissociate and additional
particles appear in the final state. In single-diffractive dissociations (leftmost illustration of
Figure 3.24), one of the incoming protons remains intact, while the other proton dissoci-
ates and hadronizes. In double diffractive dissociations (middle illustration of Figure 3.24),
both incoming protons dissociate and hadronize. In central diffractive processes (rightmost
illustration of Figure 3.24), both incoming protons remain intact, but the double pomeron
exchange create a system of particles. Non-diffractive inelastic scatterings (not illustrated)
can exchange colored pomerons.

Figure 3.24: Illustrations of single diffractive, double diffractive and central diffractive pro-
cesses.

By far, the hard collisions are the smallest part of the total production cross-section at
LHC. Figure 3.25 illustrates this fact. The total cross-section is many orders of magnitude
above the hard scattering cross-sections in which for example the gauge bosons of the Stan-
dard Model are created.

3.7.5 Parton Distribution Functions

The Parton Distribution Function (PDF) of a hadron, like the proton which is of interest
at the LHC, is a function fi(x,Q2) which tells us the probability of finding a parton (i.e.
quark, antiquark or gluon) with flavor i carrying the fraction x of the proton’s momentum,
where Q is the energy scale of the hard interaction. Obviously this is an important piece of
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Figure 3.25: Standard Model cross-sections as functions of center-of-mass energy [57]. The
total cross-section is many orders of magnitude above the hard scattering cross-sections in
which for example the gauge bosons of the Standard Model are created.
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information as it is the partons that participate in the hard collisions, and every cross-section
prediction includes the PDFs in the calculations.

There are several different PDF sets available, accurate to next-to-leading order (NLO) or
next-to-next-to-leading order (NNLO) in QCD. At the heart of these different PDF fits lies,
among others, deep-inelastic scattering (DIS) data obtained at the HERA electron-proton
collider and in fixed-target experiments. In addition high precision Drell-Yan data obtained
at the LHC or the Tevatron experiments are used in the fits. Differences in what data is used,
in object definitions and in cuts lead to differences in the resulting PDF fits. This can be
taken into account in a specific analysis as a systematic uncertainty. An example of a PDF
set is shown in Figure 3.26.

Figure 3.26: The MSTW 2008 NNLO PDF set for (left) Q2 = 10 GeV2 and (right) Q2 =
104 GeV2 [58]. The width of the bands reflect the uncertainties of the estimates at the 68%
confidence level.

3.8 Summary

In this chapter, we took a close look at CERN, the LHC and in particular the ATLAS detector
which was described in detail, including information on how muon properties are measured
in the ATLAS detector. We also looked at important physics concepts at the LHC, some of
which we will encounter often in the following.

In the next chapter, we will learn what we need to analyze the data collected with the
ATLAS detector.
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Chapter 4

Searching for the Z ′ – basic concepts and
tools

In Chapter 1 we looked into what we know about our world in terms of particles and forces,
and the mathematical framework used in experimental particle physics, the Standard Model.
In Chapter 2 we saw a few examples of Nature’s unsolved mysteries and a handful of care-
fully selected beyond the Standard Model theories that might offer potential solutions to
some open questions. Finally in Chapter 3 we looked at how to experimentally detect parti-
cles produced in proton-proton collisions at the LHC using the ATLAS detector.

In this chapter we explore the last ingredient needed, namely the methodology used to
analyze the vast amount of data collected at the ATLAS detector in the search for a new,
neutral gauge boson, the Z ′.

4.1 The importance of invariant mass

The beams that circulate in the LHC collide at four different points in the ring, one of which is
in the center of the ATLAS detector. In most cases the protons in the beam collide elastically,
exchanging some fraction of their energy, but continuing on their merry way (see Section
3.7.4 for more details about this). But sometimes the quarks or gluons inside the protons
crash violently into each other in a hard collision, and are transformed into other particles.
Usually well-known particles are created in the collisions, like quarks or gluons that are
seeds for jets, or the gauge bosons of the SM – W± or Z0. But every once in a while, if it
exists at all, a Z ′ may be produced.

The invariant mass method uses the concept of invariant mass. When colliding beam
particles of energies E1 and E2 and momenta p1 and p2 collide, the heaviest on-shell1 par-
ticle that can be created in this collision has the mass m equal to the invariant mass of the
collision, √

s = m =
√

(E1 + E2)2 − (p1 + p2)2. (4.1)

This is the center-of-mass energy, the total energy in the frame where the sum of momenta
is zero. We see from the expression above that p1 = −p2 yields the largest mass. In practice

1On-shell particles satisfy the energy-momentum relation in Equation (4.1). Off-shell particles are virtual
particles that do not obey this relation.
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this is achieved in the experiment by circulating beams of particles in opposite directions and
colliding them head on. The situation is complicated by the fact that it is the partons inside
the protons that actually collide. The momentum carried by a parton is described statistically
by PDFs, as described in Section 3.7.5, and we cannot expect that the vector sum of the
longitudinal momenta of two colliding partons is zero. In addition there is an effect from
the partons’ momenta not in the direction of motion, but this is negligible as the momentum
transverse to the direction of motion is tiny compared to the momenta of the partons.

The mass of a decayed particle can be reconstructed by calculating the invariant mass of
the N lighter particles it decayed to,

m =

√√√√( N∑
i=1

Ei

)2

−
( N∑

i=1

pi

)2

. (4.2)

In this thesis, we focus on the process

pp→ Z ′ +X → µ+µ− +X,

i.e. the production of a new neutral gauge boson that decays to two muons.2 Therefore it is
the reconstructed invariant mass of the muon pair that is of interest,

m =
√

(Eµ+ + Eµ−)2 − (pµ+ + pµ−)2.

A decay of theZ ′ to two muons (i.e. the signal) is actually swamped by so-called background
processes. In Figure 4.1 we see a histogram with the invariant mass of two muons of opposite
electric charge on the x-axis and the number of events on the y-axis. The muons in question
are carefully selected with the method that is discussed in Section 5.1. The Standard Model
processes are drawn in black and the new physics, the Z ′, is drawn in purple. We see that the
large majority of events are to the left in the histogram, at low invariant masses (where the
SM Z0 boson is very prominent) and a peak marked "New physics” is at high invariant mass.
The invariant mass is a discriminating variable, separating the signal from the background
(the SM processes).

To illustrate the technique with a real-life example, we see in Figure 4.2 the dimuon in-
variant mass distribution for oppositely charged, combined3 muon pairs with transverse mo-
mentum above 4 GeV and pseudorapidity |η| < 2.5, using 6.6 pb−1 of ATLAS data [59]. We
see the following resonances clearly, J/Ψ (∼3.1 GeV), Ψ′ (∼3.7 GeV), Υ (1S) (∼9.5 GeV)4

and Z0 (∼ 91 GeV).
Before looking at data, we need to model the background as accurately as possible to be

able to distinguish a possible signal from background in real data. It is especially important
to be able to estimate the background under a peak. We thus need to know what processes
make up the background for our search. This is covered in Section 4.4. Then we need to
make simulated events for all of the background processes. In addition we need to make

2Technically a muon and an antimuon, but we often refer to this as two muon.
3This will be explained in Section 4.3.1, but for now we can think of combined muons as particles that are

reconstructed as muons based on information from both the ID and the MS.
4Possibly with another Υ resonance just above, but less pronounced.
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Figure 4.1: A drawing illustrating the invariant mass search technique. The well-known SM
processes are drawn in black while the hypothetical new physics is drawn in purple as a very
visible peak over the black background. The figure has the dimuon invariant mass on the
x-axis, and the number of events on the y-axis.

Figure 4.2: The dimuon invariant mass distribution for oppositely charged, combined muon
pairs with transverse momentum above 4 GeV and pseudorapidity |η| < 2.5 using early 2015
data [59].

simulated data for some representative signal models. The process of simulating events is
covered briefly in Section 4.2.
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4.2 Simulated events

Simulated data are an integral part of any ATLAS analysis. They are needed to describe
what we expect to see, such that it is possible to detect the unexpected. At the heart of
simulated data we find the Standard Model of particle physics or a Beyond the Standard
Model theory, and the Monte Carlo event generators (to be described in Section 4.2.1). After
generation, the events are sent through a simulated version of the ATLAS detector (more on
this in Section 4.2.4). The output from the simulation stage are MC events that ideally should
accurately model data in all aspects. However, as an absolutely perfect description of both
the ATLAS detector and Nature is an unrealistic goal, simulated data are compared to real
data in several aspects and are then modified to fit the data. As an example, consider events
from the process Z0 → µ+µ−. Events from data believed to originate from this process are
carefully picked out and compared to simulated data. Deviations from data are transformed
into so-called scale factors (SFs) based on e.g. η and φ coordinates of the particles, and
applied as event weights5 on an event-by-event basis to simulated data. More specifics on
the applied SFs will be discussed in Section 4.3.4.

Two examples that shows how we compare data from MC generators to collision data
are discussed in more detail in Appendix A. This work was a part of my qualification work
to be an official ATLAS author.

4.2.1 A short introduction to MC generation

In order to generate events, we start with the physical theory, the SM or a BSM theory, and
information about the colliding particles. At the LHC the particles circulating in the ring are
protons or heavy ions, but as this thesis concerns protons we focus on this.6

4.2.1.1 Sampling the phase space

We then need to know the process to simulate, e.g. uū → Z0/γ → µ+µ−, and what the
expression for the differential cross-section dσ for this process is. The differential cross-
section is usually referred to as the event weight when dealing with event generators.7 It
involves the decay angles, the center-of-mass energy of the collision and the relevant matrix
elements of the process (as described in Section 1.2.1.2). The event weight is directly related
to the probability of this process happening.

Now we sample the phase space, i.e. the multi-dimensional hyper cube spanning all
the degrees of freedom. In the limit of infinite number of candidate events the integral

∫
dσ

converges to the measured cross-section. There is no physical information in the distributions
at this stage, as the candidate events are distributed flat in phase space. The events will now
be unweighted such that they are distributed according to theory, and such that each of the
simulated events can be seen as a simulation of a real event.

5Event weights are factors that are multiplied into the event count.
6This section is based mainly on references [60] and [61].
7Not to be confused with the event weights applied in the event selection in Section 5.1.
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4.2.1.2 Unweighting events

A much-used technique to unweight events is the hit-and-miss technique (also known as the
Von Neumann method or the acceptance-rejection method). For each candidate event, the
ratio of the event weight divided by the maximum event weight,8 dσ

dσmax
, is compared to a ran-

dom number g generated uniformly between 0 and 1, and events that fulfill the requirement
g < dσ

dσmax
are accepted. The rest are discarded. The accepted events have the frequency and

the distribution predicted by theory.

4.2.1.3 Higher order corrections

There are several elements left out in this simple description. The incoming initial state
partons can radiate particles, so-called initial state radiation (ISR), via the weak, the electro-
magnetic or the strong force. Also particles in the final state can radiate particles, so-called
final state radiation (FSR) via the same mechanisms as ISR. Also several different Feynman
diagrams can represent the same process, both at tree level and at higher order perturbations
in the weak and/or electromagnetic and/or strong force. In addition we know that quarks
and gluons are not directly observable, they appear in the detector as jets, and this process of
hadronization needs to be modelled.

The modelling of the higher order perturbations can either be done by theory calculations,
using the Standard Model to compute exactly the result of a given, small number of emis-
sions, or via estimating the dominant effects due to emissions at all orders in perturbation
theory. Tree Level Matrix Element generators consider only the diagrams corresponding to
the emission of real particles. These generators can then be coupled to other generators that
handle the hadronization, but care has to be taken when combining the two to avoid double
counting of partons/jets. Another strategy is to decide on an order in perturbation theory and
then compute all diagrams, real and virtual, that contribute to this. Yet another strategy is to
use the fact that the dominant effects in certain regions of phase space have close to trivial
dynamics, enabling the possibility of recursively describing extra emissions. It is within this
strategy that one of the methods is called the Parton Shower technique.

4.2.2 Parton shower generators

The event generators that employ the Parton Shower technique, referred to as showering and
hadronization generators (SHG), are general purpose event generators (GPEG) that enjoy
widespread use in the field of experimental particle physics, for example PYTHIA [62] [63]
or Herwig [64], which is in heavy use in the analysis described in Chapters 5 to 7. The
following description is based on QCD showers only, but the same prescription is applied to
electromagnetic showers to incorporate higher order QED corrections.

The SHGs start with a leading order hard subprocess, and the higher orders are added
by evolving the event using parton showers, allowing the partons to split (or branch) into
new pairs of partons, as illustrated in Figure 4.3. The shower continues until the energy is
low enough to allow for hadronization (the hadronization scale). The partons are grouped

8This maximum event weight dσmax might be calculable from theory, or it can be approximated by scanning
the parameter space.
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together (hadronized) into colorless combinations and these resonances are decayed. Only
FSR is shown in the figure, but the same prescription applies to ISR.

Figure 4.3: Schematic figure of the inner machinery in a showering and hadronization gen-
erator.

After hadronization, the remaining event is generated – beam remnants, interactions from
other partons in the hadrons, and collisions between other hadrons in the colliding beams
(known as in-time pile-up, see Section 4.6.3 for more information on pile-up). The beam
remnants are what was left of the proton after the hard subprocess. The partons inside protons
have a small (around 1 GeV) primordial transverse momentum. The beam remnants recoil
against this. Being colored, the beam remnants are a part of the same hadronization system
as the hard subprocess, ensuring overall color neutrality.

4.2.3 Relevant event generators

In the dimuon analysis covered in this thesis we encounter several event generators. The
different event generators have different specialties – some have the best description of di-
boson events, others might be best suited for generating events at the matrix element level
for processes with varying number of partons in the final state, while others again are best at
hadronization. Thus in any given sample a number of different event generators might be in-
volved. The simulated data used in this thesis are produced using PYTHIA, Sherpa, Powheg
BOX, Photos and MadSpin (Section 4.4 offers an overview of the simulated data).

PYTHIA [62] [63] is a general-purpose event generator that contains a large library of
over 200 available hard processes. It can add initial and final state radiation, and hadroniza-
tion is based on the Lund string fragmentation framework [65].

Sherpa [66] is also a general-purpose event generator, containing a flexible tree-level
matrix-element generator for calculation of hard processes within both the Standard Model
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and selected BSM theories. ISR and FSR is described using the parton shower technique,
based on the Catani-Seymour dipole factorization formalism [67].

Photos [68] is a generalized tool used for generation of bremsstrahlung corrections, and
MadSpin [69] is a tool used to decay heavy resonances at NLO.

PYTHIA is used to generate the dedicated Z ′ → µ+µ− samples at invariant masses 2, 3,
4 and 5 TeV. Also PYTHIA is used in combination with Powheg in several samples, i.e. DY
(Z0 → µ+µ−), single top and tt̄ samples, where it generates the parton showering. For the
the DY samples, Photos is also used to handle the electromagnetic showers. For the single
top samples, MadSpin handles the decay of the top quark and W bosons. Sherpa is used
to generate the mass-binned diboson samples used in the dimuon analysis in Chapter 5, and
also the W+jets samples used in the QCD background study in Chapter 7.

4.2.4 Detector simulation

The MC generators are responsible for prompt decays, e.g. Z or W bosons, but all stable
particles are handled by the detector simulation.9 Stable particles are in this context defined
as particles with proper lifetime cτ > 10 mm. The particles with proper lifetimes less than
10 mm, which is well inside the beam pipe, are decayed by the event generator and their
interactions with detector material or the magnetic field are ignored.

In both event generation and detector simulation so-called truth information is recorded
for each particle and each event, from the collision of the partons to all information available
on all tracks and particles generated in the event.

Events can be filtered at generation time such that only events with certain required prop-
erties (e.g. a minimum of transverse momentum, or only leptonic decays) are kept. Then all
remaining events are read into the simulation. Each particle is propagated through the simu-
lation, which can either be full simulation using GEANT4 [72], which is the standard strategy
of ATLAS, or a less computationally expensive fast simulation [71].

GEANT4 contains a simulation of the ATLAS detector, including misalignments and
dead material (e.g. cables and supporting pillars). The description is kept up-to-date by
adding information on e.g. dead modules. It also contains detailed physics models for par-
ticle interaction with matter and the propagation of the particles through the detector. The
complexity of the simulation requires a lot of computing resources and time, and several
faster simulation strategies have been developed.

About 80% of the simulation time is spent on the simulation of particle showers in the
calorimeters, and mostly in the electromagnetic calorimeter. The aim of the Fast GEANT4
Simulation is to speed up this process by replacing the low energy electromagnetic particles
in the calorimeter with pre-simulated frozen showers that are stored in libraries. This cuts
the CPU time by a factor of three in hard scattering events, still with most of the physics in
the event complete.

Atlfast-II uses a similar approach, but cuts the simulation time by more than 90% by pa-
rameterizing calorimeter response, based on GEANT4 simulation of single particle showers
in a fine grid of particle energies and directions. The accuracy is less than for full simulation,

9This section is based mainly on references [70] and [71].
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but it can be tuned to the data. This algorithm is known as the FastCaloSim [73], and it is in
widespread use.

Another order of magnitude in simulation time is gained by using Atlfast-IIF, using the
Fast ATLAS Tracking Simulation (Fatras) [74] for the inner detector and muon system. Fa-
tras uses simplified parameterizations of physics processes and simplified geometry for the
ATLAS detector.

4.2.5 Digitization and reconstruction

After simulation, the ATLAS digitization software converts the simulation into detector re-
sponses, called digits, to mimic what happens in the detector for collision data. Depending
on the exact subdetector, a digit is typically produced when the voltage or current on a read-
out channel rises above a threshold within a given time window. For some detector parts
also the signal shape is included in the digits. Each subdetector is modelled in a specific
digitization software, also including electronic noise and cross-talk.

Pile-up, to be further defined and described in Section 4.6.3, is simulated by reading in
various types of events and overlaying hits from each of these on the simulated event.

The Level-1 triggers (see Section 3.7 for more information) are simulated at the digitiza-
tions stage, not discarding events, only marking them as passed or not.

The digits are converted to something similar to the data output from the detector, called
Raw Data Object (RDO) files. The ATLAS high level trigger and full ATLAS reconstruction
are run on the RDO files. With the exception of simulated data that contain truth information,
simulated and real data are treated equally in the reconstruction stage. Reconstruction in
general and reconstruction of muons in particular are covered in the next section.

4.3 Reconstructed muons in the ATLAS detector

Whenever a collision occurs in the heart of ATLAS, the task pf identifying the type of colli-
sion and the particles involved is a complicated one.10 When particles traverse the detector,
most leave many traces of their existence, raising the voltage or current in some specific
modules within the detector that happen to lie on their path. All the little clues they leave
behind must be interpreted and connected to the particle that left them. Advanced software
was developed to perform this task with a high level of accuracy. In the following we focus
on the prompt muon11 reconstruction, identification and isolation, but more or less similar
ideas are behind the algorithms for reconstructing other particles.

4.3.1 Muon reconstruction

Muon reconstruction is first performed independently in the inner detector (ID) and the muon
spectrometer (MS). Secondly the two are combined to form the muon tracks that are used in
physics analyses.

10This section is based mainly on references [40], [75] and [76].
11Muons from the decay of heavy particles, like the Z0 or the Z ′, but also other particles, like τ and J/Ψ.
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4.3.1.1 Muon reconstruction in the ID

In the ID, muons are reconstructed like any other charged particle. The main track recon-
struction algorithm is performed in a series of steps [76][77]. First a set of clusters (several
hits in adjacent silicon cells) are created in the Pixel and SCT detectors, and correspondingly
drift circles in the TRT detector. These clusters and drift circles are transformed into 3D
space-points.

Sets of three space-points are formed to a seed, either Pixel-only, SCT-only or Mixed
seed. These seeds are checked against some initial requirements on the transverse momen-
tum and impact parameter resolution, and if they pass they are required to match a fourth
space-point compatible with the particle’s trajectory as estimated from the seed. Track can-
didates are formed on the basis of this.

Track candidates are further processed based on a series of quality criteria, including fit
quality, holes and hits shared between several track candidates, the goal being to eliminate
track candidates from random hit combinations or track duplicates. The remaining track
candidates are finally extended to the TRT (if they are within the acceptance of the TRT
detector) if a valid set of matching drift circles is found. A track fit is performed to estimate
the final track parameters. This increases the momentum resolution significantly.

4.3.1.2 Muon reconstruction in the MS

In the MS, segments of the track are formed by searching for hit patterns inside each muon
chamber of the subdetectors (MDT, RPC, TGC and CSC). Track candidates are built from
these by performing a general fit of all the segments in the different layers.

The algorithm for this task runs in several steps, using as seeds the segments generated in
the different layers of the detector and performing a combinatorial search, selecting segments
based on hit-multiplicity and fit quality. At least two matching segments are required to build
a track, except in the barrel-endcap transition region where a single high-quality segment can
build a track. The same segments can initially be included in more than one track candidate.
An overlap removal algorithm later resolves the issue, either by selecting one best fit to a
single track or by allowing the segment to be shared between two tracks.12

The hits associated with each track candidate are then fitted using a global χ2 fit. If any
hits have large contributions to the χ2, they are removed and the track fitting procedure is
repeated. The track candidate is accepted if the χ2 is below a certain threshold, indicating a
well behaved and defined track candidate.

4.3.1.3 Muon types – combined, extrapolated, segment-tagged and calorimeter-tagged

Four different muon types are defined, depending on which subdetectors are used in the
reconstruction of the track. Reconstructed muons belong to exactly one of the four types. If
the muon fits more than one category, the type is selected according to a prioritized list.

12This is to ensure high efficiency for muons close to each other – all track candidates with segments in three
different layers of the MS are kept when they are identical in two out of three layers and share no hits in the
outermost layer.
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Combined (CB) muons are tracks reconstructed using a global refit that uses hits from
both the ID and MS. During the global fit procedure, MS hits can be added to or removed
from the track to improve the overall fit quality. This is the type used in the dimuon analysis
in Section 5.

Extrapolated (ME) muons, also known as standalone muons, are mainly used to extend
the acceptance for muon reconstruction beyond the scope of the ID into the region 2.5 <

|η| < 2.7. The muon track is reconstructed based mainly on the MS track, but with a
loose requirement on compatibility with originating from the interaction point. In addition,
the muon is required to traverse at least two layers of MS chambers (three in the forward
region).

A track in the ID is classified as a segment-tagged (ST) muon if it, once extrapolated to
the MS, it is associated with at least one track segment in the MDT or CSC chambers. A
track in the ID is classified as a calorimeter-tagged (CT) muon if it can be matched to an
energy deposit in the calorimeter compatible with a minimum-ionizing particle.13

4.3.2 Muon identification

By applying several quality requirements on tracks, the background from mainly pions and
kaons can be suppressed, while selecting prompt muons with a high efficiency and guaran-
teeing a good momentum measurement. There are five different selections defined. They are
called Loose, Medium, Tight, Low-pT and High-pT.

4.3.2.1 Medium muons

The Medium identification criteria are the default selection. It is designed to minimize
the systematic uncertainties associated with muon reconstruction and calibration. Medium
muons can be either combined muons or standalone muons.

For combined muons the following requirements apply: at least 3 hits in at least two
MDT layers, except for tracks in the region |η| < 0.1, where tracks with at least one MDT
layer but at most one MDT hole layer are used. Tracks with q/p significance higher than
7σ are vetoed to remove tracks where the ID and MS momentum measurements are very
different. The q/p significance is defined as the absolute value of the difference between
the ratio of the charge and momentum of the muon in the ID and MS extrapolated to the ID
divided by the quadratic sum of the corresponding uncertainties.

Standalone muons are only used in the region 2.5 < |η| < 2.7, and hits in at least 3 MDT
and/or CSC layers are required.

4.3.2.2 Loose and Tight muons

Two other sets of identification criteria, Loose and Tight, are designed to provide the highest
selection efficiency and the best fake-rate rejection, respectively. The selection efficiency is
highest for Loose and lowest for Tight.

13This is a particle whose mean energy loss rate through matter is close to the minimum. Muons are in
general minimum-ionizing particles.
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4.3.2.3 Low-pT muons

The Low-pT identification criteria are designed for low mass resonance searches and B-
physics studies, where there are large backgrounds from sources such as hadron decays in-
flight. This set of criteria are optimized to allow muon identification down to 3 GeV in
transverse momentum.

4.3.2.4 High-pT muons

The High-pT selection maximizes momentum resolution for muons with pT above 100 GeV.
This working point was optimized for searches for high-mass Z ′ and W ′ resonances. A
muon passing the High-pT working point is required to pass the medium selection criteria
and to be a combined muon with at least 3 hits in at least three precision layers of the MS.14

Specific chambers with suboptimal alignment are vetoed based on their η-φ coordinates and
the barrel-endcap overlap region (1.01 < |η| < 1.1) is excluded.

4.3.2.5 Selection and misidentification efficiency

The reconstruction efficiencies for both prompt muons and non-prompt muons from hadrons
decaying in-flight are shown in Table 4.1 [40]. The four identification selection criteria are
shown separated into low (4 < pT < 20 GeV) and high (20 < pT < 100 GeV) transverse
momentum muon candidates. No isolation requirement has been applied in the selection.
Applying isolation requirements greatly reduces the misidentification rates, by more than an
order of magnitude. The misidentification rates have been validated in data.

Selection 4 < pT < 20 GeV 20 < pT < 100 GeV
εMC
µ [%] εMC

Hadrons [%] εMC
µ [%] εMC

Hadrons [%]
Loose 96.7 0.53 98.1 0.76
Medium 95.5 0.38 96.1 0.17
Tight 89.9 0.19 91.8 0.11
High-pT 78.1 0.26 80.4 0.13

Table 4.1: Muon identification selection and misidentification efficiency using a tt̄ MC sam-
ple [40]. The identification efficiency is based on prompt muons from W decays, and the
misidentification efficiency on hadrons decaying in-flight. The four different identification
selection criteria are shown, separated into low and high pT momentum muon candidates,
all for |η| < 2.5. The statistical uncertainties are negligible.

4.3.3 Muon isolation

Muons coming from the decay of heavy particles, like a Z ′, are produced isolated from other
particles, thus we do not expect detector activity around these muons. In other words we
expect the muons to be isolated. Requiring isolated muons removes a major fraction of
muons from semileptonic decays, which are often embedded in jets.

14That means 3 layers of MDTs for |η| < 2.0, and 2 layers of MDTs and 1 layer of CSCs for 2.0 < |η| < 2.7.
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Two types of variables exist to define muon isolation, a track-based isolation variable
and a calorimeter-based isolation variable. In the dimuon analysis in Chapters 5 and 6, the
track-based version is used, and we focus on this in the following.

The track-based isolation variable pvarcone30
T is defined as the scalar sum of the transverse

momenta of the good-quality tracks originating from the primary vertex, with transverse
momentum pT above 1 GeV in a cone of size ∆R = min(10 GeV

pµT
, 0.3) (where “min” picks

out the smallest of the two values) around the muon with transverse momentum pµT, not
counting the muon track itself in the isolation variable.

The isolation selection criteria are determined on the basis of the relative isolation vari-
ables, defined as the ratios of the isolation variables to the transverse momentum of the
muon. Seven different isolation selection criteria (isolation working points) are defined. For
the dimuon event selection in the dimuon search as described in this thesis, the “FixedCut-
TightTrackOnly” requiring pvarcone30

T

pµT
< 0.06 was chosen. Figure 4.4 shows the distribution

of the relative isolation variable for muons from Z → µµ events. The selected muons are
required to satisfy the Medium identification criteria, and are separated from the other muon
coming from the Z0 boson.

Figure 4.4: Distribution of the track-based relative isolation variables measured in Z → µµ
events [40]. Muons are required to pass the Medium identification algorithm and to be well
separated from the other muon coming from the Z0 boson. The bottom panel shows the ratio
of data to simulation.

4.3.4 Corrections to simulated data

In an ideal particle physics world, simulated data would describe data very precisely in all
imaginable ways. Our world, however, is not this idealized world, and the agreement be-
tween MC and data muons is evaluated and corrected by the Muon Combined Performance
working group.
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4.3.4.1 Muon momentum scale and resolution

The muon momentum scale and the muon momentum resolution are corrected on a muon-
by-muon basis to agree to the per mille and the percent level respectively [78][40], using
J/Ψ → µ+µ− and Z0 → µ+µ− decays to extract corrections to the muon momentum as
functions of pT in various detector regions. Figure 4.5 displays the Z0 candidate events
before and after the muon momentum corrections.

Figure 4.5: Dimuon invariant mass distribution of Z0 → µ+µ− candidate events recon-
structed using Combined muons [78]. The top panel shows the invariant mass distribution
for data and for corrected (solid line) and uncorrected MC (dashed line). The blue band rep-
resents the effects of the systematic uncertainties on the momentum corrections. The bottom
panel shows the data to MC ratio, for the corrected MC in black dots and for the uncorrected
MC in the dashed line. MC is normalized to data.

4.3.4.2 Efficiency scale factors

The ratio between the efficiencies for certain selection criteria obtained in data and MC are
referred to as efficiency scale factors. An example of a measurement is shown in Figure 4.6,
where the muon reconstruction efficiencies for the Medium identification algorithm is mea-
sured in Z0 and J/Ψ events as a function of the muon momentum, shown together with
the expectations from simulated data. These ratios are used to correct the simulated data.
Scale factors for the muon trigger, isolation, reconstruction and identification and track-to-
vertex-association (TTVA) efficiencies are applied. The scale factors are applied to MC on
an event-level basis for the trigger and on a muon-level basis for the other efficiencies.
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Figure 4.6: Muon reconstruction efficiencies for the Medium muon identification algorithm
measured in Z0 and J/Ψ events as a function of the muon momentum [78]. The MC predic-
tion is shown as open red circles and open green triangles, while black dots and blue triangles
are data points. The bottom panel shows the data to MC ratio, these are the efficiency scale
factors. The green and cyan shaded areas indicate the statistical uncertainty while the orange
and red shaded areas show the total statistical and systematic uncertainty for the Z0 and J/Ψ
events.

4.4 Background processes

Background processes are Standard Model processes that have the same experimental sig-
nature as signal processes. In our case, this is every process that leaves us with two muons
that passes the signal selection criteria. A large part of the experimental search consists
of trying to reduce the number of events from the background processes while leaving the
signal events untouched (see Section 5.1 for the dimuon selection used in this thesis). The
following is a description of the relevant backgrounds for this search, as well as relevant
information about the MC samples used.

4.4.1 Drell-Yan

The largest background for the production and decay of a Z ′ in the dimuon channel is the
Drell-Yan (DY) process:

qq̄ → γ/Z0 +X → µ+µ− +X.

Figure 4.7 illustrates the process using a Feynman diagram. This background, where the Z0

decays to two muons, is one of the two so-called irreducible backgrounds, where two real
muons are created promptly (i.e. not via other particles). Even though this is considered as a
separate background, in reality this is also the process in which a Z ′ is created,

qq̄ → γ/Z0/Z ′ +X → µ+µ− +X,
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Figure 4.7: Feynman diagram for the Drell-Yan process, qq̄ → γ/Z0 +X → µ+µ− +X .

which means that the production and decay of the Z ′ actually interferes with the DY “back-
ground”.

Table B.1 lists the relevant information about the MC samples that represent this back-
ground. The samples are produced binned in dimuon invariant mass to ensure a high number
of events over a large mass range, with all massbins populated adequately. All samples are
generated with POWHEG BOX [79] matrix-element calculations at next-to-leading order
(NLO) in perturbative QCD (pQCD) using the CT10 [80] NLO PDFs, with PYTHIA 8 [63]
handling the parton showers, hadronization and underlying event, using the CTEQ6L1 [81]
PDF set.

The cross-sections for the binned DY processes are corrected to NNLO in QCD by ap-
plying mass-dependent k-factors to the generator cross-sections (more details on this can be
found in Section 4.4.6). The higher order EW contributions due to final state radiation are
already simulated at the generator level, using PHOTOS [68]. Some remaining higher order
electroweak (EW) corrections are applied as mass-dependent k-factors.

The DY process also produces pairs of taus. When the two taus both decay to muons, as
shown in Figure 4.8, this is a reducible background in the dimuon channel. A tau will decay
to a muon in 17 out of 100 events, and the probability for a di-tau event to be a background in
the dimuon channel is therefore about 3%. As in the dimuon case, all samples are generated

Figure 4.8: Feynman diagram showing the production of two taus of opposite charge, both
decaying leptonically to muons.

with POWHEG BOX at NLO using the CTEQ6L1 PDF set, with PYTHIA 8 handling the
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parton showering. Table B.1 lists the samples used. The cross-sections are corrected to
NNLO in QCD and EW, as in the dimuon case.

4.4.2 Photon-induced events

Two photons that collide and produce two opposite-sign muons are a background to the
search, and contributes to the irreducible background. The process in which two muons are
created proceeds through t- and u-channel processes, as illustrated in Figure 4.9. There are
no simulated data for this process, it is taken into account through k-factors, as described in
Section 4.4.6.

Figure 4.9: Feynman diagrams showing photon-induced dimuon events. Note that the right
hand diagram does not contain a four-photon vertex, the photon lines are simply crossing to
create a u-channel process.

4.4.3 Dibosons

Events with two SM bosons are a large part of the reducible background. These events are
referred to as diboson events. For this analysis, there are three categories of diboson events
that contribute to the background – WW , WZ, and ZZ events. Feynman diagrams for the
most important diboson processes are shown in Figure 4.10.

The diboson samples are generated with the Sherpa 2.1.1 [66] [82] generator, with Sherpa
also handling the parton showers, using the CT10 [80] NLO PDF.

Table B.2 displays information about the relevant MC samples used. Note that in the
analysis, the cross-section is scaled by 0.91, due to the fact that the inclusive diboson cross-
section is affected by some known discrepancies [83]. In this category of events, we find only
the leptonic decays. The events containing hadronic decays are described in Section 4.4.5.
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(a) Production of two Z bosons, where at least one
of them decays to muons.

(b) Production of two W bosons decaying to
muons.

(c) Production of a Z and a W boson, where the Z
decays to muons. The W can decay hadronically or
leptonically.

Figure 4.10: Feynman diagrams of the three leading contributions to the diboson back-
ground.
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4.4.4 Top

The production of a top and an antitop (referred to as “ttbar” or tt̄) creates a background to
the Z ′ search in the dimuon channel. The top (antitop) will almost exclusively decay to a
bottom (antibottom) quark and a W boson. The bottom quarks appear in the detector as jets,
but the two W bosons will occasionally both decay to muons, as illustrated in Figure 4.11).
Note that only the fully leptonic decays are considered as part of this background. Muon
candidates can also be found in the jets when the top decays hadronically – this is a part of
the fake background, discussed in Chapter 7).

Figure 4.11: Feynman diagrams of the main contributions to the ttbar background in the
dimuon channel (Feynman diagram with gluons in place of the incoming quark in the left
diagram is not drawn). Both W bosons decay leptonically to muons.

In addition to the top-pair produced via strong interactions, there are several ways to pro-
duce single top quarks via weak interactions. The single top in W + t associated production
mode is illustrated in Figure 4.12, and the s-channel and t-channel single top production are
illustrated in Figure 4.13

Figure 4.12: Feynman diagrams showing two of the main contributions to the single top
background, the W + t associated production modes, in the dimuon channel. The charge
conjugated processes with the production of the antitop and the W+ are also important.

All samples were made with POWHEG BOX using the NNPDF3.0 NLO [84] PDF set,
with PYTHIA 8 handling the parton showering, using the NNPDF2.3 LO [85] PDF set and
the ATLAS A14 [86] set of tuned parameters for parton showering and hadronization. For
the W + t samples, the event generation used the so-called DR scheme [87] to subtract tt̄
terms from the W + t production. Table B.3 lists the samples used for the top background.
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Figure 4.13: Feynman diagrams showing two of the main contributions to the single top
background in the dimuon channel, the s-channel to the left and the t-channel to the right.
The charge conjugated processes with the production of the t̄ are also important.

4.4.5 Events with jets - fake background

Occasionally jets are reconstructed as muons, either because there is a real muon inside a jet
or because an energetic jet puched through to the MS. These are referred to as “fake” and a
part of the fake background. Thus in rare cases events with e.g. a W boson decaying to a
muon and a neutrino and jets or multijets are a background to the Z ′ search in the dimuon
channel.

Because the cross-sections for events that contain jets are so high, the number of MC
events required to get a reasonably low statistical uncertainty is too high to be feasible. For
this reason, a data-driven method, which is described in Chapter 7, is used to conclude about
the relative size of the W+jets and dijets background, and it is found to be negligible.

4.4.6 Higher order corrections

It is desirable to estimate the backgrounds as precisely as possible, and because of this
we apply higher order corrections to the simulated samples where possible. While mass-
independent corrections exist, higher order QCD and EW corrections in general modify the
shape of the differential cross-section as a function of the invariant mass. This motivates the
use of mass-dependent k-factors, which are derived by taking the ratio of the higher-order
differential cross-section calculation – e.g. next-to-next-to-leading order (NNLO) in the case
of DY – over the differential cross-section of the sample in question, generated to a lower
order, i.e. LO or NLO. The derived mass-dependent k-factor for each process is then applied
on an event-by-event basis to the truth dimuon invariant mass distribution.

The DY cross-section is corrected from CT10 NLO (Section 4.4.1) to next-to-next-to-
leading-order (NNLO) using the CT14NNLO PDF set [88] by calculating a mass-dependent
k-factor using VRAP0.9 [89] for QCD corrections, and mcsanc-v1.01 [90] for EW correc-
tions. The contribution to the cross-section from photon-induced events is described with a
k-factor using MRST2004QED [91].

For the tt̄ sample, a flat k-factor of 1.14 is applied, calculated with the Top++2.0 [92]
program at NNLO in pQCD, including soft-gluon resummation to next-to-next-to-leading
logarithmic accuracy [93].
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4.5 Signal processes

4.5.1 Dedicated Z ′χ samples

A few dedicated samples are produced for the reference model, theZ ′χ from theE6-motivated
Z ′ models at four polemasses – 2, 3, 4 and 5 TeV. Chapter 2.3 contains more information
on the different theoretical Z ′ models. Relevant information on these samples are found in
Table B.4. They are generated with PYTHIA 8 at leading order using the NNPDF2.3 PDF set
and the ATLAS A14 set of tuned parameters for parton showering and hadronization.

4.5.2 Z ′ signal reweighting from SM Drell-Yan MC samples

The dilepton search group has developed a methodology to reweight leading order (LO)
Drell-Yan Monte Carlo samples to a variety of LO Z ′ samples [94]. A class of Z ′ models
is often defined by one or more continuously adjustable parameters (like the mass or the
coupling to SM particles), which makes generating MC samples for all of these too com-
putationally expensive to be practical or even feasible (depending on how small the spacing
between model parameters is). The reweighting procedure makes it possible to produce the
needed high number of Z ′ samples for a variety of theoretical models, at any given value of
the parameter of interest (usually the mass of the Z ′ in question).

To perform this reweighting procedure, a SM Drell-Yan (qq̄ → γ/Z0 → µ+µ−) MC
sample is needed. The reweighting is done on an event-by-event basis, weighting each event
by a scale factor defined by the ratio of the differential cross-section of the process qq̄ →
Z ′ → µ+µ− divided by the differential cross-section of the process qq̄ → γ/Z0 → µ+µ−,

dσ(qq̄ → Z ′ → µ+µ−)

dσ(qq̄ → γ/Z0 → µ+µ−)

or the ratio of qq̄ → γ/Z0/Z ′ → µ+µ− to qq̄ → γ/Z0 → µ+µ− if including interfer-
ence effects. The differential cross-sections are functions of the event kinematics, making it
possible to reweight any SM kinematic variable into the corresponding BSM one.

Table B.5 lists the relevant information about the MC samples used for the signal reweight-
ing procedure. The samples are produced binned in dimuon invariant mass to ensure a high
number of events over the relevant mass range, from 70 GeV to over 5 TeV. All samples are
generated with PYTHIA 8 at leading order using the NNPDF2.3 PDF set and the ATLAS
A14 set of tuned parameters for parton showering and hadronization.

In Figure 4.14 the signal reweighting to a Z ′χ at a pole mass of 2, 3, 4 and 5 TeV are
plotted with the corresponding dedicated Z ′χ samples. The reweighting is for the full Z ′

process only, without interference with SM processes. Both the dedicated samples and the
reweighted samples are normalized to integrated luminosity. We see that the agreement
is good and we consider the reweighting procedure as validated. The low-mass tail that
emerges as the Z ′ pole mass increases is known as the parton luminosity tail, and it grows as
the kinematic limit of the Z ′ production is approached.

Figure 4.15 displays distributions of the dimuon invariant masses at truth-level (top) and
reconstructed-level (bottom) of three different Z ′ models – Z ′χ, Z ′ψ and Z ′SSM – with signal
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(a) Z ′χ 2 TeV (b) Z ′χ 3 TeV

(c) Z ′χ 4 TeV (d) Z ′χ 5 TeV

Figure 4.14: Comparisons of the dedicated MC signal samples and the LO DY MC samples
reweighted to Z ′χ (without interference) for pole masses 2, 3, 4 and 5 TeV. The samples are
scaled to integrated luminosity of the full Run 2 dataset, 139 fb−1.
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pole masses of 2 TeV (a) and 5 TeV (b). We observe that the cross-section of the SSM
models is highest, followed by the Z ′χ, while the Z ′ψ is lowest. We also note that the parton
luminosity tail is relatively more important for the models with larger Z ′ widths.

(a) Z ′ 2 TeV - truth-level (b) Z ′ 5 TeV - truth-level

(c) Z ′ 2 TeV - reconstructed-level (d) Z ′ 5 TeV - reconstructed-level

Figure 4.15: Distributions of the truth (top) and reconstructed (bottom) invariant masses of
three different Z ′ models – Z ′χ, Z ′ψ and Z ′SSM – with pole masses of 2 TeV (left) and 5 TeV
(right). The samples are scaled to integrated luminosity of the full Run 2 dataset, 139 fb−1.

4.5.3 Higher order corrections

The signal samples – both the dedicated samples and the reweighted samples – are corrected
from LO to NNLO in QCD using VRAP0.9 (same as for the DY background samples) to cal-
culate mass-dependent k-factors. There is no EW k-factor applied as it is not straightforward
to generalize from the DY background to the Z ′ signal processes [95].15

4.6 13 TeV proton-proton collision data

The data used in this thesis are from four years of data taking with the ATLAS detector, be-
tween 2015 and 2018, often referred to as the “Full Run 2 dataset”. The amount of data in the

15The EW k-factor is model dependent. One can image, for example, vertices including both the Z ′ and SM
bosons, that do not correspond to anything similar within the SM.
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recommended physics GRLs are 3.2 fb−1, 33.0 fb−1, 44.3 fb−1 and 58.5 fb−1 for 2015, 2016,
2017 and 2018 respectively. The integrated luminosity of the full Run 2 dataset is determined
to be 139.0± 2.4 fb−1, using methods similar to the ones used in the reference [96].

4.6.1 Instantaneous luminosity

Figure 4.16 shows the peak instantaneous luminosity delivered to ATLAS during stable
beams for proton-proton collisions at 13 TeV for each LHC fill as a function of time in the
years 2015 (Figure 4.16(a)), 2016 (Figure 4.16(b)), 2017 (Figure 4.16(c)) and 2018 (Figure
4.16(d)). We see that the instantaneous luminosity increased from 2015 to 2018.

(a) 2015 (b) 2016

(c) 2017 (d) 2018

Figure 4.16: The peak instantaneous luminosity for each LHC fill as a function of time
delivered to ATLAS during stable beams in 2015, 2016, 2017 and 2018 for proton-proton
collisions at 13 TeV center-of-mass energy [97].

4.6.2 Integrated luminosity

Figure 4.17 shows a cumulative plot of the delivered integrated luminosity for the years 2011
to 2018. The amount of data gathered during a single year has been increasing, as can be
seen from the figure.

Figure 4.18 shows the cumulative luminosity versus time. The delivered luminosity in-
cludes all data delivered from the start of stable beams until the ATLAS detector goes in a
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Figure 4.17: Cumulative lu-
minosity versus time deliv-
ered to the ATLAS detector
during stable beams and for
proton-proton collisions at 7,
8 and 13 TeV center-of-mass
energy [97].

safe standy mode to allow for beam dump. The recorded luminosity reflects the fact that
some small fraction of data is not recorded in e.g. a “warm start”, when the stable beam flag
is raised and the tracking detectors ramp up the high-voltage. The good quality data reflects
the amount of data that can be used for physics analysis.

Figure 4.18: Cumulative luminosity versus time delivered to the ATLAS detector (green),
recorded by the ATLAS detector (yellow) and good quality data (blue, corresponding roughly
to the data in the Good Runs Lists (GRLs) used for data analysis) during stable beams for
proton-proton collision at 13 TeV centre-of-mass-energy in the whole LHC Run 2 (from
2015 up to and including 2018) [97].

4.6.3 Pile-up

Figure 4.19 shows the observed maximum number of inelastic collisions per beam crossing
during stable beams for proton-proton collisions at 13 TeV center-of-mass energy for each
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fill in 2015 (Figure 4.19(a)), 2016 (Figure 4.19(b)), 2017 (Figure 4.19(c)) and 2018 (Figure
4.19(d)). This is known as pile-up.

(a) 2015 (b) 2016

(c) 2017 (d) 2018

Figure 4.19: The maximum number of inelastic collisions per beam crossing during stable
beams for proton-proton collisions at 13 TeV center-of-mass energy for each fill in 2015 (a),
2016 (b), 2017 (c) and 2018 (d) [97].

We see that the number of proton-proton collisions per bunch crossing reaches as high
as 65. This influences the measurements of observables; for example the measurement of
missing ET is very sensitive to pile-up. In addition to this in-time pile-up, coming from
extra collisons in the same bunch crossing, we have out-of-time pile-up, where neighbouring
bunch-crossings interfere with measurements in the bunch-crossing of interest. This happens
when the response time of the read-out system, or some part of it, is larger than the time
between two neighbouring bunch-crossings. In addition to in-time and out-of-time pile-up,
there are four additional sources of backgrounds in the ATLAS detector. These are

• Cavern background: random hits in the muon system (mostly) from neutrons and pho-
tons flying around in the cavern.

• Beam gas events: when the proton beam hits residual gas in the beam pipe.

• Beam halo events: typically a spray of muons going parallel to the beam line, from the
scraping of the proton beam against the collimators.
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• Cosmic muons: Muons from the cosmic rays from our Sun and the Universe that col-
lide with particles in the Earth’s atmosphere. Cascades of particles, including muons,
are created in the process. As the ATLAS detector is located far below the ground,
only the muons are registered in the detector.

4.7 Summary

In this chapter we have gathered all the tools we need in the search for a new hypothetical
gauge boson Z ′ decaying to two muons. The invariant mass technique was introduced in
the beginning of the chapter, followed by general information on simulated data, including
specific information about the relevant MC generators used in the analysis performed in this
thesis work. We looked at how muons are reconstructed in the ATLAS detector, different
definitions of reconstructed muons and how isolated the different muons are expected to be.
Further we looked at the different backgrounds to the high-mass dimuon search, and listed
the MC samples, with the higher order corrections, both for signal and background samples.
Finally, we reviewed some important information, e.g. on the luminosity and pile-up, for the
ATLAS data collected between 2015 and 2018. All this knowledge will then be used in the
next chapter, where the dimuon search is described in detail.
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Chapter 5

Searching for the Z ′ – a dimuon analysis

During the preceding chapters, all the tools needed to perform a dimuon search have been
gathered. In this chapter we finally fulfill the goal of this thesis and perform the high-mass
dimuon resonance search, using the whole Run 2 dataset from 13 TeV proton-proton colli-
sions at the LHC, as gathered by the ATLAS detector.

We start with the dimuon event selection performed on data and MC, and continue with
a thorough look at data/MC agreement. We further discuss the various systematic uncer-
tainties considered in the analysis, both from experimental and theoretical sources. The
statistical framework is discussed in detail, including discovery statistic and exclusion lim-
its, and compared to the published results from both the ATLAS Collaboration and the CMS
Collaboration.

5.1 Dimuon event selection

The dimuon event selection is discussed in detail in this section. Table 5.1 offers a quick
overview. The event level cuts are described in Section 5.1.1, the muon level cuts are de-
scribed in Section 5.1.2, and the dimuon pair cuts are described in Section 5.1.3. The selec-
tion follows closely the selection described in reference [23].

Cut Notes

Event level
Good Runs List Applied only to data

Trigger
(HLT_mu26_ivarmedium or
HLT_mu26_imedium) or HLT_mu50

Event Cleaning Applied only to data

Muon level, n > 1

Combined muon
Transverse momentum pT > 30 GeV
ID+MS |η| < 2.5 and the high-pT working point
Bad muon veto
dBL

0 significance |dBL
0 (σ)| < 3

∆zBL
0 · sin θ |∆zBL

0 sin θ| < 0.5 mm
Isolation “FixedCutTightTrackOnly” isolation criteria

Leading dimuon pair
Opposite charge
Invariant mass Mµµ > 80 GeV

Table 5.1: An overview of the cuts and selections used in the dimuon analysis.
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5.1.1 Event level selection

Events from data and MC are subjected to the same basic analysis requirements, with the
exception that all data events are required to pass a set of specific data quality requirements
ensuring that all parts of the detector system were operational and performing optimally at
the time of data-taking. The high-quality data are listed in a so-called Good Runs List (GRL).
A procedure known as event cleaning removes single events – if the detector is working as
a whole but some events in any given lumiblock are affected by one or more of a set of
known issues, only these events are marked as “unclean” so as to keep the bulk of the data
in this lumiblock. Known sources of problems include noise bursts in the electromagnetic
calorimeter and data corruption in the hadronic calorimeter.

For both data and MC we require that each event sets off one or both of the two separate
single-muon triggers [98].1 The triggers are chosen to ensure a high efficiency both around
the Z peak, at low transverse momentum pT, and at high pT, in the signal region. The low-pT

trigger selects events with at least one muon with pT larger than 26 GeV, where the triggering
muon is also isolated and passes the Medium muon identification criteria [40] (more on
these criteria can be found in Section 4.3.2). This trigger is one of the lowest pT threshold
unprescaled2 triggers. The high-pT trigger selects events with at least one muon with pT

above 50 GeV. The low-pT trigger efficiency begins to drop at high values of transverse
momentum because of the isolation requirement, but at this point the high-pT trigger has
reached a high efficiency plateau and maintains this high efficiency out to the largest muon
pT range of interest in this search.

5.1.2 Muon level selection

In the following, we require at each step in the muon level signal selection that all events
contain at least two muons that each pass the specific cuts in the order listed in Table 5.1
(marked as n > 1 in the table).3 If the event contains muons that do not pass the separate cuts,
they are simply not counted and the next muon, if any, is checked against the requirements.

In this analysis we need muons that are well reconstructed at high values of transverse
momentum and high dimuon invariant mass. A separate working point for muon identifica-
tion, the high-pT working point was developed by the Muon Combined Performance group
within the ATLAS Collaboration to cover these needs. Further details can be found in Sec-
tion 4.3.2.

Some muons have problems with the combined track fit, and the bad muon veto is de-
signed to reject these muons based on a pT-dependent cut on the relative q/p error on the
combined track fit [99]. The majority of muons flagged as “bad” traverse the MS barrel-
endcap “transition region” at 1.0 < |η| < 1.3 or the CSC region at 2.0 < |η| < 2.7.

1The exact names of the required triggers are HLT_mu26_ivarmedium for 2016, 2017 and
2018 data, HLT_mu26_imedium for 2015 data and HLT_mu50 for 2015, 2016,
2017 and 2018 data.

2Prescaling means that some known fraction of data is thrown away to reduce the trigger rate.
3To make it absolutely clear, first we require events to contain at least two combined muons. All events

selected are then required to contain at least two muons each with a transverse momentum above 30 GeV. And
so it continues for all the muon level cuts. If an event at any point fail to contain two muons, the event is thrown
away.
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The Inner Tracking Combined Performance group recommends that analyses ensure that
their leptons are associated with the primary vertex (marking the point of the hard collision)
using so-called Track-to-vertex association, or TTVA, by applying cuts on two variables –
the transverse impact parameter with respect to the beam line, dBL

0 (σ), and the longitudinal
impact parameter with respect to the reconstructed primary vertex, ∆zBL

0 · sin θ. Figure 5.1
illustrates schematically how these two parameters are defined.

(a) Transverse impact parameter with respect to
the beam line, dBL

0 , with dBL
0 significance also de-

fined.

(b) Longitudinal impact parameter with respect to
the reconstructed primary vertex, ∆zBL

0 · sin θ.

Figure 5.1: Lepton track impact parameters definitions.

The exact cuts are on the dBL
0 significance, dBL

0 (σ) (dBL
0 divided by its uncertainty), and

on |∆zBL
0 · sin θ|:

dBL
0 (σ) =

dBL
0

σdBL
0

< 3.0, |∆zBL
0 · sin θ| < 0.5 mm.

To further discriminate between signal and background from non-prompt and fake muons,
a track-based isolation requirement is used. For the dimuon event selection, the “Fixed-
CutTightTrackOnly” working point, with the requirement pvarcone30

T

pµT
< 0.06, was chosen to

harmonize with the W ′ → lν search [100] [101]. This working point was discussed in
Section 4.3.3.

5.1.3 Dimuon pair selection

We now select only events that contain at least two muons that have passed all the require-
ments up to this point. The two muons with the highest transverse momenta, the two leading
muons, are selected and required to have opposite electric charge. Requiring opposite sign
muons will help reduce the background from dibosons, and also from the fake background.
The charge misidentification probability for high-pT muons is very low, < 0.1% throughout
the pT spectrum [95], thus only a very few signal events are removed with this cut. The last
cut is on the invariant mass of the dimuon, requiring Mµµ to be above 80 GeV.
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5.1.4 Corrections to simulated data

Corrections to the simulated muons are applied as described in Section 4.3.4. The corrections
used in this analysis are for the muon trigger, isolation, reconstruction and identification and
track-to-vertex-association (TTVA) efficiencies.

5.1.4.1 Pile-up reweighting

In addition, an event-level reweighting for multiple proton-proton collisions (pile-up) is ap-
plied. As described in Section 4.2.2, there are many proton-proton collisions in one bunch-
crossing. The simulated data are generated with a specific pile-up profile, i.e. a histogram
of the number of inelastic collisions per beam crossing (often referred to as µ, or “mu”),
that most probably does not match perfectly the one in collision data. The MC events are
therefore scaled on an event-by-event basis to match the distribution of mu in data. Because
of observed differences between data and MC in pile-up-dependent physical observables, a
scale factor was introduced to deliberately mismatch the pile-up distributions [101]. The
pile-up reweighting is illustrated schematically in Figure 5.2.

Figure 5.2: Schematic illustration of pile-up reweighting of simulated data.

5.1.5 Cutflows and efficiency of cuts for data and MC

Figure 5.3 displays the cutflow for the whole event selection described in this section in
absolute number of events ((a) and (c)), and with the number of events normalized to the
original number of events to easily compare the relative effect of the different cuts ((b) and
(d)), for data (top) and MC (bottom). We see that the diboson and top backgrounds are more
reduced by the cuts than the non-reducible background and the signal. We also note that the
High-pTworking point removes a large portion of the signal. This is expected, as we can see
from Table 4.1 - the identification efficiency for single muons is approximately 80%, which
makes the identification efficiency for two muon approximately 65%.

5.1.6 Signal acceptance times efficiency

Figure 5.4 shows the product of the acceptance and efficiency (acceptance×efficiency), i.e.
the probability of signal events to pass the full event selection chain, for three hypothetical
Z ′ models. This is an input to the statistical analysis to be described in Section 5.5.3.
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(a) Data Run 2 (139 fb−1), absolute number of events (b) Data Run 2 (139 fb−1), relative number of events

(c) MC, absolute number of events (d) MC, relative number of events

Figure 5.3: Cutflows for the whole event selection described in this section in absolute num-
ber of events ((a) and (c)), and with the number of events normalized to the original number
of events to easily compare the relative effect of the different cuts ((b) and (d)), for data (top)
and MC (bottom).

Figure 5.4: Signal acceptance×efficiency for the dimuon event selection for three hypothet-
ical Z ′ bosons as a function of the Z ′ mass.
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5.2 Data/MC comparisons

Applying the dimuon event selection with the cuts as described in Section 5.1 to the simu-
lated data described in Section 4.4 and data described in Section 4.6 we arrive at the data,
signal and total background estimate for the Z ′, dimuon search at center-of-mass energy
13 TeV. Table 5.2 lists the expected and observed number of events.

Mµµ [GeV] 80-120 120-250 250-400 400-500
Drell-Yan 4.09 · 107 ± 2.21 · 106 7.29 · 105 ± 3.37 · 104 6.67 · 104 ± 3.09 · 103 1.18 · 104 ± 589
tt̄ 1.04 · 105 ± 4.35 · 104 1.41 · 105 ± 6.21 · 104 3.27 · 104 ± 1.53 · 104 5.64 · 103 ± 2.82 · 103

Dibosons 1.03 · 105 ± 2.9 · 103 2.19 · 104 ± 564 4.75 · 103 ± 131 1.01 · 103 ± 32.2
Total SM 4.11 · 107 ± 2.22 · 106 8.92 · 105 ± 3.68 · 104 1.04 · 105 ± 4.06 · 103 1.84 · 104 ± 762
Data 4.31 · 107 9.05 · 105 1.02 · 105 1.80 · 104

Z ′χ (4 TeV) 3.45 · 10−2 ± 1.74 · 10−3 0.139± 6.50 · 10−3 0.185± 8.70 · 10−3 0.156± 7.69 · 10−3

Z ′χ (5 TeV) 0.0143± 7.02 · 10−4 0.0564± 0.0026 7.54 · 10−2 ± 3.45 · 10−3 6.35 · 10−2 ± 3.14 · 10−3

Mµµ [GeV] 500-700 700-900 900-1200 1200-1800
Drell-Yan 5.21 · 103 ± 286 1.42 · 103 ± 90.9 500± 37.8 181± 17.8
tt̄ 1.99 · 103 ± 1.02 · 103 349± 191 79.6± 46.1 18.7± 8.04
Dibosons 503± 16.4 145± 5.3 54.1± 2.54 19.9± 1.34
Total SM 7.7 · 103 ± 349 1.91 · 103 ± 105 634± 41.8 219± 19.9
Data 7.41 · 103 1.78 · 103 595 198
Z ′χ (4 TeV) 0.23± 1.28 · 10−2 0.222± 0.0145 0.242± 0.0195 0.367± 0.0415
Z ′χ (5 TeV) 9.03 · 10−2 ± 4.87 · 10−3 0.0854± 0.00531 0.089± 0.00658 0.118± 0.0119

Mµµ [GeV] 1800-3000 3000-10000
Drell-Yan 26.9± 4.49 1.22± 0.546
tt̄ 0.402± 0.323 0± 0
Dibosons 2.64± 0.376 0.09± 0.0381
Total SM 30± 4.73 1.31± 0.579
Data 24 0
Z ′χ (4 TeV) 1.12± 0.287 5.44± 2.81
Z ′χ (5 TeV) 0.13± 0.0276 0.611± 0.444

Table 5.2: Expected and observed event yields divided into mass bins in the dimuon chan-
nel for 139.0 ± 2.4fb−1 of collision data. The errors quoted correspond to the combined
statistical, theoretical and experimental systematic uncertainties.

5.2.1 Main distributions

The distribution of the dimuon invariant mass is shown in Figure 5.5. The MC expectations
are displayed as stacked histograms in solid colors: dibosons in yellow, combined tt̄ and
single top in red and DY in blue. We remind the reader that the fake background is neg-
ligible, as mention in Section 4.4.5 and discussed at length in Chapter 7, and therefore not
included in the following data/MC comparisons or in the statistical analysis. HypotheticalZ ′χ
bosons with masses of 2, 3, 4 and 5 TeV are shown as red, green, blue and magenta unfilled
histograms. The total SM expectation is normalized to the integrated luminosity. Data are
displayed as black points with an error bar. The error bar on the data is the standard deviation√
N on the Poisson distribution (more on this in Section 5.4.1) with an expectation value N .

The bottom panel shows the data to MC ratio. The error bars represent the statistical error on
the ratio, calculated using a standard error propagation, taking into account the uncertainty
on the data and the weighted number of MC events. The shaded band represents one standard
deviation up and down of the combined systematic uncertainties. The individual systematic
uncertainties are discussed in Section 5.3.
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We see that there is a trend in the invariant mass distribution in Figure 5.5 - in the data
to MC ratio panel we see that the data points lie on the upper boundary of the uncertainty
band around the Z boson peak, and then move steadily towards the lower boundary of the
uncertainty band. The ratio of data to MC stays within the boundaries as described by the
systematic uncertainty. even if single points fall outside. We interpret this as a slight hint of
mismodelling in the MC. This trend is also seen in the dilepton publication from 2017 [102].

In Section 5.2.4 the distributions for dimuon invariant mass and muon pT, φ and η are
shown for each data-taking period.

Figure 5.5: Distribution of the dimuon invariant mass (Mµµ), showing the stacked sum of all
expected backgrounds and four resonant Z ′χ signals. The bin width is constant in logMµµ.
The total MC expectation is normalized to the integrated luminosity. The bottom panel
shows the ratio of data to MC (black points), with the shaded band representing the combined
systematic uncertainties.

Distributions for pT, η, φ and dimuon pT for the two leading muons are presented in
Figure 5.6 for the signal region Mµµ > 120 GeV, avoiding the Z boson peak. Distributions
for pT, η and φ separated into leading and subleading muon are shown in Figure 5.7. There
is a clearly visible trend in the muon pT distributions in the data to MC ratio, with the ratio
going to lower values at higher values of the muon pT. This trend also falls below the shaded
region that describes the systematic uncertainties, leading us to think there might be some
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uncertainty, affecting the pT of the muon more than the dimuon mass, that is not taken into
account. The muon η and φ distributions are well described by MC, and the data to MC ratio
is flat in general, keeping within the band of the systematic uncertainties. The two largest
dips in the η distribution at approximately |η| = 1, are in the barrel end-cap transition region,
where some chambers are vetoed because of misalignment issues. At the very center of the
pseudorapidity distribution, at η = 0, there is a large dip caused by a gap intentionally left
in the chamber coverage to allow for services to the solenoid magnet, the calorimeters and
the inner detector. The dips in the φ distribution is caused by a non-uniform distribution of
material and various detector parts in the transverse plane around the beam-axis. The two
largest dips are caused by the feet of the detector.

(a) Muon transverse momentum distribution. (b) Dimuon transverse momentum distribution.

(c) Muon η distribution. (d) Muon φ distribution.

Figure 5.6: Transverse momentum pT distributions for the two leading muons in the signal
region (a), dimuon pT (b), η (c) and φ (d) distributions of the two leading muons with in-
variant mass above 120 GeV after the dimuon search event selection. The plots show the
stacked sum of all expected backgrounds, normalized to the integrated luminosity. The bot-
tom panel shows the ratio of data to MC (black points), with the shaded band representing
the combined systematic uncertainties.
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(a) Leading muon transverse momentum
distribution.

(b) Subleading muon transverse momentum
distribution.

(c) Leading muon φ distribution. (d) Leading muon φ distribution.

(e) Leading muon η distribution. (f) Subleading muon η distribution.

Figure 5.7: Transverse momentum pT, η and φ distributions for the leading (left) and sub-
leading (right) muons in the signal region above an invariant mass of 120 GeV. The plots
show the stacked sum of all expected backgrounds, normalized to the integrated luminos-
ity. The bottom panel shows the ratio of data to MC (black points), with the shaded band
representing the combined systematic uncertainties.
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5.2.1.1 MC mismodelling

There is a known poor modelling of the lepton and dilepton pT from higher-order jet effects
in the Z0 peak region [95], and the result of this is clearly visible in the distribution for the
pT and the dimuon pT of the two leading muons when including the dimuon invariant mass
down to 80 GeV, as seen in Figure 5.8(a) and (b). This issue is avoided by not including the
Z boson peak in the signal region. The distributions of η and φ in (c) and (d) respectively
display no structures caused by the mismodelling in the data to MC ratio plots in the bottom
panels.

(a) Muon transverse momentum distribution. (b) Dimuon transverse momentum distribution.

(c) Muon η distribution. (d) Muon φ distribution.

Figure 5.8: Transverse momentum pT distributions for the two leading muons over the full
dimuon invariant mass range above 80 GeV (a), dimuon pT (b), η (c) and φ (d) distributions
of the two leading muons the dimuon search event selection. The plots show the stacked
sum of all expected backgrounds, normalized to the integrated luminosity. The bottom panel
shows the ratio of data to MC (black points), with the shaded band representing the combined
systematic uncertainties.
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5.2.2 Isolation and impact parameter distributions

The distributions of the isolation, |∆zBL
0 · sin θ| and |dBL

0 (σ)| distributions for the invariant
mass region Mµµ > 80 GeV are shown in Figure 5.9. Figure 5.10 shows the same distribu-
tions only divided into separate plots for the leading and subleading muons. The disagree-
ment between data and MC seems striking and might leave the reader feeling uneasy, but rest
assured that this difference is covered by the TTVA and isolation efficiency scale factors.4

(a) Isolation variable used in the “FixedCutTight-
TrackOnly” definition, for leading and subleading
muons.

(b) |dBL
0 (σ)| for leading and subleading muons.

(c) |∆zBL
0 · sin θ| for leading and subleading muons.

Figure 5.9: Distributions of the isolation variable and the impact parameters for the leading
and subleading muons.

5.2.3 Event displays for the highest dimuon invariant mass events

Figures 5.11 and 5.12 show the event displays made with the Atlantis tool [103] with the two
highest dimuon invariant mass events (2.75 TeV and 2.42 TeV) in the Run 2 dataset [100].

4Note that efficiency scale factors do not correct the distributions of e.g. isolation or impact parameters
directly, but ensure that the cut efficiencies are equal for data and MC.

103



(a) Isolation variable used in the “Fixed-
CutTightTrackOnly” definition, for leading
muon.

(b) Isolation variable used in the “FixedCut-
TightTrackOnly” definition, for subleading
muon.

(c) |dBL
0 (σ)| for leading muon. (d) |dBL

0 (σ)| for subleading muon.

(e) |∆zBL
0 · sin θ| for leading muon. (f) |∆zBL

0 · sin θ| for subleading muon.

Figure 5.10: Distributions of the isolation variable and the impact parameters for the leading
(left) and subleading (right) muons separately.

104



Both events show signs of two well reconstructed muons with high values of transverse
momentum (from 0.62 TeV to 1.82 TeV) going completely or almost back-to-back in the
transverse plane. For the highest invariant mass event, however, the missing transverse en-
ergy is 800 GeV in the direction of the subleading muon, which probably means that either
the leading muon’s pT is overestimated or that the subleading muon’s pT is underestimated,
or both.5

5.2.4 Data/MC comparisons for each data-taking period

The four years of data-taking (Run 2), are divided into three sub-campaigns, each with their
own set of simulated data – mc16a corresponds to the 2015 and 2016 run, mc16d corresponds
to the 2017 run and mc16e corresponds to the 2018 run [104]. The mc16a and mc16d sub-
campaigns were launched after the data taking was complete, thus making it possible to
match the corresponding data conditions, trigger menu and the pile-up distribution. The
mc16e samples are designed to match the 2018 data conditions, the trigger menu and the pile-
up profile, but as the production was launched after finalizing the trigger-menu but before
the data run finished, the pile-up profile is based on an educated guess. Figure 5.13 shows
the luminosity-weighted distribution of the mean number of interactions per beam crossing
separately for all the five years of data-taking in Run 2.

The basic event selection is the same for all sub-campaigns. Differences in the correc-
tions to the simulated data as described in Section 4.3.4 occur. In addition there are certain
period-dependent differences in the systematic uncertainties.

In Figure 5.14 the dimuon invariant mass distribution is shown divided into the three
sub-campaigns. Comparing the three, we see that the 2015/2016 and mc16a campaign are
different from the two other distributions, most noticeably the Z ′ peak is narrower. This is
caused by an observed deterioration in the alignment quality between 2016 and 2017.

Figures 5.15, 5.16 and 5.17 show the distributions for pT, η and φ respectively for the
leading and subleading muons separately.

5The two leading muons are back-to-back in the transverse plane and they are completely dominating the
event, their transverse momenta should balance each other.
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Figure 5.11: Atlantis event display of the highest invariant mass event candidate passing the
whole event selection in the Run 2 data taking period. The invariant mass of the two leading
muons is 2.75 TeV. The properties of the leading muon are pT = 1.82 TeV, η = −0.52,
φ = −0.56. The properties of the subleading muon are pT = 1.04 TeV, η = −0.67, φ =
2.53. The Emiss

T of the event is approximately 800 GeV and is pointing in the direction of the
subleading muon. The reconstructed jets that are overlapping with the two leading muons
have pT < 50 GeV and are therefore thought to be induced by the calorimeter deposits of
the muons.
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Figure 5.12: Atlantis event display of the second highest invariant mass event candidate
passing the whole event selection in the Run 2 data taking period. The invariant mass of the
two leading muons is 2.42 TeV. The properties of the leading muon are pT = 0.94 TeV, η =
−0.61, φ = −0.45. The properties of the subleading muon are pT = 0.62 TeV, η = 1.46,
φ = 2.42. The Emiss

T of the event is approximately 40 GeV. The reconstructed jets that are
overlapping with the two leading muons have pT < 50 GeV and are therefore thought to be
induced by the calorimeter deposits of the muons.
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Figure 5.13: The luminosity-weighted distribution of the mean number of interactions per
bunch crossing for the five years of data-taking in Run 2 [97]. All data recorded by ATLAS
during stable beams is used, 146.9 fb−1 in total for Run 2. Note that the amount of data
differs from the data in the GRLs, which is 139 fb−1.
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(a) Data from 2015+2016 and mc16a (b) Data from 2017 and mc16d

(c) Data from 2018 and mc16e

Figure 5.14: Distribution of the dimuon invariant mass (Mµµ), showing the stacked sum of
all expected backgrounds and four resonant Z ′χ signals, divided into the three sub-campaigns
representing data-taking during 2015/2016, 2017 and 2018. The bin width is constant in
logMµµ. The total MC expectation is normalized to the integrated luminosity. The bottom
panel shows the ratio of data to MC (black points), with the shaded band representing the
combined systematic uncertainties.
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(a) Data from 2015+2016 and mc16a (b) Data from 2015+2016 and mc16a

(c) Data from 2017 and mc16d (d) Data from 2017 and mc16d

(e) Data from 2018 and mc16e (f) Data from 2018 and mc16e

Figure 5.15: Transverse momentum pT distributions for the two leading muons in the sig-
nal region (a), dimuon pT (b), η (c) and φ (d) distributions of the two leading muons with
invariant mass above 120 GeV after the dimuon search event selection. The plots show the
stacked sum of all expected backgrounds, normalized to the integrated luminosity. The bot-
tom panel shows the ratio of data to MC (black points), with the shaded band representing
the combined systematic uncertainties.
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(a) Data from 2015+2016 and mc16a (b) Data from 2015+2016 and mc16a

(c) Data from 2017 and mc16d (d) Data from 2017 and mc16d

(e) Data from 2018 and mc16e (f) Data from 2018 and mc16e

Figure 5.16: Pseudorapidity η distributions for the two leading muons showed separately.
All events are selected with the dimuon search event selection, as described in Section 5.1,
and have an invariant mass above 120 GeV. Data are divided into the three sub-campaigns
representing data-taking during 2015/2016, 2017 and 2018. The plots show the stacked
sum of all expected backgrounds, normalized to the integrated luminosity. The bottom panel
shows the ratio of data to MC (black points), with the shaded band representing the combined
systematic uncertainties.
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(a) Data from 2015+2016 and mc16a (b) Data from 2015+2016 and mc16a

(c) Data from 2017 and mc16d (d) Data from 2017 and mc16d

(e) Data from 2018 and mc16e (f) Data from 2018 and mc16e

Figure 5.17: φ distributions for the two leading muons showed separately. All events are
selected with the dimuon search event selection (see Section 5.1) and have an invariant mass
above 120 GeV. Data are divided into the three sub-campaigns representing data-taking dur-
ing 2015/2016, 2017 and 2018. The plots show the stacked sum of all expected backgrounds,
normalized to the integrated luminosity. The bottom panel shows the ratio of data to MC
(black points), with the shaded band representing the combined systematic uncertainties.
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5.3 Systematic uncertainties

Systematic uncertainties above a certain size will have a non-negligible impact on the cross-
section limit. These are added to the statistical framework in the form of nuisance parame-
ters, as will be covered in Section 5.4. The systematic uncertainties include both experimen-
tal and theoretical effects on the total background expectation and the experimental effects
on the total signal expectation. Table 5.3 provides a summary, and displays the absolute
value of the relative deviation from the nominal.

Source Background [%] Signal [%]
2 TeV 4 TeV 2 TeV 4 TeV

Luminosity 1.7 1.7 1.7 1.7
Beam energy 1.8 3.2 2.2 4.2
Pile-up <0.1 <0.1 <0.1 <0.1
DY PDF choice <0.1 1.8 N/A N/A
DY PDF variation 7.2 13 N/A N/A
DY PDF scale 0.84 1.5 N/A N/A
DY αs 1.2 2.3 N/A N/A
DY EW corrections 1.9 4.0 N/A N/A
DY γ-induced corrections 2.8 5.5 N/A N/A
Top quarks theoretical 0.1 <0.1 N/A N/A
Dibosons theoretical 2.7 2.0 N/A N/A
Muon reconstruction efficiency 5.5 10 5.2 8.9
Muon isolation efficiency 0.46 0.47 0.46 0.46
Muon trigger efficiency 0.21 0.21 0.21 0.21
Track-to-vertex association <0.1 <0.1 <0.1 <0.1
Bad muon veto 9.0 51 8.0 45
Muon momentum resolution (ID) 0.21 1.8 0.3 0.7
Muon momentum resolution (MS) 1.1 8.9 4.0 5.4
Muon momentum resolution (RESBIAS) 2.6 12 2.8 0.5
Muon momentum scale 0.38 0.43 0.10 0.19
Total 14 56 11 46

Table 5.3: Summary of relative systematic uncertainties (the absolute value of the ratio of
the deviation to the nominal) in the expected number of event at dilepton masses of 2 TeV
and 4 TeV. “N/A” represents cases where the uncertainty is not applicable.

There are separate groups within the ATLAS collaboration that estimate the systematic
uncertainties, and the results of these studies are used within groups performing dedicated
searches, like the resonant dilepton search group. In Table 5.3 all the relevant systematic un-
certainties and their influence on signal and total background are listed at dimuon invariant
masses of 2 TeV and 4 TeV. Figure 5.18 shows all relevant systematic uncertainty distribu-
tions as a function of the dilepton invariant mass for the background, and Figure 5.19 all
the relevant distributions for two hypothetical Z ′χ bosons with pole masses of 2 TeV and
4 TeV. The distributions of the systematic uncertainties show the effect of shifting the value
of one nuisance parameter one standard deviation on the full background or signal yield. All
the experimental systematic uncertainties are discussed in Section 5.3.1 and the theoretical
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systematic uncertainties in Section 5.3.2.

(a) Theoretical sources (b) Theoretical sources

(c) Experimental sources (d) Experimental sources

Figure 5.18: The relative systematic uncertainties on the total background yield in the muon
channel due to theoretical ((a) and (b)) and experimental sources ((c) and (d)).

5.3.1 Experimental systematic uncertainties

The muon efficiency corrections for reconstruction, isolation and trigger (marked as “Muon
reconstruction efficiency”, “Muon isolation efficiency” and “Muon trigger efficiency” re-
spectively in Figures 5.18 and 5.19 and Table 5.3 are obtained using the tag and probe method
on Z → µµ and J/Ψ→ µµ in data, and by comparing efficiencies in collision data and sim-
ulation one can extract corrections to simulated data. The uncertainties on these corrections
are derived from variations in the method of extracting the efficiency correction, see [40] for
more detailed information. The work is performed within the MCP group. An uncertainty
is assigned to the “bad muon veto”, in association with the high-pT working point due to
an observed difference between data and MC. A small uncertainty is assigned to the effi-
ciency of the track-to-vertex association. One additional uncertainty, the sagitta residual bias
(marked as “Muon momentum resolution (RESBIAS)” in the table and figures), is added
to account for an observed charge-dependent difference in the sagitta (defined in Figure 3.8)
due to misalignments in the detector. This is not corrected for in data, after recommendations
from the MCP group, applying to all searches in which individual candidates in the tail of
the distribution can impact the results.
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(a) Z ′χ 2 TeV (b) Z ′χ 2 TeV

(c) Z ′χ 4 TeV (d) Z ′χ 4 TeV

Figure 5.19: The relative systematic uncertainties due to experimental sources on the total
signal yield for a Z ′χ with mass 2 TeV (top) and 4 TeV (bottom) in the muon channel.
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The scale factor that was introduced to deliberately mismatch the pile-up distributions in
data and MC, as described in Section 5.1.4.1, has an uncertainty attached to it. The estimation
of this uncertainty is performed within the Physics Modelling Group (PMG) in ATLAS.

While the ATLAS detector geometry, magnetic field and material distribution are ac-
curately modelled and included in the Monte Carlo simulations, the small effects missed
in this modelling and changes to the geometry, magnetic field or material distribution re-
sult in the need for additional corrections to simulated data. Corrections to the simulated
muon momentum scale and resolution (marked as “Muon momentum scale”, “Muon mo-
mentum resolution (MS)” and “Muon momentum resolution (ID)”) in the table and figures)
are obtained by defining a series of correction constants thought to influence the data/MC
agreement and fitting these to match the mass distributions in Z0 → µµ and J/Ψ → µµ

decays in MC to the observed ones in data. Systematic uncertainties are derived from e.g
variations in the fitting procedures. More details can be found in [40] and [105]. This work
is performed by the MCP group.

The ATLAS luminosity working group estimated the uncertainty on the integrated lumi-
nosity from the full Run 2 to be 1.7% [106], corresponding to 139.0± 2.4 fb−1.

5.3.2 Theoretical uncertainties

Theoretical uncertainties on the production cross-section estimates introduce a theoretical
uncertainty on the total background estimate. This section is a short summary of the work
performed by a small group of people working within the dilepton high mass search group [95] [23].

5.3.2.1 Drell-Yan background

By using the VRAP [107] program, the systematic uncertainties for PDF variation and scale
and the strong coupling constant αs at NNLO are assessed.

Due to the fact that perturbative calculations of QCD processes are limited to a finite
number of included higher-order terms, the differential cross-section have uncertainties that
are estimated by varying the nominal CT14 NNLO PDF renormalization and factorization
scales by a factor of two (marked as “DY PDF scale” in Table 5.3 and Figure 5.18).

The influence of the variation of αs (marked as “DY αs” in the table and figure) on
the differential cross-section is computed using the value 0.1183 with an associated uncer-
tainty at ±0.003 at the Z-mass, a conservative estimate of the uncertainty compared to the
PDF4LHC [108] recommendation of ±0.0015. A conservative estimate is chosen to ensure
that the uncertainty at high mass is not underestimated.

The PDF variation on the CT14 NNLO PDF is one of the largest theoretical uncertainties.
Originally a set of 28 eigenvector error-set variations6 of the PDF was associated to one
single nuisance parameter in the statistical framework, as a function of the invariant dimuon
mass. As this could lead to an underestimation of the effect, the CT14 authors provided a re-
diagonalized set of 7 eigenvectors, where eigenvectors with similar behaviours were bundled
together. These are treated as 7 separate nuisance parameters. The quadratic sum of these 7

6Each PDF set has a set of independent parameters that are associated with that set, that can be varied in
orthogonal direction to evaluate the systematic uncertainties that are associated with the PDF variations. These
are known as the eigenvector of the PDF set in the function space.
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uncertainties are marked as “DY PDF variation” in Table 5.3 (only the combination of all 7
are shown) and Figure 5.18.

The EW corrections systematic uncertainty (marked as “DY EW corrections’“ in Ta-
ble 5.3 and Figure 5.18) was estimated by comparing two different methods of computing
the EW k-factor in the combination of the higher-order EW and QCD effects, the so-called
additive (using 1 + δEW + δQCD) and the factored (using (1 + δEW)(1 + δQCD)) methods,
where the additive method was selected as the nominal method.

The uncertainty in the photon-induced correction (marked as “DY γ-induced corrections
in Table 5.3 and Figure 5.18) is calculated based on the uncertainties in quark masses and
the photon PDF.

An uncertainty due to the choice of PDF is investigated by comparing central values of
several modern PDFs: MMHT14 [109], NNPDF3.0 [84], ABM12 [110] and JR14 [111].
The uncertainty on the nominal CT14NNLO PDF is evaluated in VRAP by varying the
eigenvectors of the PDF set within 90% C.L. and calculating the DY cross-section. Out of the
various PDFs the NNPDF3.0 is the one that is most dissimilar to the nominal CT14NNLO
PDF, and above invariant dilepton mass of approximately 3 TeV it obtains values beyond
the 90% C.L. of the CT14NNLO PDF, as shown in Figure 5.20. The systematic uncertainty
associated with the choice of PDF is computed by quadratically subtracting the total variation
of the nominal PDF from the variation of the NNPDF3.0.

Figure 5.20: The uncertainty at 90% C.L. on the DY cross-section as function of the invariant
mass minv due to the variations of the PDF eigenvectors, shown with the central values of
several other possible PDF sets [112].

5.3.2.2 Top and diboson backgrounds

The theoretical uncertainties on the tt̄ background is +4.8%
−5.5% [93]. We use a symmetric un-

certainty of 5.5% in the statistical analysis. We use a symmetric 30% uncertainty on the
dibosons background [101], which is considered a conservative estimate [83].
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5.4 Statistical analysis – discovery and exclusion

Up until now, we have looked at data from Run 2, 139 fb−1, comparing it to what we expect
to find based on the assumption that the Standard Model is correct. We superimposed a
few selected signal models, Z ′χ at masses of 2, 3, 4 and 5 TeV, but have made no comment
regarding the existence of any new physics. This is about to change. We will focus on our
main search variable, the dimuon invariant mass, and quantify the observed deviations from
the SM (Section 5.4.2) and (in the absence of any observed signal) quantify what signal
hypotheses are excluded after taking data into account (Section 5.4.3).7

5.4.1 The statistical framework

In any given bunch crossing in the ATLAS detector, there is a very small probability of
producing an event that passes the event selection as described in Section 5.1 and has a
dimuon invariant mass within a certain interval. This very small probability is constant in
time, and each event is considered independent of all other events. The number of events in a
given mass interval (mass bin) after any given number of bunch crossings can be considered a
realization of a binomially distributed stochastic variable. As the number of bunch crossings
grows to large values and since the probability of producing a signal event in a certain mass
bin is so small, the number of events in any given mass bin can be approximated by a Poisson
distribution. The probability of observing n events in a mass bin l of channel k, P (n|λkl), is
given by the expression

P (n|λkl) = e−λkl
λnkl
n!
,

where λkl is the expectation value in bin l of channel k. For this reason, the Poisson distribu-
tion plays an important role in the statistical framework. The expectation value λkl is taken
from theory, i.e. the Standard Model or a Beyond the Standard Model theory. Note that in
this analysis there is only one channel, the dimuon channel.

In this analysis, data is modelled using the multi-bin counting experiment approach. The
expectation value λkl consists of contributions from signal skl (set to zero for the Standard
Model) and the background bkl in bin l of channel k, and is given by

λkl(σ,θ) = skl(σ,θ) + bkl(θ), (5.1)

where σ is the cross-section for Z ′ production and decay to two muons (the parameter of
interest, PoI, in the statistical analysis) and θ represents the nuisance parameters, describ-
ing the effects of systematic uncertainties (see Section 5.3 for a description of the relevant
systematic uncertainties).

The observed event count in bin l of channel k is denoted nkl, and the set of all individual-
bin observations is denoted n. The likelihood L is constructed with the observed data as

L(σ,θ) = P (n|σ,θ) =

Nchan∏
k=1

Nbin∏
l=1

e−λkl(σ,θ)λkl(σ,θ)nkl

nkl!
, (5.2)

7This section is based largely on reference [113], also using a lot of notation from reference [114] in Sec-
tion 5.4.2.
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with Nchan as the number of channels in the statistical analysis (only the muon channel in
this case) and Nbin as the number of bins included in the statistical analysis.

The number of expected signal events skl(σ,θ) in bin l of channel k can be written as

skl(σ,θ) = skl(σ) exp

Nsys∑
i=1

sgn [(δskl)i] θi

√√√√ln

[
1 +

(
(δskl)i
skl

)2
] , (5.3)

with skl(σ) as the central value of skl(σ,θ),

skl(σ) = LintσAkεkl. (5.4)

Lint is the integrated luminosity of the collected data. The factor Ak is the total
“acceptance×efficiency” for signal events in channel k that fire the trigger, pass the event
selection and have a dimuon invariant mass within the range used in the statistical analysis.
The acceptance×efficiency is shown in Figure 5.4. εkl is the fraction of events in the signal
invariant mass histogram in channel k that goes into bin l, often denoted the signal shape.
To retain (anti-)correlations, the sign of (δskl) is included. The fraction (δskl)i

skl
describes

the relative shift in the number of expected signal events skl induced by a variation of one
standard deviation variation of the nuisance parameter θi. When the nuisance parameter
θi that describes the systematic uncertainty number i in Equation (5.3) is modelled as a
Gaussian distribution (i.e. chosen to have a Gaussian prior distribution, or constraint), then
skl(σ, θi) is described by a log-normal distribution.8

Correspondingly, the number of expected background events is written out as

bkl(θ) = bkl exp

Nsys∑
i=1

sgn[(δbkl)i]θi

√
ln

[
1 +

(δbkl)i

bkl

]2
 ,

for channel k, bin l and nuisance parameter i, with bkl as the central value of bkl(θ) (taken
from Monte Carlo simulations) and (δbkl)i

bkl
are the relative shifts in the number of expected

background events induced by a one standard deviation variation of the nuisance parameter
θi, shown as a function of the dimuon invariant mass in Figure 5.18.

Note that the number of signal and background events both have the same set of nuisance
parameters to properly account for correlations. All backgrounds in this analysis are taken
from Monte Carlo simulations, and the uncertainties are calculated by various performance
groups within the ATLAS Collaboration.

Also note that the integrated luminosity Lint in Equation 5.4 denotes the central value of
the integrated luminosity measurement. The uncertainty in this measurement is accounted
for in the statistical analysis by adding a nuisance parameter θi with the relative shifts
(δskl)i
skl

= δLint

Lint
for all channels k and mass bins l and (δbkl)i

bkl
from scaling all the MC back-

grounds by 1+(δLint)
Lint

. The fraction (δLint)
Lint

is the relative uncertainty on the integrated lumi-

8The log-normal description ensures that the signal contribution is constrained to a reasonable range [0,∞)
without the need to truncate negative values. Most importantly it avoids the problems with improper posterior
distributions that arise in the limit setting procedure when a Gaussian distribution is used to describe the signal
contribution (see more on this in references [113] and [115]).
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Figure 5.21: Relative statistical uncertainty on the total background estimate compared to
that of the data in Run 2. The expected background is scaled to the integrated luminosity
139 fb−1. The vertical line at 120 GeV indicates the lowest value of the dimuon invariant
mass included in the statistical analysis.

nosity measurement.
Whenever the statistical uncertainty on the background estimate is larger than or similar

in size to the “statistical uncertainty” of data, that is the square root of the number of events√
N in a given mass bin as explained in Section 5.2, it can have a non-negligible impact

on the statistical analysis. As there is no correlation between the separate bins in invariant
mass, one nuisance parameter θi must be added for each of these bins, with a corresponding
relative uncertainty (δbkl)i

bkl
= (δbkl)stat

bkl
for the bin while setting all other bins to (δbkl)i

bkl
= 0.

Figure 5.21 shows the relative statistical uncertainties on the total background estimate and
on the data. The vertical line at approximately 120 GeV indicates the lowest value of the
dimuon invariant mass included in the statistical analysis. We see that the two curves follow
each other closely in the low-mass region, indicating that the main MC in this part of the
invariant mass spectrum (Z0 production) contains a number of events corresponding to the
integrated luminosity of the whole Run 2 dataset. Above invariant mass of 120 GeV, the
relative statistical uncertainty on the total MC background estimate is lower than than on the
data, with the relative difference between these two increasing with dimuon invariant mass.
Based on these two curves, we decided to include the statistical uncertainty of the first 20
bins (above the line at 120 GeV) as 20 separate nuisance parameters. For bin number 21,
the ratio of the relative statistical uncertainty of the data to that of the total MC background
estimate is approximately 0.3.

5.4.2 Discovery

We define the null hypothesis, H0, as what is expected to be observed, i.e. the background
as described by the Standard Model. This is to be tested against an alternative hypothesis,
H1, describing all the known background processes and a new process, the signal, within a
specific model. Our chosen tool to describe an excess of events above the background expec-
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tation in data is a standard frequentist p-value calculation using the profile likelihood ratio
test statistic. We define a “frequentist likelihood”, the likelihood augmented with Gaussian
constraints for the nuisance parameters,

Lfreq(σ,θ) = L(σ,θ)

Nsys∏
i=1

φ(θi), (5.5)

where the likelihood L(σ,θ) is defined in Equation (5.2), and φ is the standard normal PDF,

φ(θi|µθi , σ2
θi

) =
1√

2πσ2
θi

e
−

(θi−µθi )
2

2σ2
θi .

The p-value p0 is the probability that background processes from the Standard Model fluctu-
ate and create a signal-like excess that is equal to or greater than what is observed. The test
statistic used is defined as follows:

q0 =

0 for σ̂ < 0

−2 ln
[
Lfreq(0,θ̂0)

Lfreq(σ̂,θ̂)

]
for σ̂ ≥ 0,

(5.6)

with σ̂ and θ̂ as the maximum likelihood estimates (MLEs) of Lfreq(σ,θ) and θ̂0 as the
maximum likelihood estimates of the nuisance parameters of Lfreq(0,θ) (the best-fit values
under the background-only hypothesis). Figure 5.22 illustrates the procedure for finding the
MLE of the signal cross-section. Note that the nuisance parameters are simultaneously fitted
to maximize the likelihood. For clarity, consider the following example: if the Z ′ hypothesis
is narrower than the observed excess in data, then the nuisance parameter that represents the
muon resolution can get a smaller value than the nominal value to gain a higher value of
the likelihood. Correspondingly, if the Z ′ hypothesis is wider than the observed excess, then
the nuisance parameter that represents the muon resolution can get a higher value than the
nominal value to gain a higher value of the likelihood.

Figure 5.23 illustrates the main elements in the procedure explained in the following,
ultimately leading to a plot showing local p-values against the Z ′ pole mass. For any dataset
Lfreq(σ̂, θ̂) is greater than or equal to Lfreq(0, θ̂0). Large excesses in data lead to a large
difference between Lfreq(0, θ̂0) and Lfreq(σ̂, θ̂), yielding a larger q0 value.

The background-only pseudo-experiments with the “observed” count in bin l of channel
k are generated according to a Poisson distribution with expectation value bkl(θ̂

obs

0 ). Using
the definition of the test statistic (5.6) we can now build the probability distribution of the test
statistic for the background-only hypothesis, f(q0|0, θ̂obs

0 ).9 Note that the recommendations
of [116] are followed when evaluating the profile likelihood ratio in a pseudo-experiment,
replacing φ(θi) by φ(θi − θ̄i) in Equation (5.5) with θ̄i generated according to a standard
normal distribution centered at θ̂obs

0,i (referenced as the “unconditional ensemble”).

9Note that the superscript “obs” means we are referring to the use of actual observed data when evaluating
quantities.
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Figure 5.22: Illustration on the concept of finding the maximum likelihood estimate of the
cross-section of a signal hypothesis. The nuisance parameters θ are simultaneously fitted to
maximize the likelihood L(σ,θ).
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Figure 5.23: Illustration of the procedure of producing a p-value plot, from the definition
of the test statistic (Equation (5.6)), via the definition of the significance, to the final plot
showing the local p-values for each of the Z ′ pole masses in the defined signal grid.
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Figure 5.24: Distribution of
the test statistic q0 (Equation
(5.6)) for background-only
pseudo-experiments for the most
significant excess of events.

The p-value p0 for a given observed value qobs
0 is calculated as

p0 = P (q0 ≥ qobs
0 |σ = 0) =

∫ ∞
qobs
0

f(q0|0, θ̂obs
0 )dq0. (5.7)

The p-value can be translated into another equivalent value, the significance (Z), using the
inverse of the cumulative distribution Φ of the standard normal distribution. If a Gaussian
distributed variable is found Z standard deviations above its mean, then it has an upper-tail
probability equal to p, thus

Z = Φ−1(1− p).
It is a convention within the particle physics community to reject a background hypothesis –
i.e. claim a “discovery” – with an observed significance of at least Z = 5 (often referred to
as “5σ” or “5 sigma”). This corresponds to p0 = 2.87 × 10−7. When excluding a signal
hypothesis one usually uses a threshold p-value of 0.05, 95% confidence level, corresponding
to Z = 1.64.

In the asymptotic limit, when the number of background events is large, the distribu-
tion of the test statistic q0 for upwards fluctuations under the background-only hypothesis
follows a χ2 distribution with one degree of freedom (Wilk’s theorem [117]). Figure 5.24
shows the distribution of the test statistic q0 built using the pseudo-experiments and the χ2

distribution with one degree of freedom. We see that the pseudo-experiments follow closely
the χ2 distribution, thus validating the use of the asymptotic limit in this analysis. Note
that the requirement σ̂ > 0 in the definition of the test statistic in Equation 5.6 (i.e. not al-
lowing the signal cross-section to be negative, which is a non-physical value) causes a peak
in the distribution of the test statistic q0 under the background-only hypothesis, at q0 = 0.
This peak represents the 50% of the background-only datasets that correspond to downward
fluctuations. The probability p0 is easily calculated directly from q0 as

p0 = 1− Φ(
√
q0),
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and the significance as
Z =

√
q0,

drastically reducing computing time and resources needed.

5.4.2.1 Look-elsewhere effect

When searching for a new particle, we scan a large range of masses, and the probability of
an upward fluctuation located somewhere in this range increases with the number of points
scanned. This increase in probability, known as the look-elsewhere effect (LEE), must be
quantified. The description above regarding the p-value p0 (Equation (5.7)) is the local p-
value and corresponding significance. Taking the look-elsewhere effect into account, we get
a new p-value, the global p-value and a global significance.

The global significance is evaluated by generating background-only pseudo-experiments
using the best-fit values of the nuisance parameters. For each of the pseudo-experiments
the whole Z ′ scan is performed and the highest local significance is noted, building up the
probability density function f(Z). By using the distribution of the highest local significances
and the relation

pglobal =

∫ ∞
Z

f(Z)dZ (5.8)

between global p-value pglobal, the highest local significance Z and the distribution f(Z), we
extract pglobal for a given highest local significance Z. A local significance at the median
of f(Z) (i.e. pglobal = 0.5) denotes the point where the global significance is zero. Lower
values of the highest local significance yield negative global significances.

5.4.2.2 Results

Figure 5.25 displays the observed local p-values for the Z ′ search for three selected signal
models – Z ′χ, Z ′ψ and Z ′SSM, starting at signal masses of 150 GeV. The most significant excess
is at 271 GeV with a local significance of 1.7σ for all three signal models. Looking at the
dimuon invariant mass distribution after the signal selection, in Figure 5.5, we see a slight
excess above the trend in the data over MC ratio panel at the bottom. Using the information
from Section 5.4.2.1 regarding the look-elsewhere effect, the distribution of the highest local
significances for the background-only hypothesis is built, as shown in Figure 5.26. We see
that the most probable value is around 2σ, which means that the observed significance of 1.7σ

is actually a small downward fluctuation. Figure 5.27 shows the conversion curve between
maximum local significance and global significance, calculated using the distribution of the
highest local significances for the background-only hypothesis and Equation (5.8). This tells
us that a local significance of 1.7σ corresponds to a global significance of −1.0σ.

5.4.3 Exclusion limits

The framework for exclusion limits is built upon Bayesian statistics. Figure 5.28 summa-
rizes the method leading to the exclusion plots. According to Bayes’ theorem the posterior
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Figure 5.25: Local p-values for Z ′χ signals between 150 GeV and 2 TeV for the three models
Z ′χ, Z ′SSM and Z ′ψ. The local p-value beyond 2 TeV is 0.5. The Z ′ψ is the model with the
smallest width and Z ′SSM the one with the largest width. The corresponding significance
levels are shown as horizontal dashed lines.

Figure 5.26: Distribution of the highest local significances for the background-only hypoth-
esis, using the best-fit values of the nuisance parameters.
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Figure 5.27: Conversion curve between maximum local significance and global significance,
calculated using the distribution of the highest local significances for the background-only
hypothesis and Equation (5.8).

probability p(σ,θ|n) is proportional to the likelihood multiplied by a prior:

p(σ,θ|n) =
P (n|σ,θ)p(σ,θ)

P (n)
.

p(σ,θ) denotes the joint prior probability density for the signal cross-section σ and the nui-
sance parameters θ. The probability for the observed data P (n) merely acts as a normal-
ization constant. We assume a product form for the joint prior distribution p(σ,θ), with a
Gaussian description of the prior probability distribution of the nuisance parameters,

p(σ,θ) = p(σ)

Nsys∏
i=1

φ(θi),

where φ denotes the standard normal probability distribution function and p(σ) is the prior
distribution of the cross-section. For p(σ) we use a flat distribution, i.e. zero for σ < 0 and
constant for σ ≥ 0, thus also this distribution is absorbed into the normalization constant.
Now we can marginalize p(σ,θ|n) to get the posterior distribution for σ,

p(σ|n) =

∫
p(σ,θ|n)dθ = N

∫ Nchan∏
k=1

Nbin∏
l=1

λkl(σ,θ)nkle−λkl(σ,θ)

nkl!

Nsys∏
i=1

φ(θi)dθ,
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Figure 5.28: Illustration of the exclusion limit setting process, from Bayes’ theorem, via
BAT and marginalization to the posterior distribution and the cross-section limit plot.
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where N is the normalization constant fulfilling the condition∫ ∞
0

p(σ|n)dσ = 1.

The marginalization is performed using Markov Chain Monte Carlo sampling in the Bayesian
Analysis Toolkit (BAT)[118].10

The upper cross-section limit σup at credibility level (CL) 1 − δ is defined as the cross-
section above which the posterior probability is δ, with∫ ∞

σup

p(σ|n)dσ = δ.

As mentioned before, in high-energy particle physics it is customary to exclude at 95% CL.
To obtain expected limits and the 68% and 95% quantiles (1σ and 2σ bands), the proce-

dure described in this section is repeated for pseudodata. For one pseudo-experiment sample
values for all the nuisance parameters are drawn according to their Gaussian prior distribu-
tions, and an “observed” event count in bin l of channel k is drawn according to the Poisson
distribution with expectation value bkl(θ). The pseudodata is treated as the real data, and
the cross-section limits are calculated as above. After repeating this a large number of times
(about 950 times to be more exact), the expected limit (the median of the cross-section limit
distributions) is extracted, together with the 1σ and 2σ bands (green and yellow bands re-
spectively).

5.4.3.1 Results - Z ′ cross-section and mass limits

In Figure 5.29 we see the result of the statistical procedure as described in this section. The
cross-section limits for the Z ′ → µ+µ− are presented, and we can extract the mass limit by
using the relationship between the Z ′ cross-section and pole mass. Table 5.4 summarizes the
result.

Model m′Z lower limit [TeV]
Expected Observed

Z ′ψ 3.7 3.8
Z ′χ 4.0 4.1
Z ′SSM 4.3 4.4

Table 5.4: Expected and observed lower mass limits on the Z ′.

5.4.4 Post-fit background estimates

After running the statistical analysis, we can extract a “post-fit” estimate of the SM back-
ground, that is the expected background for the background-only hypothesis, after adjusting
the nuisance parameters to their most likely values as calculated in the statistical analysis.

10BAT is a software package, implemented in C++ and interfaced with ROOT, that contains routines to aid
in statistical analyses. In the heart of BAT lies Bayes’ Theorem.

129



(a) Z ′χ

(b) Z ′ψ (c) Z ′SSM

Figure 5.29: Expected and observed limits on the Z ′ production cross-section × branching
ratio into µ+µ− as a function of the Z ′ pole mass, m′Z . The shaded bands correspond to
the 68% (1 standard deviation) and 95% (2 standard deviations) quantiles for the expected
limits.
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Figure 5.30 shows the ratio of the raw (pre-fit) background to the data (black points) and the
post-fit background to the data (red points). Figure 5.31 shows the dimuon invariant mass
distribution above 120 GeV11, with the ratio of data to the pre-fit background estimate in the
middle panel, and the ratio of data to the post-fit background estimate in the lower panel.
We see that the trend from the pre-fit background, showing lower values of the data over
MC ratio for higher values of the dimuon invariant mass, is now gone. This is interpreted
as a confirmation that we have included the necessary nuisance parameters to the statistical
analysis.

Figure 5.30: Data over MC ratio for the raw (pre-fit) and post-fit background estimates.

5.4.4.1 Nuisance parameter pulls

We now compute the nuisance parameter pulls introduced in producing the post-fit back-
ground estimate for the background-only hypothesis. Figure 5.32 shows the pulls with the
corresponding uncertainties of all the systematic uncertainties considered in the analysis.
Two different methods are used to extract the pulls and the uncertainties, both as the mean
and standard deviation of the marginalized posterior distribution, and as the smallest 68%
confidence interval and corresponding local mode. We see that the most influential nuisance
parameters in this analysis are the “DY αs” (variations in the strong coupling constant, ex-
plained in Section 5.3.2), “PDF Variation 6” (one of the 7 bundled variations on the CT14
NNLO PDF, also explained in Section 5.3.2), and “MC stat bin3” (one of the 20 nuisance
parameters representing the statistical uncertainty on the background estimate in a single
dimuon invariant mass bin, as described at the end of Section 5.4.1). None of them are
pulled far from their a priori expectation, which serves as a sanity check for the statistical
analysis.

11The two upper panels are identical to the panels in Figure 5.5, except that they do not include the masses
between 80 GeV and 120 GeV and above 6 TeV. The lowest invariant mass included in the statistical analysis
is 120 GeV.
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Figure 5.31: The upper panel shows the dimuon invariant mass distribution above 120 GeV,
the middle panel shows the rato of data to the pre-fit background estimate, and the lower
panel shows the rato of data to the post-fit background estimate.

Figure 5.32: Nuisance parameter pulls introduced in the production of the post-fit back-
ground estimate for the background-only hypothesis as shown in Section 5.4.4.
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5.4.4.2 Diagnostics plots

In Figure 5.33 we see the fits for the evaluation of the significance of the largest local ex-
cess, at dimuon invariant mass 271 GeV. The fits and the data points are shown relative to
the background prediction evaluated with the nuisance parameter values of the signal-plus-
background hypothesis (“best fit background (s+b)”).

The red curve is the ratio of the raw (pre-fit) background to the best fit background (s+b),
and we see the same pattern as we saw in Figure 5.30, namely that the post-fit background
pulls the data over MC ratio much closer to 1 than for the raw background12, which is as
expected.

The green line is the background prediction evaluated with the nuisance parameter val-
ues of the background-only hypothesis, and the magenta line is the best fit signal-plus-
background prediction. We see that the magenta line reproduces the excess at 271 GeV.
The green line is pulled somewhat upwards, but is unable to describe the excess adequately.

Figure 5.33: Fits for the evaluation of the significance of the largest local excess. Note that
this plot displays the fits and the data points relative to the background prediction evalu-
ated with the nuisance parameter values of the signal-plus-background hypothesis (“best fit
background (s+b)”), which means the blue line is exactly equal to 1 over the whole mass
range.

5.4.5 Effect of the bad muon veto systematic uncertainty

From Section 5.3 regarding the systematic uncertainties, and specifically Figure 5.19 show-
ing how the experimental signal systematic uncertainties affect a 2 TeV and a 4 TeV Z ′, we
suspect that the bad muon veto systematic uncertainty has a heavy impact on the exclusion

12Keep in mind that Figure 5.30 displays the ratio of data over MC and therefore the line representing the
raw background has values above 1 for low masses, while Figure 5.33 displays the raw background divided
by the post-fit background for the signal-plus-background hypothesis and therefore has a value below 1 at low
dimuon invariant masses.
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limits. Note that e.g. the systematic uncertainty on the muon momentum resolution does not
have an equal impact, even if it is larger than the uncertainty on the bad muon veto, as the
former will only affect the width of the resonance while the latter has the effect that it scales
the resonance up or down. In this analysis, it scales the resonance down, as there is no excess
in data.

In Figure 5.34 we see the asimov13 (left) and observed exclusion (right) limits for the
Z ′χ signal hypothesis with all the systematic uncertainties included (the nominal case, black
line) compared to several cases: without any of the signal systematic uncertainties (green
line), without the bad muon veto systematic uncertainty (blue line), with the bad muon veto
systematic uncertainty decoupled for signal and background (orange line) and without the
bad muon veto signal systematic uncertainty (magenta line). For the asimov limit, also the
case where no systematics at all are taken into account (violet line). The bottom figures show
the ratio of the various cases to the nominal line with all systematic uncertainties included,
for the asimov dataset and the observed data. Looking at the asimov case, we conclude from
these lines that the signal bad muon veto systematic uncertainty affects the cross-section
limits considerably. If we now turn the attention to the observed limits, we see that in data the
limit is stronger than expected in the case where the signal and background bad muon veto
systematic uncertainties are decoupled, which means that when taking observed data into
account, the correlation between the nuisance parameters that represents the bad muon veto
systematic uncertainties for the signal and background has an impact on the cross-section
limit.

The bad muon veto systematic uncertainty has been updated since this analysis was per-
formed. As explained in Section 5.1.2, the bad muon veto relies on the relative q/p error
on the combined track fit as a function of the muon transverse momentum. Figure 5.35
shows the systematic uncertainty on the bad muon veto criterion [119] as computed for an
early Run 2 dataset (blue), corresponding to 36 fb−1, and for the full Run 2 dataset (red),
corresponding to 139 fb−1. The dotted blue curve represents the extrapolation of the fitted
curve at values of transverse momentum above 3 TeV. At the time when this analysis was
performed, the blue curve was in use. The updated bad muon veto systematic uncertainty
would presumably have a non-negligible impact on the cross-section limits obtained, in the
direction of increasing mass limits.

5.5 Comparison to the published results from the dilepton
group

The most recent publication from the dilepton group was published early in 2019 and was in
fact the first publication from the ATLAS collaboration with the whole Run 2 dataset [120] [100].
Details of the analysis can be read in the publication, but a summary is provided below.

My contribution to this last round of published results was to run the traditional MC-
based analysis in parallel to the new data-driven analysis. The dilepton group made data
to MC comparison plots, without systematic uncertainties, to validate the use of MC in the

13I.e. calculating the “observed” limit using the background expectation as the asimov dataset. This proce-
dure generates the expected limit.
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Figure 5.34: Top: The asimov (left) and observed (right) exclusion limit for the Z ′χ signal hy-
pothesis with all the systematic uncertainties included (black line) compared to several cases:
without any of the signal systematic uncertainties (green line), without the bad muon veto
systematic uncertainty (blue line), with the bad muon veto systematic uncertainty decoupled
for signal and background (orange line) and without the bad muon veto signal systematic
uncertainty (magenta line). For the asimov limit, also the case where no systematics at all
are taken into account (violet line). Bottom: the ratio of the various cases to the nominal line
with all systematic uncertainties included, for the asimov dataset (left) and the observed data
(right).

Figure 5.35: The systematic uncertainty on the bad muon veto criterion [119] as computed
for an early Run 2 dataset (blue), corresponding to 36 fb−1, and for the full Run 2 dataset
(red), corresponding to 139 fb−1.
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analysis, e.g. the optimization of the data-driven fit strategies. This could be compared to
my corresponding plots with full systematics, and produced on a completely independent
framework. More about this is discussed in Section 5.5.2. I also ran the full statistical
framwork enabling the comparison of two independent results for the discovery statistics, to
be discussed in Section 5.5.3.1, and the exclusion limits, to be discussed in Section 5.5.3.2.
The comparison of independently produced results are always important, and even more so
when the whole anlaysis strategy is completely new.

5.5.1 Data-driven analysis strategy

Since the previous dilepton paper, published around fall 2017 with the 2015-2016 (~36 fb−1)
dataset [23], there has been a shift in analysis strategy, going from the traditional MC based
analysis to a data-driven one. The reason for this change is primarily caused by the increasing
amount of MC events needed to keep the statistical uncertainty on the background estimate
low14 compared to the statistical uncertainty on data. Figure 5.36 displays binned ratio of
statistical errors between MC and data as a function of the dimuon mass for the 36 fb−1

publication. The situation is bound to get worse as the amount of data incrases, and the
computational resources needed increases beyond what is feasible. The status for the full
Run 2 dataset was shown earlier in Figure 5.21.

Figure 5.36: The binned ratio
of statistical errors between
MC and data as function of the
dimuon mass for the 36 fb−1

publication [100].

5.5.2 Event selection and data distributions

The dimuon event selection follows closely the selection as described in reference [23]
(which is also the case for the analysis described in Section 5.1). The search for a resonant
signal is performed by fitting the dimuon invariant mass distribution, using a fit function that
consists of a smooth functional form for the background and a generic signal shape. The
smooth functional form for the background and the associated uncertainties are based on
a MC background template. To minimize the statistical uncertainty on this procedure, the

14A rule of thumb is that the statistical uncertainty of the MC should be smaller than 20% of the statistical
uncertainty on data [100].
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background template for DY is produced from a sample with a very large number of events
at generator level only. The sample is then smeared by the experimental dimuon mass resolu-
tion. The backgrounds from top quarks and diboson events are taken into account in a similar
way. To select the background functional form, several fits to the dimuon mass background
template are performed.

The distribution of the dimuon invariant mass for events passing the full event selection
is shown in Figure 5.37.

Figure 5.37: Published results using the full Run 2 dataset [120]. Distribution of the dimuon
invariant mass for events passing the full event selection. Generic zero-width signal shapes
(Γ/m = 0%), scaled to 20 times the value of the corresponding expected upper limit at 95%
CL on the fiducial cross-section times branching ratio, with pole masses of 1.34 TeV, 2 TeV
and 3 TeV and a background-only fit are superimposed. The error bars indicate statistical
uncertainties only. The bottom panel shows the differences between data and the fit results
in units of standard deviations of the statistical uncertainty.

Figure 5.38(a) illustrates the level of data/MC agreement in the results from the dilepton
group. The plot shows only statistical uncertainties. The diboson MC sample for the mc16e
campaign were still under production at the time that the results were published, and the
mc16d MC samples are overnormalized to account for the sum of the 2017 and 2018 inte-
grated luminosity. Simulated data are not used to estimate the background processes, but it
is used for optimization of the data-driven fit strategies, and also to determine the spurious
signal15 uncertainties. The corresponding results from the analysis performed in this thesis
work is shown in Figure 5.38(b). Be aware that the first bin in invariant mass in (b) is the

15A spurious signal is the identification of a signal when none is present.
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second bin in invariant mass in (a), and that the uncertainty on the data points are defined
differently in the two cases. Comparing the two plots, we note a few differences. There is
a small trend in the data over MC ratio visible in both plots, but the plot in (a) seems to be
shifted upward by a few percent compared to the plot in (b). At high mass it becomes appar-
ent that there are some differences in the top quark MC, probably caused by differences in
the amount of events in the simulated top quark data. The data points in the high-mass tail
seem to be identical, but there are differences in the data over MC ratio stemming from some
small differences in the MC. Overall, the two results seem to be compatible.

(a) Results from reference [100]. (b) Analysis performed in this thesis work.

Figure 5.38: Invariant mass distribution for the dimuon selection. Results from the dilepton
group using the full Run 2 dataset is shown in (a), and the results from the analysis described
in Sections 5.1 and 5.2 is shown in (b). The bottom panel shows the data/MC ratio. In (a)
the plots show only uncertainties due to the limited amount of data and MC available, while
in (b) the full set of systematic uncertainties are accounted for.

5.5.3 Statistical analysis

5.5.3.1 Discovery

The statistical analysis follows closely the procedure described in Section 5.4.2, with the
exception that the test statistic q0, previously defined in Equation (5.6), is modified.The new
q0 is defined as

q0 =

+2 ln
[
Lfreq(0,θ̂0)

Lfreq(σ̂,θ̂)

]
for σ̂ < 0

−2 ln
[
Lfreq(0,θ̂0)

Lfreq(σ̂,θ̂)

]
for σ̂ ≥ 0.

(5.9)

This allows for quantification of negative fluctuations. Local p-values computed with this
modified test statistic are called un-capped p-values and the ones calculated with the original
definition of the test statistic are called capped p-values since they are always below 0.5.
Figure 5.39 shows the observed local p-values for generic Γ/M = 0%, Γ/M = 1% and
Γ/M = 3% signals as a function of the signal pole mass (denotedmX orMZ′). Note that this
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plot includes also the dielectron and combined dilepton channels in addition to the dimuon
channel (green dashed line). We can compare this to Figure 5.25. Looking past the large
variations due to differences in signal mass spacing and the use of capped versus uncapped
p-values, it seems both analyses display the same basic shapes with four small excesses
below a signal mass of 1 TeV, and no large excesses above the expectation from the Standard
Model. The largest fluctuation in the published analysis is at a signal mass of 267 GeV, with
a local significance of 2.4 σ and a global significance of 0.3 σ for an intrinsic signal width
assumption of Γ/M = 0%, which is compatible with the background-only hypothesis. This
is comparable to the result discussed in Section 5.4.2.2 regarding the results of the analysis
performed in this thesis work, with the most significant excess at 271 GeV, with a local
significance of 1.7σ.

(a) Signal width assumption of Γ/M = 0% (b) Signal width assumption of Γ/M = 1%l

(c) Signal width assumption of Γ/M = 3%

Figure 5.39: Results from the ATLAS Collaboration: Observed p-value scans of deviations
from the background-only hypothesis as a function of the Z ′ signal pole mass mX for a
signal width assumption of Γ/M = 0% (a),Γ/M = 1% (b) and Γ/M = 3% (c) for the full
Run 2 dataset [100]. All experimental uncertainties and the spurious signal uncertainty are
taken into account. Note that both the dielectron (red dashed line) and dilepton (black solid
line) channels are shown in addition to the dimuon channel (dashed green line).
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5.5.3.2 Exclusion limits

The framework for exclusion was also changed as the analysis strategy went from MC-
based analysis to data-driven analysis. The published analysis uses a framework based on
RooFit [121] and RooStats [122]. RooStats is based on Frequentist statistics, but no signifi-
cant differences between the Bayesian and Frequentist approaches are expected [123].

The generic cross-section limit in the dimuon channel is given in Figure 5.40 for various
generic models with relative widths from 0% to 10%, with theoretical cross-sections for Z ′χ
and Z ′ψ in (a), and for Z ′SSM in (b). The lower limits on the mass of the Z ′ψ, Z ′χ and Z ′SSM are
listed in Table 5.5, together with the lower mass limits calculated in this thesis work. The
lower mass limits on all three models are approximately equal in the thesis work compared
to the published analysis, with the largest difference for the expected lower mass limit for the
Z ′ψ, where the published limit is 0.3 TeV higher than what is found in this thesis work. We
do however note that as found in Section 5.4.5, the bad muon veto systematic uncertainty has
a larg impact on the cross-section limits. In the supporting information behind the dilepton
search publication [100], the effect of the systematic uncertainties on the cross-section exclu-
sion limits were studied, and were found to be of the order of maximum 25% at high signal
masses, most prominently above 2-3 TeV, and less than 10% at lower masses. It was noted
that this increase at high signal masses was due to the bad muon veto systematic uncertainty.
This is a smaller effect than what is shown in Figure 5.34, where we see that the ratio of the
asimov exclusion limits without any systematic uncertainties to the nominal exclusion limits
(magenta open circles) also go above 10% beyond signal masses of 2-3 TeV, but then go
as high as 45%-50% at the highest signal masses. We note that this explains the somewhat
smaller lower signal mass limits found in this thesis work.

Model Lower limits on MZ′ [TeV]
Published results Thesis work results

Expected Observed Expected Observed
Z ′ψ 4.0 4.0 3.7 3.8
Z ′χ 4.2 4.2 4.0 4.1
Z ′SSM 4.5 4.5 4.3 4.5

Table 5.5: Lower limit on the mass of the Z ′ψ, Z ′χ and Z ′SSM in the dimuon channel as calcu-
lated in the published ATLAS results [120] and as calculated in this thesis work as reported
in Table 5.4.
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(a) Upper limits set at 95% C.L. on the fiducial cross-section times
branching ratio as a function of the pole mass for signals with
0.5%, 1.2% and 6% relative width for the dimuon channel. The
theoretical cross-sections for the Z ′χ and Z ′ψ in the fiducial region
is also shown.

(b) Upper limits set at 95% C.L. on the fiducial cross-section times
branching ratio as a function of the pole mass for signals with 0%,
3% and 10% relative width for the dimuon channel. The theo-
retical cross-section for the Z ′SSM in the fiducial region is also
shown, with the signal theoretical uncertainties shown as a band
(only shown for illustration purposes, the uncertainty on the signal
is not included in the limit calculation).

Figure 5.40: Results from the ATLAS Collaboration: Expected and observed limits on the
generic signal production cross-section times branching ratio into µ+µ− [120]. All exper-
imental uncertainties and the spurious signal uncertainty are taken into account. Observed
limits are shown as a solid line and expected limits as dashed or dotted lines.
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5.6 Results from the CMS Collaboration

Results from the CMS Collaboration were published in the fall of 2019 [124]. The interested
reader is referred to the publication for a review of the analysis strategy. We will only briefly
describe the results here, focusing on the dimuon channel only.

The publication uses the full dataset recorded at
√
s =13 TeV during the years 2016 to

2018, corresponding to 140 fb−1 in the dimuon channel, searching for deviations from the
SM expectation in the dimuon invariant mass spectrum. The SM expectations are taken from
simulation, except for backgrounds that contain non-prompt leptons, which are estimated
using data-driven methods. The background expectation is normalized to the observed data
yields in a mass window around the Z boson peak, between 60 and 120 GeV. The dimuon
invariant mass distribution is shown in Figure 5.41. There is good agreement between the
data yields and the expected background.

Figure 5.41: Results from the CMS Collaboration: The dimuon invariant mass distribution
using the full dataset recorded between 2016 and 2018, showing data in black dots with
statistical error bars and the expected SM background as stacked, filled histograms [124]. For
the region below an invariant mass of 120 GeV (the normalization region (NR)), a prescaled
trigger with a low pT threshold (27 GeV) was used to collect events. For events in the signal
region (SR), at masses above 120 GeV, an unprescaled muon trigger was used, triggering
on single muon with pT>50 GeV and |η| < 2.4. In the bottom panel, the ratio of the data
yields after background subtraction to the background yields is shown, with the blue band
representing the various statistical and systematic uncertainties on the background.

The exclusion limits are calculated at 95% C.L. using Bayesian techniques. Figure 5.42
shows the exclusion limits for a narrow resonance with an instrinsic width of 0.6% of the
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resonance mass, also displaying theoretical predictions for the Z ′SSM and Z ′ψ resonances.
The expected and observed lower mass limits for the Z ′χ and Z ′SSM are shown in Table 5.6.
Comparing to Table 5.5, we see that the exclusion limits from the CMS Collaboration are
somewhat higher than the published limits from ATLAS, but still comparable in size.

Figure 5.42: Results from the CMS Collaboration: Upper exclusion limits in the dimuon
channel set at 95% C.L. on the product of the production cross-section and the branching
fraction for a spin-1 resonance with at width equal to 0.6% of the resonance mass relative to
the product of the production cross-section and branching fraction of the Z boson [124]. The
shaded bands correspond to the 68% and 95% quantiles for the expected limits. Theoretical
predictions for the Z ′SSM and Z ′ψ resonances are shown for comparison.

Table 5.6: Results from the CMS Collaboration: The observed and expected lower mass
limits set at 95% C.L. for the Z ′ψ and Z ′SSM, assuming relative signal widths of 0.6% and
3.0% respectively.

5.7 Differences in analyses and comparison of results

The three Z ′ analyses presented here - from the ATLAS Collaboration [120], the CMS Col-
laboration [124] and this thesis work - offer slight differences in the results. Table 5.7 lists
the lower mass exclusion limits as reported by these analyses, for two Z ′ theories, Z ′ψ and
Z ′SSM. Only the dimuon channel is reported from the results of this thesis work.

As discussed in Section 5.5.3.2, the exclusion limits on the lower mass of the Z ′ differs
slightly between the published ATLAS dilepton search results and the results of this thesis
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Lower mass limit [TeV]
CMS publication ATLAS publication Thesis work

Channel Theory Expected Observed Expected Observed Expected Observed
ee Z ′ψ 4.13 4.11 4.3 4.1 - -
µµ Z ′ψ 4.30 4.29 4.0 4.0 3.7 3.8
ee+ µµ Z ′ψ 4.55 4.56 4.5 4.5 - -
ee Z ′SSM 4.72 4.72 4.9 4.9 - -
µµ Z ′SSM 4.90 4.89 4.5 4.5 4.3 4.4
ee+ µµ Z ′SSM 5.14 5.15 5.1 5.1 - -

Table 5.7: The lower mass limits as observed by the ATLAS Collaboration [120], the CMS
Collaboration [124] and in this thesis work.

work due to a difference in the affect the large bad muon veto uncertainty has on the statistical
analysis.

We see some differences between the published results from the ATLAS Collaboration
and the CMS Collaboration. The expected lower mass limits on both the relevant Z ′ models
are lowest in the results from the ATLAS Collaboration in the dimuon channel, and highest in
the dielectron channel. The expected combined limit is about the the same for both theories.
The two analyses are quite different - the one from CMS Collaboration is very similar to the
one used in this thesis work, while the one used in the ATLAS Collaboration is (as described
in Section 5.5) data-driven and uses a frequentist limit setting framework. We interpret the
similarity of the combined dilepton results as a sign that there are no obviuous advantages
of one analysis over the other at this point in time. The higher values of the mass limits in
the dimuon channel is suspected to be because of a higher reported muon acceptance - they
report a 93% efficiency to trigger, reconstruct and identify muon pairs within the detector
acceptance. As shown in Figure 5.4 the acceptance×efficiency for signal dimuons reaches
a maximum of 44% around 2 TeV, which is less than half of what the CMS Collaboration
reports.

5.8 Summary

In this chapter we performed the high-mass dimuon resonance search using the full Run
2 dataset containing 139.0 ± 2.4 fb−1 of data. We saw in Section 5.2 that the data/MC
agreement is good, but that there is a visible trend in the data over MC ratio, going to lower
values at higher dimuon invariant masses. This trend disappeared in the post-fit estimate
of background dimuon invariant mass distribution as shown in Section 5.4.4. The statistical
analysis in Section 5.4 revealed no signs of new physics beyond the SM, and exclusion limits
were set on three Z ′ models, Z ′ψ, Z ′ψ and Z ′SSM at 3.8 TeV. 4.1 TeV and 4.4 TeV respectively.
These were compared to the limits as published by the ATLAS Collaboration in Section 5.5
and also as published by the CMS Collaboration 5.7, all found to be comparable in size.
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Chapter 6

Dimuon analyses in 2015 to 2018

Chapter 5 included a detailed description of a dimuon resonance search, with full Run 2
results, using data collected by the ATLAS detector through four years at a center-of-mass
energy of 13 TeV, finally concluding by setting exclusion limits that are comparable to public
results from the ATLAS Collaboration and from the CMS Collaboration. In this chapter
we review the published results in the years leading up to 2019, all of which I have also
contributed to during my time as a Ph.D. candidate.

6.1 July 2015 - EPS-HEP conference

The European Physical Society Conference on High Energy Physics (EPS-HEP) 2015 was
held in Vienna, Austria from 22 to 29 July. According to their information page [125] EPS-
HEP “is one of the major international conferences that reviews the field every second year
since 1971 organized by the High Energy and Particle Physics Division of the European
Physical Society.” The first physics analyses using 13 TeV proton-proton collisions were
presented at this conference, including the most recent dilepton analysis, with 78 pb−1 of
13 TeV data. The dimuon analysis was essentially the same analysis as described in Sec-
tion 5.1, with one exception: the sum of all expected backgrounds is normalized to data in
the invariant mass region 80 to 120 GeV (i.e. to the Z0 boson resonance). Only preliminary
data plots were shown at the EPS-HEP 2015 conference, discovery statistics and exclusion
limits were not explored until the next publication in December the same year.

The dimuon invariant mass distribution is shown in Figure 6.1. The highest dimuon in-
variant mass event of 881 GeV is shown in Figure 6.2 using the Atlantis [103] and VP1 [126]
event displays.1 We see a very well-balanced event, with the two muons exactly back-to-back
in the transverse plane, and close to back-to-back in the longitudinal plane.

In this round of analysis I was one of a few main dimuon analyzers, working on the
whole analysis chain implementing the recommended muon selection cuts and dimuon event
selection cuts. Being more than one person running the whole analysis chain is important as
the probability of doing something incorrectly without noticing it increases with the number

1Atlantis and VP1 are two of the most used visualization programs in ATLAS. Atlantis is a Java stand-alone
application, while VP1 is integrated in Athena, the C++ framework in which data processing and analysis is
performed [127].

145



Figure 6.1: Results from July 2015 (EPS-HEP conference): Dimuon invariant mass dis-
tribution after the dimuon event selection, showing the stacked sum of all expected back-
grounds [128].

of details, and the number of details in any given ATLAS analysis is very high. With several
analyzers, these bugs are easy to find.

6.2 December 2015 - End Of Year Event

At the end of 2015, at the End Of Year Event (EOYE), new results from the dilepton group
were shown [129][130] at CERN. The 13 TeV 2015 proton-proton collision dataset recorded
by ATLAS, corresponding to 3.2 fb−1, was used. The selection procedure was the same as
for the EPS-HEP conference in July.

The reconstructed dimuon invariant mass distribution is shown in Figure 6.3. Two se-
lected signals are overlaid, a resonant signalZ ′χ with a pole mass of 3 TeV, and a non-resonant
contact interaction (CI) with LL constructive interference and CI scale at Λ−LL = 20 TeV.
Models with composite quarks and leptons predict new interactions involving the new con-
stituents. These interactions are represented as contact interactions between initial-state
quarks and final-state leptons. The notation “LL” (“Left-Left”) describes the chiral struc-
ture of the new interaction, and is one of four possible structures, the others being “RR”
(“Right-Right”), “RL” and “LR”. The interested reader is referred to reference [129] where
the compositeness model is described in more detail. We see that the data is well described
by MC, as the data over MC ratio is centered on the value 1 over the majority of the invariant
mass range, except for a possible deficit in data apparent around 300-500 GeV. This was to
be investigated thoroughly before the next dilepton search publication in July 2016, more on
this to come in Section 6.3.3.

The highest dimuon invariant mass event is shown in Figure 6.4 using the Atlantis and
VP1 event displays. We see two well-defined muons back-to-back in the transverse plane,
with both muons in the MS barrel.

The statistical analysis in this publication follows closely what is described in Chap-
ter 5.4. The local p-values for the Z ′χ with pole masses between 0.15 TeV and 2.5 TeV in the
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(a) Atlantis event display [103]

(b) VP1 event display [126]

Figure 6.2: Results from July 2015 (EPS-HEP conference): Highest dimuon invariant mass
event in the first 78 fb−1 of 13 TeV data recorded in 2015, displayed in the Atlantis and
VP1 event displays [128]. The leading muon has a pT of 305 GeV and an η of -1.03. The
subleading muon has a pT of 300 GeV and an η of 0.82. The invariant mass of the dimuon
pair is 881 GeV.
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Figure 6.3: Results from December 2015 (EOYE): Dimuon invariant mass distribution after
the dimuon event selection, showing the stacked sum of all expected backgrounds, for data
and SM background estimates as well as their ratio. Two selected signals are overlaid, res-
onant Z ′χ with a pole mass of 3 TeV and non-resonant CI with LL constructive interference
and Λ−LL = 20 TeV [129]. The bin width of the distribution is constant in log(Mll). The
green band in the lower panel illustrates the total systematic uncertainty.

dimuon channel, with accompanying local and global significances shown as dashed lines,
are shown in Figure 6.5. The largest deviation corresponds to a global p-value of 24%, thus
no significant excesses are observed. Note that un-capped p-values are used for pole masses
below 800 GeV, while capped p-values are used above. The difference between capped and
un-capped p-values is described in Section 5.5.3.

Upper limits on Z ′ production cross-section times branching ratio to two muons σB are
shown in Figure 6.6 for three Z ′ models - the SSM Z ′, the Z ′χ and the Z ′ψ, all of which are
described in Section 2.3. Table 6.1 summarizes the observed and expected lower mass limits
for various Z ′ scenarios. The additional Z ′ models (Z ′S , Z ′I , Z

′
N and Z ′η) are described in

Section 2.3.

Table 6.1: Results from December 2015 (EOYE): Observed and expected 95% C.L. lower
mass limits in various Z ′ scenarios [129]. The widths are quoted as a percentage of the
resonance mass.
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(a) Atlantis event display [103]

(b) VP1 event display [126]

Figure 6.4: Results from December 2015 (EOYE): Highest dimuon invariant mass event in
the Atlantis and VP1 event displays [129]. The leading muon has a pT of 712 GeV and an η
of 0.87. The subleading muon has a pT of 676 GeV and an η of 0.95. The invariant mass of
the dimuon pair is 1390 GeV.
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Figure 6.5: Results from December 2015 (EOYE): Local p-values in the dimuon channel
derived for Z ′χ signals with pole mass between 0.15 and 2.5 TeV [129]. The accompanying
local and global significance levels are shown as dashed lines. The most significant excess is
marked with a red arrow.

Figure 6.6: Results from December 2015 (EOYE): Upper 95% C.L. limits on the Z ′ produc-
tion cross-section times branching ratio to two muons [129].
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As in the previous round, my contribution was to run the event selection chain in the
dimuon channel and also provide input for the SM background to the statistical analysis.

6.3 July 2016 - Physics Letters B Volume 761

Updated results were published in Physics Letters B Volume 761 in July 2016 [102]. I
contributed again in general to the dimuon analysis, as detailed in the following subsections.

6.3.1 Updated results

There were several improvements compared to the results from half a year earlier. New
MC samples were available, with a more appropriate average number of interactions per
bunch-crossings (pile-up) profile, which in practice increased the number of MC events,
thus decreasing the statistical uncertainty on the background expectation. The electron scale
factors and the muon momentum smearing and scale factors had been updated. The high
pT muon working point was also updated, as it was discovered that the wrong region in η
had been vetoed. This resulted in a 1% drop in overall efficiency of the events (removing
7% of the selected events and adding 6% of the originally removed events), and led to a new
highest invariant mass dimuon event at 1587 GeV, about 200 GeV higher in mass than the
previous highest. The analysis strategy and statistical analysis remained unchanged from the
previous round. Figure 6.7 shows the dimuon invariant mass distribution after final selection.
Comparing to Figure 6.3 it is easily seen that the shape of the background and the overlayed
Z ′χ boson have changed a great amount, and especially that the Z ′ resonance appears much
narrower in the newest results.

Figure 6.8 shows the new highest invariant mass dimuon event in the Atlantis and VP1
event displays. We see that this is an event with two muons and a jet, with both muons in the
end-caps of the MS.

From the local p-value plot in Figure 6.9 we see no evidence of new physics - the largest
excess in the dimuon channel is at 192 GeV with a local significance of 2.5σ, corresponding
to a global p-value of 26%, or 0.6σ.

Expected and observed upper limits on the Z ′ production cross-section times branching
ratio (σB) to dimuons are shown in Figure 6.10, with lower pole mass limits for various
Z ′ scenarios summarized in Table 6.2. Comparing to Table 6.1 we see that the limits are
somewhat lower in the dimuon channel, for example we see that the observed lower mass
limit in the Z ′χ → µ+µ− scenario was 2.71 TeV in December 2015, and dropped to 2.57 TeV
in July 2016.

6.3.2 Lepton track impact parameters study

To ensure that leptons are associated to the correct vertex, the ATLAS inner tracking working
group made recommendations for requirements on lepton track impact parameters. The two
relevant variables are the transverse impact parameter with respect to the beam line, dBL

0 , and
the longitudinal impact parameter with respect to the vertex of the hard scattering (HS) inter-
action, z0 · sin θ (previously schematically illustrated in Figure 5.1), and the recommended
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Figure 6.7: Results from July 2016 (Physics Letters B Volume 761): Dimuon invariant mass
distribution after the dimuon event selection, showing the stacked sum of all expected back-
grounds, for data and SM background estimates as well as their ratio [102]. Two selected
signals are overlaid, resonant Z ′χ with a pole mass of 3 TeV and non-resonant CI with LL
constructive interference and Λ−LL = 20 TeV. The bin width of the distribution is constant in
log(Mll). The green band in the lower panel illustrates the total systematic uncertainty.

Table 6.2: Results from July 2016 (Physics Letters B Volume 761): Observed and expected
95% C.L. lower mass limits in various Z ′ scenarios [102]. The widths are quoted as a
percentage of the resonance mass. The variable θE6 is an angle related to the definition of
the Z ′ in the various scenarios.
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(a) Atlantis event display [103]

(b) VP1 event display [126]

Figure 6.8: Results from July 2016 (Physics Letters B Volume 761): Highest dimuon invari-
ant mass event in the Atlantis and VP1 event displays [112]. The leading muon has a pT of
279 GeV and an η of -1.47. The subleading muon has a pT of 196 GeV and an η of 2.31.
The invariant mass of the dimuon pair is 1587 GeV. The event also contains a jet with a pT

of 236 GeV, and has 90 GeV of missing transverse momentum.
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Figure 6.9: Results from July 2016 (Physics Letters B Volume 761): Local p-value as a
function of the Z ′χ pole mass derived for signals with pole mass between 0.15 and 2.5 TeV
for the dimuon channel [112]. The local and global significance levels are shown as dashed
lines. Note that un-capped p-values are used for pole masses below 800 GeV, while capped
p-values are used above. The difference between capped and un-capped p-values is described
in Section 5.5.3.

Figure 6.10: Results from July 2016 (Physics Letters B Volume 761): Upper 95% C.L. limits
on the Z ′ production cross-section times branching ratio to two leptons [102].
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cuts were
|dBL

0 (σd0)| ≡
d0

σd0
< 3, |∆zBL

0 sin θ| < 0.5 mm, (6.1)

where σd0 represents the uncertainty in the measured transverse impact parameter d0
2. The

combined tracks were used for the study (see Section 4.3.1 for further details regarding
combined tracks).

When presented with new recommendations, it is important to check the impact they
have on any given analysis. To do this for the dimuon search analysis we first required all
events and muons to comply with the dimuon event selection up to, but not including, the
impact parameter cuts, as listed in Table 5.1. Then we picked out all events with at least two
muons, and plotted the values of the two impact parameters of the two leading muons. The
distribution of the absolute value of |∆zBL

0 · sin θ| is shown in Figure 6.11 for four different
Z ′χ signal scenarios, for the leading (a) and the subleading (b) muon. We see that cutting
this variable at the value 0.5 mm is unproblematic, removing a negligible amount of signal
events.

(a) Leading muon (b) Subleading muon

Figure 6.11: Results from July 2016: The distribution of the absolute value of the longitudi-
nal impact parameter with respect to the reconstructed primary vertex for the leading (a) and
the subleading (b) muon.

Figure 6.12 shows the distribution of the absolute value of |dBL
0 (σ)| for the leading (a)

and the subleading (b) muon. It is obvious from the distributions that removing all events
with values above 3 leads to a large loss (about 10%) of signal events. A solution to this
problem emerged when adding the beam spot uncertainty to the definition of the transverse
impact parameter,

dBL,BS
0 ≡ d0√

σ2
d0

+ σ2
BS

,

with σBS as the beam spot uncertainty, see Figure 6.13. Now we see that cutting at the value
3 is unproblematic. This definition of the impact parameter became the default definition in
the tracking group recommendations.

Figure 6.14 shows the distribution of the absolute value of the longitudinal impact param-
eter (with the definition as described in this section) after the dilepton event selection exclud-

2The parameter dBL
0 (σd0) is called the d0 significance
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(a) Leading muon (b) Subleading muon

Figure 6.12: Results from July 2016: The distribution of the absolute value of the signifi-
cance of the transverse impact parameter with respect to the beam line for the leading (a) and
the subleading (b) muon.

(a) Leading muon (b) Subleading muon

Figure 6.13: Results from July 2016: The distributions of the absolute value of the transverse
impact parameter with respect to the beam line for the leading (a) and the subleading (b)
muons.
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ing the zBL
0 criterion, for the leading (a) and the subleading (b) muons, with the stacked sum

of all the expected backgrounds and data overlaid [112]. Figure 6.15 shows corresponding
distributions for the transverse impact parameter after the dilepton event selection excluding
the dBL

0 criterion. The cut on the longitudinal impact parameter was changed to 10 mm,
because of the obvious mismodelling issues in the zBL

0 distribution, and other studies had
shown that a 10 mm cut guarded well against cosmic muons. Figure 6.16 presents the dBL

0

(a) Leading muon (b) Subleading muon

Figure 6.14: Results from July 2016: The distributions of the absolute value of the longitu-
dinal impact parameter with respect to the reconstructed PV for the leading (a) and the sub-
leading (b) muon after the dilepton search event selection (except the zBL

0 criterion), showing
the stacked sum om all expected backgrounds with data overlaid. The MC expectation is nor-
malized to data in the invariant mass region 80-120 GeV [112].

(a) Leading muon (b) Subleading muon

Figure 6.15: Results from July 2016: The distribution of significance of the absolute value
of the transverse impact parameter with respect to the beam line for the leading (a) and
the subleading (b) muons after the dilepton search event selection (except the d0 criterion),
showing the stacked sum of all expected backgrounds. The MC expectation is normalized to
data in the invariant mass region 80-120 GeV [112].

(a) and zBL
0 (b) cut efficiencies as functions of the pT of the leading and subleading muons,
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showing that these impact parameter cuts have a very high efficiency on both the DY events
and the SM backgrounds.

(a) Transverse impact parameter. (b) Longitudinal impact parameter.

Figure 6.16: Results from July 2016: The efficiencies of the cuts on muon |dBL,BS
0 | (a)

and |zBL
0 · sin θ| (b) as functions of the leading and subleading muon transverse momentum

pT [112].

6.3.3 Muon channel mass deficit study

When looking at the dimuon invariant mass distribution in Figure 6.7 we see a rather large dip
in the data over MC ratio plot between 300 and 500 GeV. Investigations were performed to
decide whether this was a problem with MC modelling or a statistical downward fluctutation
of data.

6.3.3.1 Muon kinematics for the region 300 GeV< Mµµ < 500 GeV

We plot several muon kinematic variables for events only in the dimuon invariant mass region
between 300 and 500 GeV, for both the high pT and medium3 muon working points to assess
if there is a problem with the high pT working point specifically. Also to assess whether
there was a problem with the efficiency scale factors (isolation, trigger, and reconstruction),
muon kinematic distributions are made both with and without these scale factors.

Figure 6.17 shows muon kinematic distributions for both the leading and subleading
muons, with and without the efficiency scale factors, using the high pT working point.
Figure 6.18 (6.19) displays the same distributions for the leading (subleading) muon. Fig-
ure 6.20 shows the muon kinematic distributions for the leading and subleading muon, with
and without the efficiency scale factors, for the medium working point, while Figure 6.21
(6.22) shows the same distributions for the leading (subleading) muon.

To conclude; the efficiency scale factors have very little impact on the data/MC agree-
ment, both for the high pT and medium working points. No obvious trends which could point
towards an issue are visible when looking at the muon η and φ distributions, and the same

3As mentioned before, the high pT working point was developed for the Z ′ and W ′ analyses, maximizing
momentum resolution for high pT muons, while the medium working point is the default working points for
muon analyses in general.
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kind of deficit is seen for both the high pT and medium working points. Looking at the muon
pT distributions we see a deficit in the region between 150 and 250 GeV, and we investigate
this region further in the following.

(a) Leading and subleading muon pT

(b) Leading and subleading muon η

(c) Leading and subleading muon φ

Figure 6.17: Results from July 2016: Muon kinematic distributions for dimuon pairs with in-
variant mass between 300 and 500 GeV, using the high pT working point. The left-hand side
shows the distributions with all efficiency scale factors applied, while the right-hand sides
shows the same distributions without the efficiency scale factors applied. The normalization
is the same as for the nominal analysis [112].
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(a) Leading muon pT

(b) Leading muon η

(c) Leading muon φ

Figure 6.18: Results from July 2016: Muon kinematic distributions for dimuon pairs with
invariant mass between 300 and 500 GeV (showing only the leading muon kinematics), using
the high pT working point. The left-hand side shows the distributions with all efficiency scale
factors applied, while the right-hand sides shows the same distributions without the efficiency
scale factors applied. The normalization is the same as for the nominal analysis [112].
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(a) Subleading muon pT

(b) Subleading muon η

(c) Subleading muon φ

Figure 6.19: Results from July 2016: Muon kinematic distributions for dimuon pairs with
invariant mass between 300 and 500 GeV (showing only the subleading muon kinematics),
using the high pT working point. The left-hand side shows the distributions with all effi-
ciency scale factors applied, while the right-hand sides shows the same distributions without
the efficiency scale factors applied. The normalization is the same as for the nominal analy-
sis [112].
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(a) Leading and subleading muon pT

(b) Leading and subleading muon η

(c) Leading and subleading muon φ

Figure 6.20: Results from July 2016: Muon kinematic distributions for dimuon pairs with in-
variant mass between 300 and 500 GeV, using the medium working point. The left-hand side
shows the distributions with all efficiency scale factors applied, while the right-hand sides
shows the same distributions without the efficiency scale factors applied. The normalization
is the same as for the nominal analysis [112].
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(a) Leading muon pT

(b) Leading muon η

(c) Leading muon φ

Figure 6.21: Results from July 2016: Muon kinematic distributions for dimuon pairs with
invariant mass between 300 and 500 GeV (showing only the leading muon kinematics), us-
ing the medium working point. The left-hand side shows the distributions with all efficiency
scale factors applied, while the right-hand sides shows the same distributions without the
efficiency scale factors applied. The normalization is the same as for the nominal analy-
sis [112].
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(a) Subleading muon pT

(b) Subleading muon η

(c) Subleading muon φ

Figure 6.22: Results from July 2016: Muon kinematic distributions for dimuon pairs with
invariant mass between 300 and 500 GeV (showing only the subleading muon kinematics),
using the medium working point. The left-hand side shows the distributions with all effi-
ciency scale factors applied, while the right-hand sides shows the same distributions without
the efficiency scale factors applied. The normalization is the same as for the nominal analy-
sis [112].
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6.3.3.2 Muon kinematics for the region 150 GeV< pT < 250 GeV

Muon kinematic variables for events where both muons are in the pT range between 150
and 250 GeV were further studied. Figure 6.23 shows muon kinematic distributions for both
the leading and subleading muon, with and without the efficiency scale factors for the high
pT working point, and Figure 6.24 (6.25) shows the same distribution but for the leading
(subleading) muon. Figure 6.26 shows the muon kinematic distributions for the leading and
subleading muons with and without the efficiency scale factors, for the medium working
point, while Figure 6.27 (6.28) shows the same distributions for the leading (subleading)
muons.

As before we see that the efficiency scale factors do not have a large impact on the agree-
ment, with similar results for both the medium and high pT working points. The kinematic
distributions do not display any problematic behaviour. If there was a problem with the mea-
surement of the transverse momentum of the muons in a specific range, between 150 GeV
and 250 GeV, we would expect to see a data over MC ratio away from unity when using only
these muons in the kinematic distributions.

6.3.3.3 Conclusion

No problematic behaviour was uncovered in the data. The observed number of events in this
region is 1083, while the expected number is 1183 ± 32, giving a −2.1σ deficit, which is
concluded to be within an acceptable level of agreement to the SM prediction. Time would
also show that this was indeed not a physical effect, as the “deficit” had gone away by the
October 2017 publication using 36 fb−1 of data, as can be seen in Figure 6.29.
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(a) Leading and subleading muon pT

(b) Leading and subleading muon η

(c) Leading and subleading muon φ

Figure 6.23: Results from July 2016: Muon kinematic distributions for muons with pT be-
tween 150 and 250 GeV, using the high pT working point. The left-hand side shows the
distributions with all efficiency scale factors applied, while the right-hand sides shows the
same distributions without the efficiency scale factors applied. The normalization is the same
as for the nominal analysis [112].
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(a) Leading muon pT

(b) Leading muon η

(c) Leading muon φ

Figure 6.24: Results from July 2016: Muon kinematic distributions for muons with pT be-
tween 150 and 250 GeV (showing only the leading muon kinematics), using the high pT
working point. The left-hand side shows the distributions with all efficiency scale factors
applied, while the right-hand sides shows the same distributions without the efficiency scale
factors applied. The normalization is the same as for the nominal analysis [112].
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(a) Subleading muon pT

(b) Subleading muon η

(c) Subleading muon φ

Figure 6.25: Results from July 2016: Muon kinematic distributions for muons with pT be-
tween 150 and 250 GeV (showing only the subleading muon kinematics), using the high pT
working point. The left-hand side shows the distributions with all efficiency scale factors
applied, while the right-hand sides shows the same distributions without the efficiency scale
factors applied. The normalization is the same as for the nominal analysis [112].
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(a) Leading and subleading muon pT

(b) Leading and subleading muon η

(c) Leading and subleading muon φ

Figure 6.26: Results from July 2016: Muon kinematic distributions for muons with pT be-
tween 150 and 250 GeV, using the medium working point. The left-hand side shows the
distributions with all efficiency scale factors applied, while the right-hand sides shows the
same distributions without the efficiency scale factors applied. The normalization is the same
as for the nominal analysis [112].
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(a) Leading muon pT

(b) Leading muon η

(c) Leading muon φ

Figure 6.27: Results from July 2016: Muon kinematic distributions for muons with pT be-
tween 150 and 250 GeV (showing only the leading muon kinematics), using the medium
working point. The left-hand side shows the distributions with all efficiency scale factors
applied, while the right-hand sides shows the same distributions without the efficiency scale
factors applied. The normalization is the same as for the nominal analysis [112].
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(a) Subleading muon pT

(b) Subleading muon η

(c) Subleading muon φ

Figure 6.28: Results from July 2016: Muon kinematic distributions for muons with pT be-
tween 150 and 250 GeV (showing only the subleading muon kinematics), using the medium
working point. The left-hand side shows the distributions with all efficiency scale factors
applied, while the right-hand sides shows the same distributions without the efficiency scale
factors applied. The normalization is the same as for the nominal analysis [112].
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6.4 October 2017 - Journal of High Energy Physics

In October 2017 new results from the dilepton group were published, this time in the Journal
of High Energy Physics (JHEP) [23]. I contributed once again in general to the dimuon
analysis, in particular the main dimuon analysis and the minimal Z ′ models, as detailed in
the next subsections.

6.4.1 Updated results

The analysis strategy and statistical analysis still remained unchanged from the previous
round, but the amount of data was tenfold, up from 3.2 fb−1 to 36.1 fb−1. Figure 6.29 shows
the dimuon invariant mass after final selection. The middle panel shows the ratio of the data
to the expected background, as before, with the green band as the total systematic uncer-
tainty. However, a new panel has appeared. This is the expected background “post-fit” (as
defined in Section 5.4.4). We see that this ratio is now much closer to the value 1.0 compared
to the pre-fit ratio, which is typical when the systematic variations are sufficient to describe
the variations in the data. The local p-value plot in Figure 6.30 does not reveal any signs of

Figure 6.29: Results from October 2017 (JHEP): Dimuon invariant mass distribution after
the dimuon event selection, showing the stacked sum of all expected backgrounds, for data
and SM background estimates as well as their ratio [23]. Three selected signals are overlaid,
Z ′χ with pole masses of 3, 4 and 5 TeV. The bin width of the distribution is constant in
log(Mll). The middle panel shows the ratio of the data to the expected background. The
green bands in the middle and the lower panels illustrates the total systematic uncertainty.
The lower panel shows the ratio of the data to the adjusted expected background that results
from the statistical analysis.
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new physics. The most significant observed excess in the dimuon channel is at a mass of
481 GeV with a local p-value of 5.8%, corresponding to 1.6σ. The global p-value however is
91% (−1.3σ). Expected and observed upper limits on the Z ′ production cross-section times

Figure 6.30: Results from October 2017 (JHEP): Local p-value as a function of the Z ′χ pole
mass for the dimuon channel derived forZ ′χ signals with pole mass between 0.15 and 4.0 TeV
for the dimuon channel [112]. The local and global significance levels are shown as dashed
lines. Note that un-capped p-values are used for pole masses below 1.5 TeV, while capped p-
values are used above. The difference between capped and un-capped p-values is described
in Section 5.5.3.

branching ratio (σB) to dimuons are shown in Figure 6.31, with lower pole mass limits for
various Z ′ scenarios (described in Section 2.3) as summarized in Table 6.3.

Table 6.3: Results from October 2017 (JHEP): Observed and expected 95% C.L. lower mass
limits in various Z ′ scenarios [112]. The widths are quoted as a percentage of the resonance
mass. The variable θE6 is an angle related to the definition of the Z ′ in the various scenarios.

6.4.2 Minimal Z ′ models

The dilepton high-mass resonance search paper from July 2014 [1], using the full 2012 8 TeV
dataset (20.5 fb−1), included exclusion limits on minimal Z ′ models (briefly described in
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Figure 6.31: Results from October 2017 (JHEP): Upper 95% C.L. limits on the Z ′ produc-
tion cross-section times branching ratio to two muons calculated for the Z ′χ, with theory lines
for three different Z ′ models [112]. The theoretical uncertainty on the Z ′SSM is shown as a
band for illustration purposes, but is not included in the σB limit calculation.

Section 2.3.0.3). The dilepton group decided to revive this for the 2017 publication, and I
voluntered to work on it.

A lot of work went into reviving and validating the signal reweighting code used in the
2014 publication. As the minimal models include some of the regular Z ′ modes, like Z ′χ, I
was able to compare the signal reweighting code used in the minimal Z ′ models to the signal
samples created by the regular reweighting code used within the dilepton search group to set
the regular cross-section exclusion limits. The two codes sprang from the same source, but
diverged many years before. The most noticeable difference was that the Z ′ width in one
case was based on scaling the Z0 width (the regular code), while in the other case the Z ′

width was calculated theoretically from scratch (the minimal Z ′ models code). It actually
turned out that there was a bug in the regular reweighting code, affecting the low mass region:
The calculation of the width of a new Z ′ boson opens up to tt̄ decay at two times the top
qark mass, at around 350 GeV, and in the regular reweighting code, a missing factor in the
calculated mass-dependent Z ′ width caused a rather abrupt step at this point. The dilepton
group later adopted the minimal Z ′ models code to use for all reweighting.

6.4.2.1 Statistical framework

In Chapter 5.4 the statistical framework for the regular dimuon resonance search analysis is
described. The statistical framework used in the case of minimal Z ′ models is somewhat
different because the new hypothetical Z ′Min boson is considered together with the SM DY
process, qq̄ → Z0/γ/Z ′Min → µ+µ−, to ensure that interference effects can be taken properly
into account. In the regular statistical analysis, we consider a likelihood L (as defined in
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Equation 5.2)

L(σ,θ) =

Nchan∏
k=1

Nbin∏
l=1

λnklkl (σ,θ)e−λkl(σ,θ)

nkl!
,

where the expectation value λkl(σ,θ) is a sum of the expected signal and background,

λkl(σ,θ) = skl(σ,θ) + bkl(θ).

We remind the reader that k is the channel and l is the mass bin. The prior on the signal
cross-section σ is flat.

The situation for the minimal Z ′ models is similar, but with a few important differences.
Like before, the likelihood is a product of independent Poisson distributions,

L(γ′4,θ) =

Nchan∏
k=1

Nbin∏
l=1

λnklkl (γ′4,θ)e−λkl(γ
′4,θ)

nkl!
, (6.2)

but the expectation value λkl(γ′4,θ) is now the sum of the expectation values of the process
qq̄ → Z0/γ/Z ′Min → µ+µ− and the other backgrounds to the search (tt̄ and diboson events),

λkl(γ
′4,θ) = λDY,kl(γ

′4,θ) + λother,kl(θ). (6.3)

The parameter of interest is the γ′ (defined in Equation (2.2)), which is one of the two effec-
tive coupling constants of the theory. The other effective coupling constant, θMin, is given
a specific value that corresponds to a specific Z ′ theory. A flat prior is used on γ′4, as the
cross-section of the Z ′ is proportional to γ′4 at leading order.

6.4.2.2 Z ′Min signal reweighting from SM Drell-Yan MC samples

In much the same way as explained in Section 4.5.2 the DY MC samples are reweighted
to Z ′ samples, using the ratio of the differential cross-section of the Z ′Min over the one for
the SM DY process for a given reconstructed invariant mass. The difference now is that we
added a new dimension to the procedure: where we normally would define a small set of
Z ′ models beforehand and then calculate the ratios for each, we now define a signal grid
in the γ′4 dimension (fixing the other parameter to a specific value, as mentioned before)
and calculate the ratio for each of these. This is an important distinction, as it allows us to
properly account for width effects in the limit setting, as the width of the Z ′ depends on the
two effective coupling constants (γ′ and θMin). Figure 6.32 shows the result of the rewighting
procedure for two Z ′ pole masses, 130 GeV (a) and 2.5 TeV (b).

If we slice up the surface plots in Figure 6.32(a) parallel to the γ′4-plane, we get curves
like the ones in Figure 6.33. The curve in Figure 6.33(a) is on the Z ′ pole mass at dimuon
invariant mass 130 GeV, and the curve in Figure 6.33(b) is away from the pole mass, the exact
point is not important. These curves represent the λDY,kl in Equation (6.3). We note that
when the reconstructed dimuon mass is away from the signal pole mass, γ′4 is proportional
to the cross-section (number of events), while when it is on the signal pole mass, then γ′4 is
not proportional to the cross-section.
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(a) Z ′Min pole mass 130 GeV surface plot (b) Z ′Min pole mass 2.5 TeV surface plot

Figure 6.32: Surface plots for the Z ′Min with a mass of 130 GeV (a) and 2.5 TeV (b), with
the one of the parameters of the theory γ′4 (marked as g4 in the plots) on the x-axis and the
reconstructed invariant dimuon mass on the y-axis. Each slice in g4 is scaled to the Z0 peak,
which was the procedure followed by the dilepton group at that point in time.

(a) Reconstructed dimuon mass at the Z ′Min pole
mass.

(b) Reconstructed dimuon mass away from Z ′Min pole
mass.

Figure 6.33: Curves that represent profiles of the surface plots in Figure 6.32(a) in a plane
parallel to the γ′4-plane.
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As in Section 5.4.3, the Bayesian Analysis Toolkit was used to marginalize p(γ′4,θ|n)

to get a posterior distribution for the parameter of interest, the coupling γ′4 (for a specific
value of θMin).

6.4.2.3 Published results

The results for the Z ′ minimal model analysis were published in July 2017 using 36 fb−1

of proton-proton collision data [23]. Figure 6.34 shows the exclusion limits set at 95% C.L.
on the parameter γ′ as a function of the Z ′Min boson mass in the dilepton channel. The two
values of θMin yielding the minimum and maximum cross-sections are used to define a band
of limits in the (γ′,MZ′Min

) plane. Lower mass limits on Z ′Min are set on three specific Z ′

Figure 6.34: Results from October 2017 (JHEP): Expected (dotted and dashed lines) and
observed (filled area and lines) exclusion limits set at 95% C.L. on the relative coupling
strength γ′ for the dilepton channel as a function of the Z ′Min mass [23]. Three representative
values of the mixing angle θMin are selected and limit curves are shown for these (Z ′B−L, Z ′3R

and Z ′χ). The region above each line is excluded. The grey band envelops all observed limit
curves, which depends on the choice of θMin ∈ [0, π].

models, as listed in Table 6.4. Comparing the numbers for the Z ′χ to the ones for Z ′χ in
Table 6.3, we see that they lie around 200-300 GeV lower. This is due to the difference in
priors - the regular σB analysis uses a flat prior on the cross-section σ of the Z ′, while the
minimal model analysis uses a flat prior on γ′4. It was checked that when fixating the width
to the Z ′χ width, the results were identical. When the width is fixed, the cross-section is
proportional to the γ′4 and the two priors are equivalent. When the width is allowed to vary
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with the parameter γ′,4 the two priors are not equivalent, and there is a slight impact on the
lower mass limits from this.

Model
Lower limits on MZ′Min

[TeV]
ee µµ ll

Obs Exp Obs Exp Obs Exp
Z ′χ 3.7 3.7 3.4 3.3 3.9 3.8
Z ′3R 4.0 3.9 3.6 3.6 4.1 4.1
Z ′B−L 4.0 4.0 3.6 3.6 4.2 4.1

Table 6.4: Lower mass limits on three specific minimal Z ′ models [23].

6.5 Summary

In this chapter, we reviewed the four publications that I personally contributed to in the
years before the publication in 2019 (described in Section 5.5 using the full Run 2 dataset).
During these years, I worked on the muon channel analysis, running the dimuon analysis and
providing input for the statistical analysis. Also I revived, cleaned up and validated the code
for setting exclusion limits on the minimal Z ′ models, which was used in both the dielectron
and dimuon channel in the 2017 publication.

4And the parameter θMin, but this parameter is fixated to a specific value in the analysis.
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Chapter 7

The fake background in the dimuon
channel

In Chapter 5 we discussed in detail the full dimuon resonance search analysis, and in Chapter
6 we looked at related publications in the years between 2015 and 2018. We now turn our
attention to a study that was performed as part of this thesis work, and also added to the
additional material1 [100] that accompanied the 2019 dilepton publication [120].

As discussed in Section 4.4.5, a data-driven method is needed to investigate the relative
size of the W+jets and dijets background. This study is separated out from the main analysis
chapters because the contribution was found to be negligible in the dimuon channel and
therefore not included in the statistical analysis. Also, it was not included as a part of the
dimuon background in the publications discussed in the two previous chapters.

In the following, we define a “real muon” as a prompt muon from for example leptoni-
cally decaying Z or W bosons and a “fake muon” as either a non-prompt muon, e.g. a real
muon inside a jet or a wrongly reconstructed muon for example from energetic hadronic jets
that punch through the calorimeters into the MS. A “real dimuon” or a “real muon pair” is a
pair with two real muons, while a “fake dimuon” or a “fake muon pair” is either a real and a
fake muon or two fake muons.

The fake background in the dimuon channel consists of events that contain fake dimuons.
These fake dimuon events can originate from single top and tt̄ events or diboson events. In
addition there are large contributions from dijet and W+jets events, and a smaller contribution
from the Z boson decaying leptonically in association with jets, where one lepton is not
reconstructed. For the dijets, the two main contributors to the fake background are the heavy-
flavor dijets, cc̄ and bb̄, because the b and c quarks can decay semi-leptonically, resulting in
muons inside the jets. Figures 7.1(a) illustrates the main production channels for the heavy-
flavor dijets and Figure 7.1(b) a probable production channel for the W boson produced in
association with a jet. We expect the fake background in the dimuon channel to be negligible
for high-pT muons, but we need a measurement to confirm this. One possibility is to do
a data-driven estimate of the fake background, as is done for the dielectron channel [23].
However, for the dielectron channel it is a different matter, as the fake background is non-
negligible. We employ a less time and resource demanding method, because the goal here is

1Only available for members of the ATLAS Collaboration.
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(a) bb̄ and cc̄ production. (b) W boson produced in association with a jet.

Figure 7.1: Feynman diagrams of cc̄ and bb̄ production (a) and W boson produced in associ-
ation with a jet (b).

to confirm or refute the negligibility of the high-mass dimuon fake background.

7.1 MC samples

The samples used in this study are, in addition to the ones listed in Section 4.4,2 dedicated
fake-enriched samples, listed in Section B.3.

7.1.1 Dijets

There is one sample for each heavy-flavor dijet channel (bb̄ and cc̄) with requirements on
at least one of the quarks at truth level (pT > 15 GeV and |η| < 4.5) and at least one
reconstructed muon in each event. These samples were made with PYTHIA 8 using the
NNPDF 2.3 LO PDF set and the ATLAS A14 set of tuned parameters for parton showering
and hadronization.

7.1.2 Top

The tt̄ samples were generated with POWHEG BOX using the NNPDF 3.0 NLO PDF set,
with PYTHIA 8 handling the parton showering with the NNPDF 2.3 LO PDF set and the
ATLAS A14 set of parameter tunes (the same as the dilepton filtered tt̄ sample described in
Section 4.4.4). For both the tt̄ MC samples a flat k-factor is applied, the value of which is
1.14 as in the case for the tt̄ MC sample with a dilepton filter, described in Section 4.4.6.

2Not including the tt̄ sample with dilepton filter, for this task we mainly use two other tt̄ samples – one
with a filter requiring at least one lepton and one with a filter requiring both top decays to be fully hadronic.
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7.1.3 W boson in association with jets

The W+jets samples are generated with Sherpa (v2.2.1) using the NNPDF 3.0 PDF set, for
the particle generation, parton showering and hadronization. The generation is performed
separately for 0 to 4 jets at the matrix element level. The diagrams with 0, 1 or 2 jets are at
the next-to-leading-order level, while the ones with 3 or 4 jets are at leading order. To get
an adequate number of events over the full momentum (or mass) spectrum, these samples
are generated in intervals of the transverse momentum of the W boson with b- and c-quark
filters. For W bosons with transverse momentum above 500 GeV, there is no quark filter in
the samples. A flat k-factor of 0.9702 is applied to all samples.

7.2 An outline of the QCD background estimation method

We now briefly describe the method to make it easier for the reader to follow the detailed
description that follows directly after this section. Refer to Figure 7.2 for an overview of the
different sets of selections in use.

Figure 7.2: A schematic drawing showing the different selections (cuts) used in the estima-
tion of the QCD background. The full baseline analysis selection is listed in Table 5.1.

We define a set of cuts that contain a subset of the set of baseline analysis cuts,3 removing
the cuts on the muon isolation, impact parameters and electric charge (further explained in
Section 7.3). This subset should now contain both real and fake muon pairs. The muons are
all of high quality due to the set of cuts (“other cuts”) that are applied at this point, most

3A subset of the cuts, and a superset of the events, not to be confused with a subset of the events.
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noticeably the high-pT working point. We shall find here that dedicated hadronic dijet and
W+jets samples are needed to describe the data in an intermediate invariant mass range.

The next step is to define a QCD-enriched region (a QCD control region (CR)) (as de-
scribed in Section 7.4) by using the subset selection, and also requiring that the two leading
muons have the same electric charge. We find again that data is well described by MC, only
limited by too few MC events generated in the samples.

We now use the events in the QCD CR and require that they pass the cuts on muon
isolation and the impact parameters, finding the efficiency of these cuts for fake dimuons,
the “dimuon fake efficiency”.

The last step is combining the information from the invariant mass distribution in the
subsets region with the dimuon fake efficiency measurement and estimating the amount of
fake events left in the invariant mass distribution after the full set of analysis cuts, finding it
to be negligible (Section 7.6).

We now continue on to the detailed description of this procedure.

7.3 A subset of full selection

We define the subset of the full selection using all requirements from Table 5.1 except isola-
tion, dBL

0 (σ) and ∆zBL
0 ·sin θ cuts and the opposite sign (opposite elctric charge) requirement.

This is represented by the cyan-colored box marked “SUBSET SELECTION” in Figure 7.2.
Figure 7.3(a) shows the dimuon invariant mass distribution in the subset region without MC
samples for dijet and W+jets. There is an obvious mismatch between data and MC in mid-

(a) Dimuon invariant mass distribution without dedi-
cated QCD samples included.

(b) Dimuon invariant mass distribution with dedicated
QCD samples included.

Figure 7.3: Dimuon invariant mass distribution after the subset selection without (a) and with
(b) dedicated QCD samples included.

range masses, from about 100 GeV to about 500-600 GeV. When we add the dedicated dijet
and W+jets MC samples, we get the result in Figure 7.3(b). Now we see that MC and data
are in reasonable agreement. We conclude that there are non-negligible contributions to
the background from dijet and W+jets processes, and that the dijet and W+jets processes
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are sufficient to describe the high-mass (or high-pT) fake background. The dijet samples
suffer from lack of simulated data above a few hundred GeV and stops abruptly at around
400 GeV, but as we do not aim to estimate the fake background precisely, this is not regarded
as a showstopper.

7.4 QCD control region

We now define a QCD control region (CR) by taking the events in the subset selection and
requiring that the two leading muons have the same sign. This selection is represented by the
dark brown-colored box marked “QCD CONTROL REGION” in Figure 7.2. The require-
ments are chosen to pick out high-quality muons in a QCD-enriched region.

Figure 7.4 shows the dimuon invariant mass distribution in the QCD control region. The
dijet samples suffer from lack of simulated events at masses above about 200 GeV, but the
data seems to continue on the path drawn by the stack of simulated data at lower masses,
indicating that the missing pieces are the dijet samples only. We therefore conclude that the
data and MC are roughly in agreement.

Figure 7.4: Data and MC in the QCD control region defined in Section 7.4.

7.4.1 QCD control region - composition of top and diboson backgrounds

We now want to estimate the dimuon fake efficiency of the impact parameter and isolation
cuts. To get the best estimation of the dimuon fake efficiency, we ideally want the back-
grounds to consist of fake muon pairs (with two fake muons or with one real muon and
one fake muon) only. The DY background consists mostly of real dimuons (with two real
muons), while the W+jets and dijets backgrounds are mostly fake dimuons (with two fake
muons, or one real and one fake muon). The question now is what the mix is in the top and
diboson backgrounds.
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7.4.1.1 Fake/real composition of the top background

Figure 7.5(a) shows the full top background in the QCD control region decomposed into fully
leptonic tt̄, hadronic and semi-leptonic tt̄, and single top components. The filled histograms
are an estimate of the real contributions from the leptonic tt̄ and Wt backgrounds, and how
this is estimated will be explained shortly.

(a) QCD control region (with same sign require-
ment). The filled histograms contain the estimated
real contribution of the named processes.

(b) Subset region (no requirement on the sign of
the two muons).

Figure 7.5: The total top background decomposed into fully leptonic tt̄, hadronic and semi-
leptonic tt̄, and single top components.

The s-channel and t-channel single top components (illustrated in Figure 4.13) contribute
to the fake background. The fully leptonic tt̄ (as illustrated in Figure 4.11) and the Wt

associated single top production mode (as illustrated in Figure 4.12) contribute with both
real and fake dimuon pairs, but the real component is thought to be low due to the two real
muons in these types of events have opposite electrical charge and therefore do not pass the
requirement of the QCD CR.

To investigate this further we take a look at the top background in the subset region.
This is shown in Figure 7.5(b). We assume that most of the events in the fully leptonic
tt̄ and the Wt associated single top production mode components in the subset region are
real muons due to the fact that we have required at least two reconstructed high-quality
muons in the subset region. The charge misidentification probability for muons is very small,
< 0.1% [95] throughout the whole pT spectrum, which means that less than 0.2% of the real
dimuon events4 in the mentioned components of the tt̄ background are left after requiring
that the two leading muons in the events in the QCD CR have the same sign. The filled
histograms in Figure 7.5(a) are calculated by scaling the dimuon invariant mass distributions
in the subset region as shown in Figure 7.5(b) by the charge misidentification rate for the
two muons (0.2%), and they represent the real contrbutions from the tt̄ and Wt processes in
the QCD CR. This means that by far most of the events from the dilepton and Wt associated
single top production mode components of the top background in the QCD control region
are fake dimuons, which is exactly what we hoped for.

4These are the events where one of the two muons are reconstructed with the wrong charge.
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7.4.1.2 Fake/real composition of the diboson background

The diboson background in the QCD CR is shown in Figure 7.6, with its individual compo-
nents. The two leading components, WZ → lνµµ and ZZ → llµµ are composed of real
muon pairs, as these components have respectivly three or four real muons,5 thus enabling
the combination of two real muons of the same sign to be picked out. The WW → µνµν

and WZ/ZZ → qqµµ components have two real muons of opposite charge, and the events
passing the requirements for the QCD control region are either one real muon paired with
one fake muon, or two real muons where one of them has been assigned the wrong charge.
A similar analysis using the charge misidentification rate to estimate the real contribution
in the QCD CR as was done for the top background could also be done for these two com-
ponents, but as they are the smallest ones and because we already concluded that the two
largest ones are real-dominated,6 we decide this is not necessary, and conclude that the di-
boson background is composed of mostly real muon pairs, in contrast to the top background
that in the QCD CR is composed mostly of fake muon pairs. Looking at the dimuon invariant
mass in the QCD CR in Figure 7.4, we see that the diboson process is much smaller than the
contribution from the top processes at lower masses, but has increasing relative importance
approaching an invariant mass of approximately 1 TeV.

Figure 7.6: The total diboson background in
the QCD control region, showing the four dif-
ferent components. Both the largest (WZ)
and second largest (ZZ) components con-
tribute with real muon pairs.

7.5 The dimuon fake efficiency

We now proceed by requiring that the events in the QCD CR (as shown in Figure 7.4) pass
the regular analysis requirements on muon isolation and on the transverse and longitudinal
impact parameters as described in Table 5.1. In Figure 7.7 we see the effect of the individual
cuts in 7.7(a) - 7.7(c) and the effect of the combined cuts in 7.7(d). We see that isolation is the
requirement that removes by far most events. We also note that the dijet MC contains too few
events to describe data, creating the disagreement observed between data and MC. Although

5The ’l’ can also be an electron, but we have actively picked out the muons.
6We note that the WW component contributes the same amount to the total diboson background as the

ZZ component at masses above 400 GeV, but as the main contribution is the WZ component over the whole
mass range, and because the diboson contribution in the QCD CR in the mid-range masses is lower than the
dijets and top background components (as shown in Figure 7.4), this does not change the arguments or the
conclusion.
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we no longer can rely on simulated data, we can use the real collision data to estimate the
efficiency of these cuts on same sign muon pairs. Later we will use this information to
estimate the amount of fake muon pairs in opposite sign events. We assume that the dimuon
fake efficiency is independent of the charges of the muons.

(a) With requirement on dBL
0 (σ). (b) With requirement on ∆zBL

0 · sin θ.

(c) With requirement on isolation. (d) With all three requirements.

Figure 7.7: Applying three cuts to the QCD control region (Figure 7.4), isolation, transverse
impact parameter with respect to the beam line, dBL

0 (σ), and longitudinal impact parameter
with respect to the reconstructed primary vertex ∆zBL

0 ·sin θ, individually in subfigures 7.7(a)
to 7.7(c) and combined in Figure 7.7(d).

Figure 7.8 displays the ratio defined by the number of events after the combined impact
parameter and isolation cuts divided by the number of events before, in the QCD control
region, as a function of the dimuon invariant mass. This is an estimate of the dimuon fake ef-
ficiency, i.e. the rate at which fake dimuon pairs pass the cuts. The estimate is conservative,
as we know there is a non-negligible amount of real dimuons in the mix, most prominently
from the diboson background, with increasing relative importance at higher masses. The ef-
ficiency goes up with increasing invariant mass, and we interpret this as an effect due to the
increasing relative importance of the diboson background, consisting mostly of real dimuon
pairs, at higher masses. In a more thorough study, we would subtract the real dimuons from
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Figure 7.8: The efficiency of the
combined dBL

0 (σ), ∆zBL
0 · sin θ

and isolation cuts on the QCD
CR events as a function of the
dimuon invariant mass (dimuon
fake efficiency).

this dimuon fake efficiency estimate, but as we will only make a statement about whether or
not the fake background is negligible, we are satisfied with this somewhat rough, conserva-
tive estimate. In any case, we see that these three cuts are very efficient in removing fake
dimuon events.

7.6 The negligibility of the QCD background

We can now produce a dimuon invariant mass distribution after all the baseline analysis
cuts (illustrated schematically in Figure 7.2) with a rough estimate of the fake background
included. To achieve this, we require that the dijets and W+jets dimuons in the subset region
(as shown in Figure 7.3(b)) have opposite charge and multiply in the dimuon fake efficiency
as shown in Figure 7.8, bin by bin in invariant mass. This leaves us with a conservative
estimate of the fake background. In Figure 7.9 we see the final selection with this fake
background estimate. We see, as expected, that the fake background contributes far less than
the smallest background component included (dibosons).

If the plot leaves any reader feeling uneasy because of the obvious lack of dijet events at
masses above a few hundred GeV, leaving room for suspicion of an increasing dijet impor-
tance, we would like to remind the reader that the QCD background is important only in the
invariant mass range between 100 GeV and 500-600 GeV, as discussed in Section 7.3, and
that there is no reason to think that the relative importance of the QCD background has in-
creased between that distribution and the dimuon invariant mass distribution after all analysis
cuts, but rather the opposite.

7.7 Summary

In this section, we used a simple method for confirming that the fake background in the
dimuon channel is indeed negligible.
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Figure 7.9: Dimuon invariant mass distribution after full selection (Table 5.1), including a
conservative estimate of the fake background (dijets and W+jets).
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Chapter 8

Particle physics outreach – bringing
discoveries to the classroom

The experimental particle physics world is complicated, using a framework of mathematics
and statistics, and knowledge specific to the field that is not accessible to most people. This
is not unique to our field, but a more general statement about research. Because of this,
researchers in every field of science have a responsibility to communicate discoveries, plans
and prospects with the governments and politicians, the scientific community as a whole and
the general public, including teachers and students. Not only to generate funds to enable the
research to continue in the future, but also to recruit a new generation of researchers to ensure
that the scientific field keeps evolving, and to share the enormous excitement we feel about
our work. CERN does this in many ways, including but not limited to online communication
and social media, exhibitions and teacher and student programs, and virtual visits as well as
on-site visits. One such program is the International Masterclasses.

8.1 The International hands-on particle physics Masterclasses

The International hands-on particle physics Masterclasses is a yearly event where more than
13 000 high school students in 55 countries visit one of the 225 participating universities or
research facilities in their vicinity and get to be particle physicists for one day [131]. This
idea has been in development ever since the first particle physics masterclass in the UK in the
mid 1990’s. The masterclasses were named “Hands-on CERN” and used real data from the
OPAL and DELPHI experiments at the Large Electron-Positron Collider (LEP). In 2005 the
European Particle Physics Outreach Group (EPOG, now IPPOG – The International Particle
Physics Outreach Group) extended the concept.

The concept kept evolving, and when LHC data became available, the Masterclasses
were updated with this. The last masterclass with data from LEP was held in 2010, and the
first masterclass with real data from LHC was arranged the same year [132] .

IPPOG [133] has 33 members: 26 countries, 6 experiments1 and CERN as an interna-
tional laboratory. According to their website “IPPOG is a network of scientists, science

1The ATLAS Collaboration, the LHCb Collaboration, the CMS Collaboration, the HAWC Collaboration,
the Belle II Collaboration, and DESY.
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educators and communication specialists working across the globe in science education and
public outreach for particle physics. Particle physics is the science of matter, energy, space
and time. IPPOG brings new discoveries in this exciting field to young people and conveys to
the public that the beauty of nature is indeed becoming understandable from the interactions
of its most fundamental parts – the elementary particles.”

Among the several hands-on Particle Physics Masterclasses that are arranged these days,
the Z-path is the most popular one. The Z-path measurements were developed to a large
degree at the University of Oslo. We use data from the ATLAS detector, the invariant mass
technique, an event display program and a result display program to allow the students to
find interesting events by eye, look at their results in histograms, and explore the power
of statistics by adding up the contribution from each pair of students, and even from the
different institutes, to view the grand total.

In the following we focus on the description around the result display program, which
was developed by me as part of my thesis work.

8.2 From a student’s point of view – The Z-path

This section is based on the Norwegian program. Different countries and institutes might
arrange their day differently.

Since the start, the interest has been increasing. 2018 is the record year, when more than
500 students and 30 teachers came to the University of Oslo to be particle physicists for a
day. In the following, a typical Z-Path day is described.

8.2.1 Lectures

The students arrive in the morning and the first lecture starts at 10:00 am. There are two
lectures in a row until lunch at 12:00. In these lectures, the students learn about particle ac-
celerators and LHC and the ATLAS experiment, and about particle physics in general. After
lunch, at 12:45, the students come back for a brief introduction to the actual measurements
they are about to perform. The experimental session starts at about 13:30.

8.2.2 The experiment

We have developed a Norwegian web page, as pictured in Figure 8.1, for the students to
refer to for instructions [131]. This page is not used a lot during the few intense hours of
data analysis, but teachers at the different schools are welcome to use it in preparation of the
day, or after the event.

Each group, consisting of 2 students, download their own set of unique events, 50 in
total. Each event is viewed in an event display named HYPATIA (HYbrid Pupil’s Analysis
Tool for Interactions in ATLAS) [134]. An example is shown in Figure 8.2. It is possible to
turn on or off a large number of different cuts. We have turned on a set of default cuts, and
we usually advise them to tune the pT cut a bit, while keeping it at a sensible level (e.g. 5
GeV).
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Figure 8.1: Welcome to the web page the Oslo group developed as part of the Z-path educa-
tional material [131].

Figure 8.2: An event viewed in the event display HYPATIA.
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In each event, they find either two electrons, two muons, two photons, four muons, four
electrons or two muons and two electrons. There are no background events in the sample.2

When they find particles they think are in one of the categories of interest, they mark them
and add them to the invariant mass table. The mass is automatically calculated. Only pairs
of leptons with opposite electric charges are accepted.

Usually the majority of the students make it through the whole set of 50 events, and
some do not. Either way, every pair of students upload their results in OPloT [135], the Oslo
Plotting Tool.

8.2.3 Local discussion of results

The students get a 15 minute break before coming back to the lecture room to discuss the
results and to prepare for the video conference. At this point in time, the students seem to
feel somewhat exhausted, and thus we come to one of the high-points of the afternoon – the
bun tossing. This ensures that the bags of buns are delivered to the students in the shortest
possible time, while invigorating the cheering students, as illustrated in Figure 8.3.

Figure 8.3: Eager students and an airborne pack of buns.

Figure 8.4(a) shows the results from one of the groups in Oslo. We see three histograms.
Dilepton invariant mass on top, further separated into dielectrons and dimuons in two colors
of blue (stacked histograms), on a logarithmic axis. Four-lepton invariant mass is in the
middle, on a linear scale. Diphoton invariant mass is on the bottom, also on a linear scale.
We see that there are a few gatherings of events, but the total number of events is low.
Because all the student pairs were given unique datasets to analyze, it is possible to combine
the results from every group into a result for the institute, as shown in Figure 8.4(b). In
the lower right corner we see the expected number of events and the number found by the
students, divided into the three different channels, and the combined number of events. This
is a typical result: A large fraction of the dilepton and diphoton events are found, and too
many four-lepton events are identified.

2Even so there are always at least a handful of events that do not seem to be signal events, even when
examined by one of the expert tutors. This is a part of the full particle physicist-experience.
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(a) The results from one group in Oslo on February 27, 2018.

(b) The combined result from all the groups in Oslo on February 27, 2018.

Figure 8.4: Results from the Oslo Masterclass on February 27, 2018, for a single group (top)
and for the whole institute combined (bottom).
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Now we look at the three different channels separately, for all the groups combined.

8.2.3.1 Dilepton events

It is possible to choose between linear and logarithmic x-axis, and also what parts of the
x-axis to show, in addition to the number of bins. Usually though we keep to the default,
which is shown in Figure 8.5. The tables to the right in the figure show the five predefined
regions R1 to R5, displaying the number of events within that region together with the mean
and the width. The mean value is calculated within each region, as the sample mean,

x̄ =
1

N

N∑
i=1

xi,

where xi are the observed invariant masses of the N events within a region. The width is
calculated as the standard deviation of the sample,

sN =

√√√√ 1

N

N∑
i=1

(xi − x̄)2.

At the bottom it is possible to redefine the regions R1 to R5 if necessary.
The observant student or reader might notice that there is a difference in width for dielec-

trons and dimuons at high mass, well above the Z0 peak, which reflects the real difference
in the precision of the electron and muon energy/momentum measurements at high pT.

Figure 8.5: The dilepton invariant mass distribution using data from all the groups in Oslo
on February 27, 2018.

There are four prominent clusters of events visible at approximately 3 GeV, 10 GeV, 90
GeV and 1 to 2 TeV. In general the students understand that these represent particles with
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a certain mass decaying into two electron or two muons. Usually they remember the name
of the particle at around 90 GeV, the Z boson with mass 91 GeV. In addition to this, we
see the J/Ψ at 3 GeV and the Upsilon (Υ) meson at 10 GeV.3 In between these particles we
see a background, which originates from leptons that did not come from the same decay,
often referred to as the “combinatorial background”. But what is that bump at and above
1 TeV? Usually, during the practical computer exercise earlier in the day, we get questions
from some of the more observant students who wonder why their particle pair has such a
high mass. Has anyone ever heard of a particle with a mass that high? So this is the time to
reveal that, no, no such particle has actually been observed, we imported simulated events
from a Z ′ with mass 1 TeV. The students are usually quite amused by this revelation after
considering the possibility of them finding something new in our data. But, as we point out,
this is one of the ways we can find new particles, and have found particles in the past. Just
by spending a couple of hours in lectures, a large class of high school students can perform
an actual analysis.4

8.2.3.2 Four-lepton events

We now continue to the four lepton invariant mass distribution, see Figure 8.6(b). The
events that are actually four lepton events (40 in total) in the whole sample are shown in
Figure 8.6(a), while all the four lepton events as identified by the students are shown in Fig-
ure 8.6(b). It is easily seen by visual comparison of the two figures that there are only a
handful of extra events with four muons (the darkest blue), a bit more of the events contain-
ing four electrons (the middle blue) and a lot more of the events containing two electrons and
two muons (the lightest blue). In these cases, the students have probably correctly identified
the muon pair first, and then added an “electron pair” that was not really connected to the
two muons in any way. This is because the muons are easily identified, while the students
struggle quite a bit to properly identify electrons. The revealing of the expected distribution
always ensures a good laugh in the audience.

At this point, we might ask the students a question like “Did any of you see an event that
you think was a Higgs boson decaying?” Usually one of the braver students raises his or hers
hand and answers that “Yes, we did”. Probably they tell us that they remembered that the
mass of the Higgs boson was around 125 GeV and that they found a four lepton event with
that invariant mass. We then tell them that yes, indeed, in that sample of 40 events,5 there
is one good Higgs boson candidate, and that they just might have seen a real Higgs boson
event. The other event at around 125 GeV was a Z0 + J/ψ− > 4l candidate.

In the plot in Figure 8.6(b) there seems to be a wide excess around the Higgs boson
mass at 125 GeV, between about 50 GeV and 200 GeV, but this is probably a Z0 boson
decaying to two muons (which is easily identified) paired with two random electrons. All

3The most precise values measured for these particles are 3096.900± 0.006 MeV for the J/Ψ and 9460±
0.26 MeV for the Upsilon meson [16], but our precision is much lower.

4Of course we have preselected the events and are displaying a portion of the data that is highly enriched
with interesting events, but even so the point stands.

5All the groups have 2 or 3 real four lepton events in the bunch of 50 events. There are a total of 40 real
four lepton events, which means that all of these are seen in many groups. OPloT automatically checks for and
removes duplicate entries.
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(a) The four lepton invariant mass distribution on a linear scale between 0 and 600 GeV, using only the actual
four lepton events. Note the difference in the scale of t he y-axis. Plotted is also the expected number of events
using 2 fb−1 of Higgs boson MC.

(b) The four lepton invariant mass distribution on a linear scale between 0 and 600 GeV.

Figure 8.6: Results for all groups in Oslo on February 27, 2018.
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four-muon events enter the dilepton distribution as two separate dilepton events. There is a
clearly visible dielectron background in Figure 8.5 between the Upsilon meson and the Z0

boson. Many of these are probably from the four lepton events with two muons from the Z0

boson at about 91 GeV and two unrelated electrons with some mass. This explains why the
broad excess is a bit above the Z0 mass.

Continuing the discussion, we venture into the topic of statistics again. Is it possible
to discover the Higgs boson in the four-lepton channel with the amount of data the students
went through today? To answer this we add Higgs boson MC corresponding to the amount of
data that is in the total dataset available to the students – 2 fb−1 – displayed as the red/brown
histogram in Figure 8.6(a). We expect two events from the Higgs boson and 40 events from
background. The background suffers from large statistical fluctuations and is not smooth.
The signal is swamped by background and impossible to see. We also added the possibility
to add Higgs boson MC corresponding to 10 fb−1 and 25 fb−1, and maybe some institutes
use this, but we do not.

8.2.3.3 Diphoton events

Figure 8.7(a) shows the student distribution and Figure 8.7(b) shows the expected distribu-
tion6. The distributions look quite similar, but as can be seen from Figure 8.4(b) (bottom
right corner) the students found about 2/3 of the true diphoton events.

On the right hand side, almost on top, there is an option to overlay signal and background
simulated data, see Figure 8.8. “No data” is selected as the default. The next point reads
“0.2027 fb−1”, and this number is an estimate of the amount of data that is analyzed at our
institute on that particular day.7 Thus Oslo analyzed about 10% of the total amount of data
available. We point out to the students that the background is far from smooth and that the
signal would drown in the statistical fluctuations of the background.

But then the question becomes – how much data is needed to discover the Standard Model
Higgs boson in the diphoton channel? In figures 8.9(a)-8.9(c) we see the simulated diphoton
invariant mass distribution for 2 fb−1, 10 fb−1 and 25 fb−1. Note that the background seems
to get smoother with increasing amount of data. In the case of 2 and 10 fb−1, the background
(displayed in green) statistical fluctuations are larger or as large as the size of the signal
(displayed in brown), while in the case of 25 fb−1 we see the signal on top of a smooth
background.

8.2.3.4 Overview at high mass

We now take a look at the second of the two overview displays. This one allows us to view
all the three plots on the same mass scale, see Figure 8.10. If we look at the dilepton events
first, at the top, we see the Z ′ (simulation) at 1 TeV, but what is that at 1.5 TeV? We must
consult the other two distributions. We see quite a few events in the four lepton distribution.
The events around 1 TeV are in reality dilepton events from the 1 TeV Z ′ which are wrongly

6The expected distribution is based on the assumption that all the student groups got through all 50 events.
This is not completely true, but not very far off based on my experience.

7Again, this estimate is based on the assumption that all groups analyzed all their events.
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(a) The events found by the students.

(b) The expected distribution of events.

Figure 8.7: Results in the diphoton channel, showing the number of events as function of the
diphoton invariant mass on a linear scale. The result is for all groups in Oslo on February
27, 2018.
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Figure 8.8: The diphoton invariant mass distribution (blue) with signal (brown) and back-
ground MC (green) overlaid for all groups in Oslo on February 27, 2018, using the true
diphoton distribution for 0.2 fb1 (the amount of data analyzed by the Oslo students).

paired with uncorrelated electrons or muons.8 Between 1.4 TeV and 1.7 TeV we see 10
four lepton events. Consulting the diphoton distribution on the bottom we see a nice bump
containing about 20 events at 1.5 TeV. So it seems this 1.5 TeV particle decays to dileptons
and diphotons. The Z ′ at 1 TeV does not decay to diphotons,9 so it can not be another Z ′

boson at 1.5 TeV. What can it be, we ask the students, what type of particle can this be? We
reveal that this also is simulated data that we put into the mix, and that this time it was a
graviton excitation with spin 2. If any of these two high-mass resonances were to show up
in the real data, then we would attempt to make a measurement of the spin of the particle,
using knowledge about how the different particles decay. This was briefly discussed in the
lectures the same morning, how angular distributions for particles with different spins look.

8.2.4 Video conference with CERN

In the last hour of the day we have a video conference with CERN. At CERN there is a whole
team of moderators consisting of researchers and students working at CERN volunteering
for this. They look at the results from all the institutes participating on that day, up to
five different institutes, and discuss the separate results with the students. They also do a
statistical combination of the results from all the institutes on that day, which is possible
because all groups of students look at different sets of events.10 In Figure 8.11 we see two
overviews of the different distributions. The results look similar to before, but with a lot

8We know this because we made the mix of events, and there are no particles with mass around 1 TeV that
decay to four leptons in the mix.

9This is known as the Landau-Yang theorem – a massive spin 1 boson can not decay to two photons.
10Except for the four lepton events, 40 in total for the whole 2 fb−1 of data, but this is handled automatically

in OPloT, removing duplicate events.

199



(a) 2 fb−1

(b) 10 fb−1

(c) 25 fb−1

Figure 8.9: Simulated data of the expected background (green) and the expected signal from
the Standard Model Higgs boson (brown) for integrated luminosities of 2 fb−1, 10 fb−1 and
25 fb−1.
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Figure 8.10: This overview display allows us to set the mass scale. In the figure we show the
high mass area, between 600 GeV and 2 TeV.

more events.
Different moderators have different approaches, and the suggested approach has varied

through the years. Usually one or several students at all institutes on that day make a state-
ment about their findings and can also ask several questions, about working at CERN, life as
a researcher, about physics, or anything really.

The last ten minutes are dedicated to a quiz about particle physics, which usually ensures
that the students, tired after a long day, wake up and join the friendly competition. After this,
the students are free to go home and process all the new knowledge they acquired during the
day.

8.3 OPloT – a brief history and a technical note

OPloT first light in 2011. The first time I saw it, it looked very much like the OPloT test
version,11 see Figure 8.12.

This skeleton code was written in PHP (Hypertext Preprocessor) code embedded into
HTML (Hypertext Markup Language) code. PHP is a server-side scripting language, while
HTML is the standard language for creating web pages. The look of the web page, colors
and fonts for examples, are controlled by CSS (Cascading Style Sheets).

The development from skeleton code to finished product was done by me. Suggestions
for improvements came from the whole Oslo team.

OPloT was first used in the 2012 Masterclasses, and already then it had much of its
current form and functionality. During the next years we added bits and pieces and improved
on current functionality. Since then the only improvements have been in internal structure to
account for the ever-increasing amount of analyzed data from eager students.

11http://cernmasterclass.uio.no/testOPloT.php
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(a) An overview of the three distributions with mass range set differently for the three.

(b) An overview of the three distributions at high mass, between 800 GeV and 1.7 TeV.

Figure 8.11: An overview of the combined result from all five institutes on February 27,
2018. The three distributions are the dilepton invariant mass on top, four lepton invariant
mass in the middle and diphoton invariant mass on the bottom.
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Figure 8.12: The Oslo Plotting Tool (OPloT) as it was in 2011. At this point in time it had
never been used in a Masterclass, it served only as an example program.

8.4 Summary

In this chapter we took a deep dive into one of the outreach programs offered at CERN, the
Z-Path. We went through what the students do during the day, focusing on the OPloT and its
features. We also briefly looked at the history of the Masterclasses, and the development of
OPloT.

In the two years following, we had almost 400 students in Oslo in 2019, and in 2020 the
Masterclasses were canceled due to the global COVID-19 outbreak.
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Chapter 9

Conlusion and outlook

We started this search with the hope of finding something new, something that would shed
light on the underlying theory that governs the Universe, but in the end we observed nothing
beyond the expectation. The prime search variable, the dimuon invariant mass, showed
that the collision data is well described by the simulated data that represents the Standard
Model expectations. Upper exclusion limits on the production cross-section is set for three
different Z ′ models, the Sequential Standard Model Z ′SSM and two theories motivated by
Grand Unified Theories, Z ′ψ and Z ′χ. The observed lower mass limits are set at 3.8 TeV,
4.1 TeV and 4.4 TeV for Z ′ψ, Z ′χ and Z ′SSM respectively. The exclusion limits on these three
theories are in good agreement with the latest dilepton search publication from the ATLAS
Collaboration [120], and with the latest publication from the CMS Collaboration [124] which
included only Z ′ψ and Z ′SSM.

At the present time, there are no collisions at the LHC. After the completion of Run 2
at the end of 2018, we entered a phase knows as Long Shutdown 2 (LS2) [136]. The AT-
LAS detector will undergo general maintenance, and an upgrade. One of the key upgrades
are the New Small Wheels (NSW) that will replace the innermost sections of the ATLAS
end-cap Muon Spectrometer [137]. This will allow the Muon Spectrometer to deal ade-
quately with the higher collision rates that are planned for the future. The ATLAS Liquid
Argon (LAr) calorimeter (the hadronic calorimeter) will be upgraded with new electronics
and cabling, which will greatly improve the resolution of the sub-detector and enable much
better abilities to separate hadronic jets from electrons and photons. The ATLAS trigger and
data-acquisition system will be updated with new electronics, which will further improve the
overall performance. The center-of-mass energy will most probably be 14 TeV [138].

The startup of Run 3 was planned at the start of the year 2021, but has been postponed
due to the worldwide pandemic outbreak of COVID-19. The first test beams are set to
circulate at the end of September 2021, followed by the gradual restart of the rest of the
LHC complex [139]. The progress of the maintenance and upgrades in each of main LHC
experiments were also delayed due to COVID-19, and Run 3 of the LHC will therefore
probably not start until March 2020. Total amount of data collected at the ATLAS experiment
during Run 3, that will last for 4 years until the end of 2024, is expected to be 300 fb−1.

Long Shutdown 3 (LS3) will start at the beginning of 2025 [139]. During LS3, both
the accelerator and the detectors will undergo major upgrades. The improved accelerator
is known as the High Luminosity LHC (HL-LHC), and is set to be operational by the end
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of 2027 [140][141]. Run 4 will last up to a decade [142]. During this time we will collect
3000 fb−1, 10 times more data than we expect to gather in Run 3, at 14 TeV center-of-mass
energy.

Studies have been performed to investigate the prospects for new neutral heavy gauge
bosons Z ′ in the dilepton final state at the HL-LHC [143]. The analyses are based on
generator-level information, with parameterizations of the detector responses applied to es-
timate the effect at the upgraded ATLAS detector. The event selection and the statistical
analysis is similar to what is described in Chapter 5 of this thesis. At 14 TeV center-of-mass
energy, with 3000 fb−1 of data, the discovery reach in the dimuon (dilepton) channel is cal-
culated to be 5.0 TeV (5.7 TeV) for the Z ′ψ and 5.7 TeV (6.4 TeV) for the Z ′SSM. In the event
that no excess above the Standard Model background is observed, lower exclusion limit on
the signal mass can be set in the dimuon (dilepton) channel at 5.2 TeV (5.8 TeV) for the Z ′ψ
and 5.8 TeV (6.5 TeV) for the Z ′SSM.

The planning for the future beyond HL-LHC started already many years ago. Several
possibilities are explored, one of them is the High Energy LHC (HE-LHC) [144]. The HE-
LHC is a proton-proton collider, designed to operate at a centre-of-mass energy 27 TeV. It can
use the current LHC tunnel, and the vastly improved magnets can generate a 16 T magnetic
flux density field, the double of what is achieved today. During 20 years of operation, the
amount of data that can be collected is of the order of 15 ab−1.

The readers of this work might reach this end-point in the thesis with the feeling that not
much has been achieved, and in that case, a few words about this is of the utmost importance.
Reaching a conclusion that in the end nothing was discovered is not a worthless statement.
The number of possible theories that can describe Nature is vast, and the probability to
stumble upon the Ultimate Theory of Nature at once is miniscule. There is a large network
of theories spanning out the theoretical space, and it requires a huge effort from mankind to
explore all the options until the final solution is found. The question is not if, but when, this
will happen. Even though my own personal experimental particle physics adventure ends
here, I sincerely hope that I will live to see the answer.
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Appendix A

Qualification task

The ATLAS collaboration has about 2900 authors,1 including more than 1000 Ph.D. students.
To qualify as an ATLAS author, new members must2

• Have been a Qualifying ATLAS Member for at least one year.

• Not be an author of another major LHC collaboration at the time of finalizing the
qualification work and being eligible to become an Active ATLAS Author.

• Complete a qualifying task, defined by a Project Leader or Activity Coordinator taking
into account the special skills and availability of the person and corresponding to a
work load of about 80 full working days. Normally the task should be completed
within one year.

I did my qualification task within the Monte Carlo Production Group doing three inde-
pendent tasks:

1. Writing and testing a script that splits up large files from event generation on High
Performance Computers (HPCs) to enable simulation and reconstruction in smaller
bunches as described in Section A.2).

2. Validating a set of samples made on HPCs as described in Section A.3.

3. Investigating the observed difference between two generators, Herwig and PYTHIA 6,
in the showering of a tt̄ sample as described in Section A.4.

Before diving into the specifics of the three tasks, we will briefly visit the topic of supercom-
puters and their use in MC simulation.

A.1 Supercomputers and High Performance Computing

A supercomputer (or a High Performance Computer, abbreviated HPC) is a computer con-
sisting of a high number of individual cores (CPUs) connected to one another. Each separate

1May 2018
2From the ATLAS Authorship Policy, Version 7.8
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CPU doesn’t need to be extremely fast, and the amount of memory per core can be quite
low, but these supercomputers can perform exceptionally many floating-point operations per
second (flops) and they play an important role in the field of computational science. They are
the primary choice of computational force in various fields, including quantum mechanics,
climate research and weather forecasting. Running any of these computations require a large
fraction of the supercomputer at a time, which means that the computer might be considered
as fully occupied when there are a number of free CPUs. When a task is finished, the super-
computer is emptied. This might take quite some time, and in the wake of this many CPUs
are idle. As it does not look good to have a very expensive supercomputer being partially
idle a large portion of the time, the supercomputing facilities are searching for small jobs to
fill the empty voids. This is where the ATLAS MC generation enters - we have small tasks
that are well suited for running on supercomputers.

A.1.1 Event generation on HPCs

Event generation is a perfect candidate for filling the void on HPCs running large tasks:

• The event generation procedure is easily chopped into smaller, statistically indepen-
dent jobs.

• No input data is needed to run the jobs.

• The job, including the output, takes up little disk space.

• They are really fast.

There has also been efforts to do simulation and reconstruction on HPCs, but the challenge
with this is that the ATLAS software and databases use a lot of disk space, which is some-
thing the supercomputers do not have. An idea is to send one event at at time to the HPC for
simulation/reconstruction.

A.2 Dividing input files into smaller bunches

Some time before my qualification task was defined, an American ATLAS physicist and his
colleagues generated a number of ALPGEN [145] samples on a supercomputer.3 ALPGEN
is a tree-level matrix element calculator for a fixed number of partons (“legs”) in the final-
state. It outputs one sample for each number of legs. The sample in question was the Z0

boson decaying to dileptons, with 0 to 5 jets (“ZeeNpX”), e.g. ZeeNp1 includes Z0 to
dielectrons plus one parton. The showering of the partons is performed by another generator,
e.g. PYTHIA 8 [63] or Herwig 7.0 [64], at a later time (consult Section 4.2.2 for more
information on the parton showering procedure).

3Intrepid (163k cores, 80 TB of RAM, peak performance 557 teraflops) and Challenger (4096 cores, 2 TB
of RAM, peak performance 13.9 teraflops) at the Argonne National Laboratory.
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The samples (event generation) that are produced on supercomputers are combined into
huge files. The reason for this is that DQ2 [146], the implementation of the ATLAS Dis-
tributed Data Management system (the DDM) responsible for e.g. the data transferal,4 uses
an equal amount of time to transfer files of all sizes,5 and because of the slow connection
between the HPCs and the surrounding world transferring many small files would take too
long. For the detector simulation and reconstruction it is most efficient to run over a small
number of events at a time, and run this in parallel. Because of this, the input files from the
HPCs (the generated events) must be divided into smaller files. This task made up a large
part of my qualification work.

A.2.1 Technical implementation

A function called Generate_tf.py is a portal to many Athena6 tools, including event genera-
tion and showering of events. The following description follows the number scheme found
in Figure A.1:

1. The job is defined in a so-called job options file, specifying e.g. the physical process,
the event generator and the number of events to generate.

2. When running Generate_tf.py to shower events, Athena links the .events file (which is
the large output file from the supercomputer) to a file called alpgen.unw_events.

3. All the events in alpgen.unw_events are run over by default.

4. The python script I wrote, reduceEventFile.py(N,M), starts on event number N and the
number of requested events is M.

5. Events before N and after M×(1+buffer)
e

+N is cut out of alpgen.unw_events and saved as
the new alpgen.unw_events. See Section A.2.1.1 for an explanation of the expression
in this point.

6. alpgen.unw_events (now containing only a part of the total number of events in the
generated dataset) is then showered in e.g. PYTHIA 6.

4DQ2 is outdated and today we use a tool called Rucio.
5This might seem odd, but the reason is that the transferal time is dominated by the time it takes to initiate

the data transmission.
6A C++ control framework in which ATLAS data processing and analyses are performed.
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Figure A.1: An overview of the program flow starting with the finished generated events and
ending with M showered events. The numbering is explained in Section A.2.1.
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A.2.1.1 MLM matching efficiency

The datasets were made by the event generator ALPGEN. As stated earlier, in Section A.1,
the physical process in question is a Z0 boson decaying to dileptons in association with jets.
ALPGEN produces these as Z0 → l+l− (with l as electrons, muons or taus) with 0 to 5
and more hard partons, separated into 6 datasets. When these events are showered by e.g.
Herwig or PYTHIA, there are two demands that need to be fulfilled:

1. There must be a hard jet in the showered sample corresponding to each parton pro-
duced by ALPGEN.7

2. There must be no other hard jets, as this corresponds to another sample (this is not
used for the sample with 5 partons, as this sample includes 5 partons and above).

The events that do not obey these rules are simply thrown away. The efficiency of this
selection is called the MLM matching efficiency.8 The exact size of the MLM matching effi-
ciency, êMLM, must be assessed for each dataset by running over a sample. When asking the
showering generator to output M events, it needs to run over M

êMLM
events. To account for the

uncertainty in the MLM matching efficiency one can add a buffer, M×(1+buffer)
êMLM

. Obviously
this buffer should not be set too high, as the extra events are thrown away.

A.3 Validating the HPC samples

These samples discussed in the previous section were already validated on a matrix-element
level, comparing the samples made on the HPCs to the same samples from official ATLAS
production, still it was possible that machine-dependent differences in architecture could
show up in these samples after the showering. As part of my qualification work, I showered
the samples made on the HPCs in PYTHIA 6 [62] and compared them to two official ATLAS
samples. This also served as a validation of the splitter script that I wrote earlier, as described
in the previous section.

The comparison was done using the Rivet toolkit (Robust Independent Validation of Ex-
periment and Theory) [147]. Rivet is a framework containing a large, growing set of ex-
perimental analyses and is often used when e.g. validating and tuning MC generators. This
means that a large variety of plots are available with little effort. A few example plots made
using Rivet9 are displayed in Figure A.2. Based on these, and more, it was decided that the
showered samples should be considered validated as the various kinematic variables showed
no significant differences.

7The exact definition of jet and how close it needs to be to correspond to a parton produced by ALPGEN is
described in the documentation in each showering generator.

8Named after the creator of ALPGEN, M. L. Mangano.
9For an expert reader: The analyses used was MC_ZJETS [148] and MC_ZINC [149]
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(a) Mass of the Z0 boson. (b) Z0 transverse momentum.

(c) Lepton pseudorapidity. (d) Lepton transverse momentum.

(e) Mass of the leading jet. (f) Pseudorapidity of the leading jet.

Figure A.2: The figures display six out of many of the plots made using Rivet comparing a
ALPGEN ZeeNpX made on a supercomputer to two official ATLAS productions.
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A.4 TTbar datasets and observed differences between PYTHIA

6 and Herwig

Somewhat unrelated to the rest of my task, the last part was to investigate some observed
differences between two MC samples. The samples were both generated with ALPGEN, but
with different PDFs - CTEQ5L [150] and CTEQ6L1 [81]. The former was then showered in
PYTHIA 6 and the latter in Herwig. The question then was whether the observed difference
was caused by differences in PYTHIA 6 and Herwig or by the different PDFs.

A.4.1 Comparing ALPGEN tt̄ samples with different PDFs

To find out, I received an ALPGEN tt̄ sample produced with the CTEQ6L1 PDF. I showered
them in PYTHIA 6 and ran them through Rivet.10 In Figure A.3 we see the mass of the
leading jet in Figure A.3(a) and the jet multiplicity in A.3(b). The red line is the ALPGEN
tt̄ sample using the CTEQ6L1 PDF showered with Herwig, the blue line with PYTHIA 6
and the green line is the sample with the CTEQ5L PDF showered in PYTHIA 6. We see that
the two samples showered in PYTHIA 6 agree well with each other despite the difference in
PDFs. The sample that is showered in Herwig differs from both PYTHIA 6 lines. In light
of the similarities in the PYTHIA 6 results despite of the change of PDF, we conclude that
the difference between Herwig and PYTHIA 6 is not covered by changing the PDF. It seems
there are differences in the generators that cause the observed differences in the kinematic
variables.

Figure A.3: Distribution of the invariant mass of the leading jet and the jet multiplicity,
(number of jets in the event), comparing samples prepared in ALPGEN using different PDFs
and showered in Herwig or PYTHIA 6. The bottom panel shows the ratio of the green and
blue lines to the red line.

10For an expert reader: the analyses used was MC_JETS [151], MC_TTBAR [152], MC_WJETS [153] and
ATLAS_2012_I1094568 [154].
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A.4.2 Comparing ALPGEN tt̄ samples with different generator input
variables

To investigate further, I was asked to do the following comparisons:

• ALPGEN dataset with PYTHIA 6 style inputs compared to ALPGEN dataset with Her-
wig style inputs, both showered with PYTHIA 6.

• ALPGEN dataset with PYTHIA 6 style inputs compared to ALPGEN dataset with Her-
wig style inputs, both showered with Herwig.

The inputs in question is the generated events from ALPGEN, where ALPGEN has been
given values of different parameters tuned for either Herwig or PYTHIA 6. These were com-
pared to each other and also to a published ATLAS analysis [155] measuring the additional
jet activity in dileptonic tt̄ events. Figure A.4 shows a few representative Rivet plots. The two
top plots show the gap fraction as a function of Q0, and the two bottom plots show the gap
fraction as a function of Qsum. The gap fraction f(Q0) is defined as f(Q0) = n(Q0)

N
, where

N is the number of selected tt̄ events (details about the analysis can be found in [155]) and
n(Q0) is the subset of these events that do not contain any jets with transverse momentum
pT above a threshold Q0 in a central rapidity interval, except for the two b-jets from the tt̄
decay. An alternate definition of the gap fraction is used to probe jet activity beyond the
leading additional jet, f(Qsum) = n(Qsum)

N
, where n(Qsum) is the number of tt̄ events where

the scalar sum of the transverse momenta of the additional jets in a given rapidity interval is
less than Qsum. In Figure A.4(a) and (c) we see that using Herwig with Herwig style inputs
gives a better fit to the data analysis than using Herwig with the PYTHIA style inputs. In (b)
and (d) we see that using PYTHIA with Herwig style inputs gives a better fit to the data than
using Pythia with the Pythia style inputs.

We conclude from this that the PYTHIA 6 style inputs are non-optimal and need tuning.
The experts in the MC Production Group suspected the value of the QCD scale ΛQCD could
be the key, as Herwig used the value 0.18 and PYTHIA 6 used the value 0.26.

A.5 Summary

In this chapter, we reviewed the requirements for ATLAS Ph.D. students to be registered as
official authors, and discussed the work I performed, consisting of three separate tasks.
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Figure A.4: Distributions of the gap fraction as a function of Q0, comparing results from a
published ATLAS analysis [154] to ALPGEN tt̄ events showered in Herwig (left column)
and PYTHIA 6 (right column) using either Herwig or PYTHIA 6 style inputs. The bottom
panel shows the ratio of the green and blue lines to the ATLAS data analysis.
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Appendix B

Additional information on MC samples

B.1 Background processes

Tables B.1, B.2 and B.3 lists relevant information about the MC samples used to model the
SM background in the dimuon search performed in this thesis work, in Sections 4 and 5.
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Process Filter Nmc16a
events Nmc16d

events Nmc16e
events σgen

Z → µ+µ− mµµ > 60 GeV 7.89 · 107 8.09 · 107 1.43 · 108 1.90 nb
Z → µ+µ− 120 GeV < mµµ < 180 GeV 5.00 · 105 1.49 · 106 3.32 · 106 17.5 pb
Z → µ+µ− 180 GeV < mµµ < 250 GeV 2.50 · 105 8.98 · 105 1.90 · 106 2.92 pb
Z → µ+µ− 250 GeV < mµµ < 400 GeV 1.50 · 104 1.20 · 106 2.25 · 106 1.08 pb
Z → µ+µ− 400 GeV < mµµ < 600 GeV 1.00 · 105 9.00 · 105 1.66 · 105 0.196 pb
Z → µ+µ− 600 GeV < mµµ < 800 GeV 1.00 · 105 4.95 · 105 1.00 · 106 37.4 fb
Z → µ+µ− 800 GeV < mµµ < 1000 GeV 5.00 · 104 2.50 · 105 4.95 · 105 10.6 fb
Z → µ+µ− 1000 GeV < mµµ < 1250 GeV 5.00 · 104 1.00 · 105 2.50 · 105 4.26 fb
Z → µ+µ− 1250 GeV < mµµ < 1500 GeV 5.00 · 104 5.00 · 104 1.70 · 105 1.42 fb
Z → µ+µ− 1500 GeV < mµµ < 1750 GeV 5.00 · 104 5.00 · 104 1.70 · 105 0.545 fb
Z → µ+µ− 1750 GeV < mµµ < 2000 GeV 5.00 · 104 5.00 · 104 1.70 · 105 0.230 fb
Z → µ+µ− 2000 GeV < mµµ < 2250 GeV 5.00 · 104 5.00 · 104 1.70 · 105 0.104 fb
Z → µ+µ− 2250 GeV < mµµ < 2500 GeV 5.00 · 104 5.00 · 104 1.70 · 105 49.4 ab
Z → µ+µ− 2500 GeV < mµµ < 2750 GeV 5.00 · 104 5.00 · 104 1.70 · 105 24.5 ab
Z → µ+µ− 2750 GeV < mµµ < 3000 GeV 5.00 · 104 5.00 · 104 1.70 · 105 12.5 ab
Z → µ+µ− 3000 GeV < mµµ < 3500 GeV 5.00 · 104 5.00 · 104 1.70 · 105 10.0 ab
Z → µ+µ− 3500 GeV < mµµ < 4000 GeV 5.00 · 104 5.00 · 104 1.70 · 105 2.93 ab
Z → µ+µ− 4000 GeV < mµµ < 4500 GeV 5.00 · 104 5.00 · 104 1.70 · 105 0.898 ab
Z → µ+µ− 4500 GeV < mµµ < 5000 GeV 5.00 · 104 5.00 · 104 1.70 · 105 0.281 ab
Z → µ+µ− mµµ > 5000 GeV 5.00 · 104 5.00 · 104 1.70 · 105 0.126 ab
Z → τ+τ− mτ+τ− > 60 GeV 3.95 · 107 3.71 · 107 3.90 · 107 1.90 nb
Z → τ+τ− 120 GeV < mµµ < 180 GeV 4.50 · 105 4.50 · 105 7.50 · 105 17.5 pb
Z → τ+τ− 180 GeV < mττ < 250 GeV 2.73 · 105 4.50 · 105 7.50 · 105 2.92 pb
Z → τ+τ− 250 GeV < mττ < 400 GeV 4.50 · 105 4.50 · 105 7.50 · 105 1.08 pb
Z → τ+τ− 400 GeV < mττ < 600 GeV 4.50 · 105 4.50 · 105 7.50 · 105 0.196 pb
Z → τ+τ− 600 GeV < mττ < 800 GeV 4.50 · 105 4.50 · 105 7.50 · 105 37.4 fb
Z → τ+τ− 800 GeV < mττ < 1000 GeV 4.50 · 105 4.50 · 105 7.50 · 105 10.6 fb
Z → τ+τ− 1000 GeV < mττ < 1250 GeV 4.50 · 105 4.50 · 105 7.50 · 105 4.26 fb
Z → τ+τ− 1250 GeV < mττ < 1500 GeV 4.50 · 105 4.50 · 105 7.49 · 105 1.42 fb
Z → τ+τ− 1500 GeV < mττ < 1750 GeV 3.50 · 105 3.50 · 105 5.88 · 105 0.545 fb
Z → τ+τ− 1750 GeV < mττ < 2000 GeV 2.35 · 105 2.35 · 105 4.00 · 105 0.230 fb
Z → τ+τ− 2000 GeV < mττ < 2250 GeV 4.50 · 105 4.50 · 105 7.50 · 105 0.104 fb
Z → τ+τ− 2250 GeV < mττ < 2500 GeV 3.50 · 105 3.50 · 105 5.90 · 105 49.4 ab
Z → τ+τ− 2500 GeV < mττ < 2750 GeV 3.50 · 105 3.50 · 105 5.90 · 105 24.5 ab
Z → τ+τ− 2750 GeV < mττ < 3000 GeV 3.50 · 105 3.50 · 105 5.90 · 105 12.5 ab
Z → τ+τ− 3000 GeV < mττ < 3500 GeV 3.50 · 105 3.50 · 105 5.90 · 105 10.0 ab
Z → τ+τ− 3500 GeV < mττ < 4000 GeV 5.00 · 104 4.00 · 105 6.70 · 105 2.93 ab
Z → τ+τ− 4000 GeV < mττ < 4500 GeV 3.15 · 105 3.15 · 105 5.40 · 105 0.898 ab
Z → τ+τ− 4500 GeV < mττ < 5000 GeV 3.50 · 105 3.50 · 105 5.90 · 105 0.281 ab
Z → τ+τ− mττ > 5000 GeV 3.50 · 105 3.50 · 105 5.90 · 105 0.126 ab

Table B.1: MC samples used to describe the Drell-Yan background in the dimuon channel.
The filter column describes a generator level cut. The three columns labeled Nevents describe
how many events are generated for the mc16a, mc16d and mc16e campaigns. The last col-
umn labeled σgen gives the generator level cross-section for the process. All samples are
generated with POWHEG BOX [79] matrix-element calculations at next-to-leading order
(NLO) in perturbative QCD (pQCD) using the CT10 [80] NLO PDFs, with PYTHIA 8 [63]
handling the parton showers, hadronization and underlying event, using the CTEQ6L1 [81]
PDF set.
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Process Filter Nmc16a
events Nmc16d

events Nmc16e
events σgen

V V → µνµν 50 GeV < mV V < 150 GeV 2.00 · 105 2.51 · 105 2.00 · 105 0.829 pb
V V → µνµν 150 GeV < mV V < 500 GeV 5.00 · 104 6.30 · 104 5.00 · 104 0.232 pb
V V → µνµν 500 GeV < mV V < 1000 GeV 5.00 · 104 6.30 · 104 5.00 · 104 11.8 fb
V V → µνµν 1000 GeV < mV V < 2000 GeV 5.00 · 104 6.30 · 104 5.00 · 104 1.45 fb
V V → µνµν 2000 GeV < mV V < 3000 GeV 5.00 · 104 6.30 · 104 4.90 · 104 0.128 fb
V V → µνµν 3000 GeV < mV V < 4000 GeV 5.00 · 104 6.00 · 104 5.00 · 104 27.8 ab
V V → µνµν 4000 GeV < mV V < 5000 GeV 5.00 · 104 6.30 · 104 5.00 · 104 6.45 ab
V V → µνµν mV V > 5000 GeV 5.00 · 104 6.30 · 104 5.00 · 104 1.41 ab
V V → llµµ 50 GeV < mV V < 150 GeV 2.00 · 105 2.51 · 105 2.00 · 105 1.22 pb
V V → llµµ 150 GeV < mV V < 500 GeV 5.00 · 104 5.00 · 104 4.90 · 104 21.1 fb
V V → llµµ 500 GeV < mV V < 1000 GeV 5.00 · 104 6.30 · 104 5.00 · 104 0.726 fb
V V → llµµ 1000 GeV < mV V < 2000 GeV 5.00 · 104 6.05 · 104 4.95 · 104 64.4 ab
V V → llµµ 2000 GeV < mV V < 3000 GeV 5.00 · 104 6.30 · 104 5.00 · 104 1.54 ab
V V → llµµ 3000 GeV < mV V < 4000 GeV 5.00 · 104 6.30 · 104 4.90 · 104 94.6 zb
V V → llµµ 4000 GeV < mV V < 5000 GeV 5.00 · 104 6.10 · 104 8.00 · 104 7.66 zb
V V → llµµ mV V > 5000 GeV 4.85 · 104 5.95 · 104 5.00 · 104 0.697 zb
V V → lνµµ 50 GeV < mV V < 150 GeV 2.00 · 105 2.50 · 105 2.00 · 105 0.925 pb
V V → lνµµ 150 GeV < mV V < 500 GeV 5.00 · 104 6.30 · 104 5.00 · 104 0.117 pb
V V → lνµµ 500 GeV < mV V < 1000 GeV 5.00 · 104 6.30 · 104 5.00 · 104 14.1 fb
V V → lνµµ 1000 GeV < mV V < 2000 GeV 5.00 · 104 6.30 · 104 5.00 · 104 0.334 fb
V V → lνµµ 2000 GeV < mV V < 3000 GeV 5.00 · 104 6.30 · 104 4.90 · 104 7.97 ab
V V → lνµµ 3000 GeV < mV V < 4000 GeV 4.95 · 104 6.15 · 104 4.90 · 104 0.407 ab
V V → lνµµ 4000 GeV < mV V < 5000 GeV 4.95 · 104 6.20 · 104 4.80 · 104 23.9 zb
V V → lνµµ mV V > 5000 GeV 4.75 · 104 5.60 · 104 4.40 · 104 1.81 zb
V V → qqµµ 50 GeV < mV V < 150 GeV 2.00 · 105 2.51 · 105 2.00 · 105 5.70 pb
V V → qqµµ 150 GeV < mV V < 500 GeV 5.00 · 104 6.30 · 104 5.00 · 104 0.173 pb
V V → qqµµ 500 GeV < mV V < 1000 GeV 5.00 · 104 6.30 · 104 5.00 · 104 4.09 fb
V V → qqµµ 1000 GeV < mV V < 2000 GeV 5.00 · 104 6.30 · 104 5.00 · 104 0.312 fb
V V → qqµµ 2000 GeV < mV V < 3000 GeV 5.00 · 104 6.30 · 104 4.90 · 104 10.1 ab
V V → qqµµ 3000 GeV < mV V < 4000 GeV 5.00 · 104 6.30 · 104 5.00 · 104 0.663 ab
V V → qqµµ 4000 GeV < mV V < 4000 GeV 5.00 · 104 6.30 · 104 5.00 · 104 54.1 zb
V V → qqµµ mV V > 5000 GeV 5.00 · 104 6.30 · 104 5.00 · 104 4.82 zb

Table B.2: MC samples used to describe the leptonic part of the diboson background in the
dimuon channel. The symbol V is used to denote either a Z boson or a W boson. The filter
column describes a generator level cut. The three columns labeledNevents describe how many
events are generated for the mc16a, mc16d and mc16e campaigns. The last column labeled
σgen gives the generator level cross-section for the process. All the samples are generated
with Sherpa[66][82] using the NLO CT10[80] parton distribution function.
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Process Filter Filter eff. Nmc16a
events Nmc16d

events Nmc16e
events σgen

tt̄ ll 0.105 2.00 · 107 2.49 · 107 3.31 · 107 0.730 nb
Wt, t-channel ll 1.0 1.00 · 106 1.25 · 106 1.66 · 106 3.99 pb
Wt̄, t-channel ll 1.0 1.00 · 106 1.25 · 106 1.65 · 106 3.99 pb
Single t, t-channel ll 1.0 4.79 · 106 6.62 · 106 8.29 · 106 37.00 pb
Single t̄, t-channel ll 1.0 4.76 · 106 5.97 · 106 8.30 · 106 22.2 pb
Single t, s-channel ll 1.0 2.00 · 106 2.50 · 106 3.31 · 106 2.03 pb
Single t̄, s-channel ll 1.0 2.00 · 106 2.50 · 106 3.32 · 106 1.27 pb

Table B.3: MC samples used to describe the leptonic part of the top background in the
dimuon channel. The filter column describes a generator level cut, with a corresponding filter
efficiency. The three columns labeled Nevents describe how many events are generated for
the mc16a, mc16d and mc16e campaigns. The last column labeled σgen gives the generator
level cross-section for the process. All samples were made with POWHEG BOX using the
NNPDF3.0 NLO [84] PDF set, with PYTHIA 8 handling the parton showering, using the
NNPDF2.3 LO [85] PDF set and the ATLAS A14 [86] set of tuned parameters for parton
showering and hadronization. For the W + t samples, the event generation used the DR
scheme [87] to subtract tt̄ terms from the W + t production.
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B.2 Signal processes

Table B.4 list relevant information on the four dedicated Z ′χ samples used in the dimuon
resonance search performed in this thesis work, Section 5, while Table B.5 list relevant
information on the LO DY samples used for reweighting to several different Z ′ boson in
various scenarions, used in the statistical analysis.

Process Nmc16a
events Nmc16d

events Nmc16e
events σgen

Z ′ → µµ 2 TeV 1.00 · 106 1.00 · 106 1.66 · 106 8.880 fb
Z ′ → µµ 3 TeV 1.00 · 106 1.00 · 106 1.66 · 106 0.803 fb
Z ′ → µµ 4 TeV 1.00 · 106 9.4 · 105 1.66 · 106 0.103 fb
Z ′ → µµ 5 TeV 3.35 · 105 9.66 · 105 1.66 · 106 18.3 ab

Table B.4: MC samples used to describe the signal processes (Z ′χ) with dedicated samples in
the dimuon channel at four different masses. The three columns labeledNevents describe how
many events are generated for the mc16a, mc16d and mc16e campaigns. The last column
labeled σgen gives the generator level cross-section for the process. All samples are generated
with PYTHIA 8 at leading order using the NNPDF2.3 PDF set and the ATLAS A14 set of
tuned parameters for parton showering and hadronization.

Process Filter Nmc16a
events Nmc16d

events Nmc16e
events σgen

γ
/Z

0
→

µ
+
µ
−

70 GeV < mµµ < 120 GeV 1.25 · 106 3.15 · 105 2.49 · 105 1.43 nb
120 GeV < mµµ < 180 GeV 1.25 · 106 1.57 · 106 2.50 · 105 13.8 pb
180 GeV < mµµ < 250 GeV 1.25 · 106 1.57 · 106 2.25 · 105 2.33 pb
250 GeV < mµµ < 400 GeV 1.40 · 106 1.75 · 106 1.49 · 105 0.867 pb
400 GeV < mµµ < 600 GeV 1.35 · 106 1.69 · 106 1.00 · 105 0.156 pb
600 GeV < mµµ < 800 GeV 1.30 · 106 1.63 · 106 4.90 · 104 29.6 fb
800 GeV < mµµ < 1000 GeV 1.05 · 106 1.32 · 106 5.00 · 104 8.33 fb
1000 GeV < mµµ < 1250 GeV 1.05 · 106 1.32 · 106 5.00 · 104 3.31 fb
1250 GeV < mµµ < 1500 GeV 1.05 · 106 1.32 · 106 5.00 · 104 1.10 fb
1500 GeV < mµµ < 1750 GeV 1.05 · 106 1.32 · 106 5.00 · 104 0.418 fb
1750 GeV < mµµ < 2000 GeV 1.05 · 106 1.32 · 106 5.00 · 104 0.176 fb
2000 GeV < mµµ < 2250 GeV 5.50 · 105 6.90 · 105 5.00 · 104 79.8 ab
2250 GeV < mµµ < 2500 GeV 5.50 · 105 6.90 · 105 5.00 · 104 38.2 ab
2500 GeV < mµµ < 2750 GeV 5.50 · 105 6.90 · 105 5.00 · 104 19.1 ab
2750 GeV < mµµ < 3000 GeV 5.50 · 105 6.90 · 105 4.90 · 104 9.86 ab
3000 GeV < mµµ < 3500 GeV 3.00 · 105 3.80 · 105 5.00 · 104 8.06 ab
3500 GeV < mµµ < 4000 GeV 3.00 · 105 3.80 · 105 5.00 · 104 2.42 ab
4000 GeV < mµµ < 4500 GeV 3.00 · 105 3.80 · 105 5.00 · 104 0.757 ab
4500 GeV < mµµ < 5000 GeV 3.00 · 105 3.80 · 105 5.00 · 104 0.243 ab
mµµ > 5000 GeV 3.00 · 105 3.80 · 105 5 · 104 0.117 ab

Table B.5: LO Drell-Yan MC samples, used in a reweighting procedure creating signal sam-
ples within a range of selected signal hypotheses. The three columns labeledNevents describe
how many events are generated for the mc16a, mc16d and for mc16e campaigns. The last
column labeled σgen gives the generator level cross-section for the process. All samples are
generated with PYTHIA 8 at leading order using the NNPDF2.3 PDF set and the ATLAS
A14 set of tuned parameters for parton showering and hadronization.
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B.3 The fake background

Tables B.6 and B.7 lists relevant information on the MC samples used in the study of the
dimuon fake bacground performed in Chapter 7.

Process Filter Filter efficiency Nmc16a
events Nmc16d

events Nmc16e
events σgen

W → µν Nb ≥ 1, pWT ε〈0, 70〉GeV 0.0446 1.75 · 107 4.36 · 106 2.88 · 107 19.01 nb
W → µν Nc ≥ 1, pWT ε〈0, 70〉GeV 0.131 9.99 · 106 2.50 · 106 1.66 · 107 19.01 nb
W → µν Nb ≥ 1, pWT ε〈70, 140〉GeV 0.0847 1.99 · 107 2.48 · 107 1.34 · 107 0.944 nb
W → µν Nc ≥ 1, pWT ε〈70, 140〉GeV 0.243 9.98 · 106 9.97 · 106 1.65 · 107 0.945 nb
W → µν Nb ≥ 1, pWT ε〈140, 280〉GeV 0.111 2.50 · 107 2.62 · 107 4.15 · 107 0.340 nb
W → µν Nc ≥ 1, pWT ε〈140, 280〉GeV 0.293 7.50 · 106 1.87 · 106 2.24 · 107 0.340 nb
W → µν Nb ≥ 1, pWT ε〈280, 500〉GeV 0.125 2.94 · 106 3.00 · 106 4.98 · 106 72.1 pb
W → µν Nc ≥ 1, pWT ε〈280, 500〉GeV 0.320 2.99 · 106 7.49 · 105 4.99 · 107 72.1 pb
W → τν Nb ≥ 1, pWT ε〈0, 70〉GeV 0.0451 1.75 · 107 2.18 · 107 2.90 · 107 19.01 nb
W → τν Nc ≥ 1, pWT ε〈0, 70〉GeV 0.132 9.99 · 106 1.24 · 107 1.66 · 107 19.01 nb
W → τν Nb ≥ 1, pWT ε〈70, 140〉GeV 0.0839 1.00 · 107 9.98 · 106 2.49 · 107 0.946 nb
W → τν Nc ≥ 1, pWT ε〈70, 140〉GeV 0.242 1.00 · 107 1.23 · 107 1.66 · 107 0.946 nb
W → τν Nb ≥ 1, pWT ε〈140, 280〉GeV 0.106 2.50 · 107 3.18 · 107 4.17 · 107 0.339 nb
W → τν Nc ≥ 1, pWT ε〈140, 280〉GeV 0.283 7.50 · 106 1.88 · 106 1.24 · 107 0.340 nb
W → τν Nb ≥ 1, pWT ε〈280, 500〉GeV 0.136 3.00 · 106 2.99 · 106 4.98 · 106 71.9 pb
W → τν Nc ≥ 1, pWT ε〈280, 500〉GeV 0.318 3.00 · 106 3.00 · 106 7.49 · 106 72.0 pb
W → µν pWT ε〈500, 1000〉GeV - 3.97 · 106 3.83 · 106 6.57 · 106 0.399 pb
W → τν pWT ε〈500, 1000〉GeV - 3.96 · 106 3.92 · 106 6.50 · 106 0.401 pb
W → µν pWT > 1000 GeV - 4.00 · 106 3.99 · 106 6.64 · 106 7.88 fb
W → τν pWT > 1000 GeV - 4.00 · 106 3.92 · 106 3.99 · 106 7.78 fb

Table B.6: MC samples used to describe the W+jets contribution of the fake background in
the dimuon channel. The filter column describes a generator level cut, with a corresponding
filter efficiency. The three columns labeled Nevents describe how many events are generated
for the mc16a, mc16d and mc16e campaigns. Sherpa 2.2.1 is used to generate all the listed
samples, using the NNPDF 3.0 PDF set at NNLO. The last column labeled σgen gives the
generator level cross-section for the process. The meaning of the shorthand notation is the
following: Nb >= 1 (Nc >= 1) is at least one bottom (charm) quark, pWT is the transverse
momentum of the W boson.

Process Filter Filter
effi-
ciency

Generator Nmc16a
events Nmc16d

events Nmc16e
events σgen

bb̄ pbT > 15 GeV, Nµ >= 1 - PYTHIA 8 4.86 · 106 5.00 · 106 8.29 · 106 0.188 µb
cc̄ pcT > 15 GeV, Nµ >= 1 - PYTHIA 8 5.00 · 106 4.52 · 106 8.30 · 106 58.5 nb
tt̄ Fully hadronic 0.456 POWHEG +

PYTHIA 8
2.00 · 107 2.47 · 107 4.53 · 107 0.730 nb

tt̄ At least one lepton 0.544 POWHEG +
PYTHIA 8

6.04 · 107 7.45 · 107 9.89 · 107 0.730 nb

Table B.7: MC samples used to describe the fake background in the dimuon channel (dijets
(bb̄, cc̄), W+jets and tt̄). The filter column describes a generator level cut, with a corre-
sponding filter efficiency. The three columns labeled Nevents describe how many events are
generated for the mc16a, mc16d and mc16e campaigns. All samples are generatated using
the the NNPDF 2.3 PDF set at LO. The last column labeled σgen gives the generator level
cross-section for the process. The meaning of the shorthand notation is the following: pbT
(pcT) is the transverse momentum of the bottom (charm) quark, Nµ >= 1 is at least one real
muon.
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