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Abstract
There are large uncertainties in estimates of climate sensitivity for climate projections. These

are related to cloud feedbacks and to how clouds are resolved in climate models. This inspire

new parameterizations of cloud cover. It is unclear which level of sophistication is needed

for these subgrid-scale parameterizations in order to model their effect on climate.

To investigate this problem from a new angle, namely the potential for data driven learning

for parameterization of clouds, a new dataset, European Cloud Cover (ECC), was gener-

ated, using the self-implemented Area Weighting Regridding Scheme (AWRS). The dataset

is a combination of reanalysis and satellite data, and it covers the period from 2004 to

2018.

Statistical methods, Autoregressive (AR)- and Convolutional Long Short-Term Memory

(ConvLSTM)-models were trained and compared existing parameterizations in ERA5, on

their ability to parameterize cloud cover.

Unfortunately, the AR−B−L5-model is unable to produce a realistic 24-hour forecast, as it

suffers from “self-plagarims”. Every prediction it generates is a small reduction of the cloud

cover at the previous timestep.

ConvLST M −B10 − SL24 − 32− 3× 3− 32− 3× 3, on the other hand, showed potential.

A few hours into the forecast it is able to reproduce some of the features seen in ECC.

Nevertheless, the model experienced some issues with blurred lines. ConvLST M −B10 −

SL24−32−1×1−32−1×1 showed a lower skill on reproducing the test period from 2014

to 2018, but a superior ability to produce a 24-hour forecast.

None of the models in this study were able to compete with the state-of-the-art parameter-

ization in ERA5. However, this study has successfully built a end-to-end trainable ConvL-

STM-model on ECC and applied it to the cloud forecasting problem. Verifying the proof of

concept that data driven learning on simple meteorological variables can be used to perform

climate predictions.
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1 Introduction
Weather and climate have a major influence of life on Earth. While the globe struggles

to support the needs of an increasing population, human activity continues to change the

environment.

Technological advances starting with the industrial revolution have caused a steady increase

in anthropogenic emissions since the 18th century. This has lead to a increase in the atmo-

sphere CO2-concentration. CO2 is a greenhouse gas and the emissions cause a imbalance

in the energy budget. Greenhouse gases cause a decrease in longwave radiation emitted to

space, driving global warming. Greenhouse gas emissions have a delayed effect on tem-

perature and it will keep rising until it has reached the equilibrium temperature, closing the

energy budget.

Providing a realistic estimate of future climates is important for motivating mitigation and

limiting the global temperature increase. This introduces the need for studying potential fu-

tures using a combination of models and idealised experiments. A common, yet not very

intuitive quantity used to describe this temperature increase is the Equilibrium Climate Sen-

sitivity (ECS). The ECS is computed as the linear fit between perturbed global mean surface

temperature and the radiative imbalance at top-of-the-atmosphere (TOA).

Estimates based on simulations prepared for the latest assessment report (AR5) produced by

the Intergovernmental Panel of Climate Change (IPCC) puts ECSs in the range from 2.1oC

to 4.7oC (Flato et al., 2013, p.817). These runs are forced with instantaneous quadrupling of

the CO2-concentration and keeping it constant for 150 years. AR5 was published in 2013,

since then a lot of research efforts have been invested in reducing the spread (Cox, Hunting-

ford, and Williamson, 2018). The socio-economic consequences related to the uncertainty is

enormous (Bony et al., 2015).

Including the effects of clouds on large scale processes in climate models, has proven diffi-

cult. The Flato et al. (2013) associate a high confidence to the claim stating that uncertainties

attributed cloud processes explain much of the spread in modelled climate sensitivity.

After decades of being mainly a research area of limited use, today Artificial Intelligence
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(AI) in the form of Deep Learning (DL) has become a part of our daily life. Face recognition

technology has the ability to unlock your phone. Speech recognition allows you to dictate

text messages. Self-driving buses are used in metropolitan areas around the world, including

Oslo city centre. Image manipulation allows you to transform Monet paintings to pictures

and back (Zhu et al., 2017). Video manipulation can make people appear to say and do things

they never did.

DL has already proven its value in many fields. The scope of this study is to implement and

compare different methods for data driven learning to find the most suitable method for cloud

fractional cover predictions. For this task Autoregressive (AR) models and Convolutional

Long Short-Term Memory (ConvLSTM) are considered.

Compared to existing cloud parameterizations implemented in General Circulation Model’s

these models provide a substantial simplification. However, this simplification is requirement

to enable the use of DL. This study attempts to answer if it is an appropriate method for

solving cloud cover predictions. Occam’s razor is an old philosophical concept. It states

that if two hypotheses are equally likely, the simplest one should be preferred (Duignan,

2020).

For this application, the compilation of a new dataset was deemed necessary. The dataset is

named European Cloud Cover (ECC), and is composed of reanalysis data from ERA5 (Hans

Hersbach et al., 2020) and satellite retrievals from METeosat Second Generation (MSG)

(Schmetz et al., 2002). The dataset has a temporal resolution of one hour and spatial reso-

lution of 0.25o. Clouds have an average lifetime of less than one hour (Lohmann, Lüönd,

and Mahrt, 2016, p. 19), thus it should be achievable to extract suitable features to make

reasonable predictions.

There is currently considerable interest in and activities around Machine Learning (ML) and

AI. The practical applications to climate research are under investigation. The last few years

researchers have attempted to incorporate DL into Geosciences, with the goal of solving

a wide range of problems, from rainfall runoff modeling (Kratzert et al., 2019) to high-

resolution weather forecasting (Rodrigues et al., 2018). Another more comprehensive ML

project is led by Tapio Schneider at California Institute of Technology (Caltech). Along with

his team he has ambitions to create a next-generation Earth System Model (ESM) using ML,

by creating a platform that can resolve clouds and hopefully reduce the uncertainty in climate
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sensitivity (Voosen, 2018).

There is high confidence that a lot of the spread in ECS can be attributed to cloud feedbacks

(Flato et al., 2013,p.817). Developing new methods for cloud cover predictions is believed to

produce more reliable estimates of future climates. Focusing on a simplified representation

that still captures the most relevant processes stands the best chance of reducing the spread.

This thesis is a “proof of concept” study investigating the potential for using a data driven

approach for parameterizing Cloud Fractional Cover (CFC) based on standard environmental

variables.
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2 Climate and Cloud Physics
This chapter describes the necessary theoretical background on clouds for this study. It is

organised as follows. The three first sections describe the cloud’s role in both present and

future climate systems. Beginning with cloud formation and dissipation, including the cloud

effects on Earth’s radiative budget in the current climate and the suggestion of future cloud

climatologies as proposed by IPCC in AR5. This is followed by a brief introduction to

parameterization of clouds, i.e. the method used to incorporate clouds into climate models.

Finally, the data used in the compilation of the ECC dataset is introduced.

2.1 Clouds role in the climate system
Clouds play an important role in the climate system both affecting the radiative budget and

the hydrological cycle. Understanding how clouds form in the complex system of the at-

mosphere involves both knowledge about the large scale influence by the circulation and the

small scale influence by aerosols. Clouds exist in countless number of shapes and sizes, and

have fascinated mankind since the beginning of time. Figure 2.1 shows the stunning view

from Store Smørstabbtinden in Jotunheimen. The sky is covered by cumulus type clouds, a

common sight in summer.

Figure 2.1: Cumulus deck at Store Smørstabbtinden in Jotunheimen, photo by Ina Storteig.
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2.1. CLOUDS ROLE IN THE CLIMATE SYSTEM

2.1.1 Evolution of clouds
Clouds are composed of liquid droplets, ice crystal or both. To this day the microphysics of

all phases are not fully understood. Here mixed phase clouds, consisting of both liquid and

ice, have proven to be the most difficult to fully understand (Boucher et al., 2013).

Aerosols include both liquid and solid particles suspended in the air. They interact with the

clouds by serving as particles which vapor and ice can condensate or deposit upon. The

different phases require different properties and the nuclei are called Cloud Condensation

Nuclei (CCN) for liquid droplets and Ice Nuclei Particle (INP) for ice crystals. In the fol-

lowing discussion, saturation describes the equilibrium state between to phases. For phases

such as liquid water and vapor, saturation implies equal rates of condensation and evapo-

ration. Phase changes occur when the system deviates from the equilibrium state. Under

supersaturated conditions, the rate of condensation exceeds the rate of evaporation, facilitat-

ing vapor to condense onto suitable aerosols and initiating the formation of clouds.

Saturation is usually achieved by a temperature decrease in rising air masses. The saturation

vapor pressure, es, is the quantity describing the maximum amount of vapor air can retain at

a certain temperature. The way in which es depends on the temperature, T , is described by

the Clausius-Clapeyron equation for water, see Equation (2.1). The entalphy of vaporization,

lv, is the amount of energy needed to evaporate one unit of molecules (e.g one mole) from

the liquid. This is also known as the latent heat of vaporization.

des

dT
=

lves

RT 2 (2.1)

Here lv = 40.8 ·103Jmol−1 and the universal gas constant R = 8.314Jmol−1K−1 (Lamb and

Verlinde, 2011, p. 42).

A solution to Equation (2.1) is given in Equation (2.2). It is derived by integrating from

T0 = 273.15K (0◦C) to an arbitrary temperature, T . The integral is intractable for varying

lv. However a constant lv is a reasonable assumption for the ranges of temperatures of at-

mospheric interest. The lower boundary, T0, is chosen based on convenience, motivated by

the fact that the constant of integration, e0, needs to originate from measurements. At T0, the

equilibrium of a mixture of water and ice at a total pressure of 1 atm is e0 = 611Pa.

es (T ) = e0e
lv
R

(
1

T0
− 1

T

)
(2.2)
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From Equation (2.2) it is clear that es increases with rising temperature, resulting in the phe-

nomena that warmer air can retain more vapor. The same principles apply for the phase

change sublimation, but its entalphy, ls, has a distinct value (Lamb and Verlinde, 2011,

p.135). The saturation vapor pressure with respect to ice, ei, can be derived by replacing

lv by ls. Subsaturated conditions cause the cloud liquid water to evaporate, and ultimately

the cloud disappears. Often caused by a mixing with dry ambient air or a temperature in-

crease.

Growth processes are phase dependent. Liquid droplets grow by diffusion and later by col-

lision and coalescence. At temperatures around -38 oC (Lohmann, Lüönd, and Mahrt, 2016,

p.222) droplets spontaneously freeze, while at warmer temperatures freezing can only occur

with the aid of an INP. Clouds consisting purely of ice crystals first grow by deposition of

vapor and then by aggregation (Fowler and Randall, 1996). In the presence of both phases,

the Wegeron-Bergeron-Findeisen process describes the mechanism where droplets evaporate

and the vapor deposits on to the ice crystals. This mechanism exists because the saturation

vapor pressure is lower with respect to ice than water, ei < es. The process is most efficient

at -12◦C when the difference is largest. Macrophysical properties describe the clouds as

units, using properties like base height, top height, thickness, fractional cover and regime

(also known as type). Microphysical processes are all mechanisms involving the particles

forming a cloud. Examples of properties used to quantify the microphysical state are CCN

and droplet number concentrations (Grabowski et al., 2019).

2.1.2 Clouds role in the radiative budget
The characteristic white colour of the clouds has it nature in its ability to effectively scatter

solar radiation. The Earth bathes in radiation from the Sun. Passing through the atmosphere,

a small portion of the radiation gets absorbed while another portion gets scattered by clouds

and aerosols. The majority of the radiation reaches the Earth and transforms into heat, warm-

ing the surface. The Earth emits thermal radiation, a minor portion of which escapes directly

back to space, while most of it gets absorbed by the atmosphere and is re-emitted. This

phenomena is known as the greenhouse effect.

The amount of heat trapped in the Earth system depends fundamentally on the spectral prop-

erties of its components (i.e. clouds, greenhouse gases, aerosols), and determines the mag-

nitude of the enhanced warming (Zhong and Haigh, 2013).

7



2.2. CLOUDS IN THE CURRENT CLIMATE

Albedo is the ratio of reflected to incoming radiation. Dense low level clouds have high

number concentrations of droplet, which corresponds to a large surface area. This results in

enhanced scattering of radiation and thus a higher albedo. The greenhouse effect of clouds

follows the principals of the greenhouse effect described above. It arises from their ability to

absorb thermal radiation and re-emit it. The absorbed radiation originates from the surface or

the atmosphere below. A widely used assumption is that the Earth (and most clouds) radiate

like a black body, thus its radiant flux is given by Stefan-Boltzmann fourth-power law,

F = σT 4 (2.3)

here F denotes flux in units of Wm−2, T denotes temperature in units of K and

σ = 5.670−8Wm−2K−4 is the Stefan-Boltzmann constant.

Mediums like water, snow and ice are not necessarily perfect emitters, this requires the need

for modifying Equation (2.3) with a scaling factor, called emissivity, ε ∈ [0,1], this depends

on the composition and density of the medium. The emitted flux is given by F = σεT 4. This

provides an additional source of uncertainty to the computations of the greenhouse effect of

clouds and therefore also the ECS.

Researchers are still struggling with determining the exact spectral emissivity of different

mediums. This is of interest for both implications to the radiative transfer calculation, but it

is also of utmost importance in the field of remote sensing, where distinguishing the signal

from the reference signal continues to pose as a problem. The greenhouse effect increases

with the cloud altitude, enhanced by the increased temperature difference between the sur-

face and cloud. High clouds with low temperatures re-emit radiation at a lower intensity

than they absorbed. Energy thereby gets trapped in the Earth system, which has a warming

effect.

2.2 Clouds in the current climate
On the basis of simulations and available observational data, both remote sensing and in-

situ measurements, Wild et al. (2019) have quantified the contribution of elements in the

Earth’s annual global mean energy budget. The Cloud Radiative Effect (CRE) is computed

by subtracting the components of a cloudy atmosphere from a cloud-free atmosphere (Ra-

manathan et al., 1989), usually at the top-of-the-atmosphere (TOA). The altitude along with

the composition of clouds determine their optical properties and in turn their interactions

with radiation.
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Cloud Radiative Effect (CRE)
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Figure 2.2: The global mean annual Cloud Radiative Effect (CRE) is the difference be-

tween the radiative components of the clear-sky (cloud-free) and all-sky (cloudy) radiative

components. A positive sign can be describes a warming effect and negative a cooling,

units are in Wm−2. Inspired by Figure 15 in Wild et al. (2019) .

Figure 2.2 shows a schematic illustration of the CRE in the Earth’s TOA annual mean energy

budget, a negative sign denotes a cooling effect and a positive sign can be associated with a

warming effect. Wild et al. (2019) find a reduction in incoming solar radiation of −47Wm−2

caused by clouds, showing that clouds reflect approximately 14% of the incoming solar

radiation.

The thermal CRE amounts to 28Wm−2, resulting in a net CRE of −19Wm−2. This proves

that the net effect of clouds on the TOA radiative budget is negative, and that clouds currently

have a cooling effect on the climate. For the details on the all-sky (cloudy) and clear-sky

(cloud-free) energy budgets, used in the computations of the CRE, please see the paper Wild

et al. (2019) .
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2.3. CLOUDS IN FUTURE CLIMATES

Figure 2.3: Expected cloud changes in future climate. This figure was developed by IPCC

based on feedbacks in climate models, and the different adjustments are associated with

different levels of confidence. (Boucher et al., 2013).

2.3 Clouds in future climates
As concluded in the previous section, an excess of radiation currently gets trapped in the

Earth system, forcing the atmospheric temperature to increase in order to ultimately close

the radiative budget. The temperature increase induces climate change and recent estimates

find the current imbalance at TOA to be 0.6Wm−2 (Wild et al., 2019). Global radiative

equilibrium is reached when the temperature of the atmosphere is adjusted such that the

radiation emitted to space is equal to the portion absorbed by the surface.

This heat gets trapped in the Earth system, forcing the surface temperature to increase in

order to close the radiative budget. The imbalance in the radiative budget at top-of-the-

atmosphere (TOA) is the radiative forcing. Climate drivers include both natural and anthro-

pogenic forcings. A forcing can be everything from natural variability in the solar energy

output, volcanic eruptions or greenhouse gas emissions. The climate science community

works toward a common goal to determine the magnitude of the forcings responsible for the

observed climate change since pre-industrial times, and the associated climate response as

quantified by the ECS. The latter is controlled by climate feedback processes, of which those

associated with clouds are the most uncertain.

Figure 2.3 shows a summary of the most likely cloud feedbacks and the shift in cloud regimes

suggested by the IPCC (Boucher et al., 2013, pp.591-592).

First, a broadening of the Hadley cell causes a poleward shift of storms. This dries the sub-

tropics and moistens the higher latitudes. Northward propagating clouds cause a reduction
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in the albedo effect. The radiation available for reflection decreases poleward, disappearing

into the polar night, as a direct consequence of the Earth’s spherical geometry. The green-

house effect of clouds still persist without sunlight leading to a heating due to clouds in the

Arctic, in contrast to their global effect (Wang and Key, 2005). Second, rising high clouds

motivate a stronger greenhouse effect. Third, a reduction in the presence of low level clouds

reduces the amount of reflected solar radiation. The reduced reflection of solar radiaton is

assumed to be partly offset by an lifting of the melting layer. Consequently, ice crystals are

replaced by liquid droplets and the phase transition results in more opaque clouds (Boucher

et al., 2013, p.592)

2.4 Parametrization of Clouds
All global climate simulations are limited by computational power and the typical model

grids are much too coarse to resolve all relevant processes governing clouds. Parameteriza-

tion allows us to nevertheless simulate the effects of clouds on the climate, through simpli-

fied representations of cloud processes that are a function of resolved model variables. The

development of both observational and modeling systems requires an understanding of the

physical and biogeochemical processes that take place in the Earth system (Simmons et al.,

2016). New descriptions of mechanisms are implemented into models and tested against

observations. The simulations should be able to recreate previous climate.

The complex nature of clouds originates from lots of different processes occurring simulta-

neously on different scales. Incorporating all these interactions into a model framework has

proven to be difficult (Boucher et al., 2013, pp. 584)

2.4.1 Relative Humidity and Statistical Schemes
The simplest form of cloud scheme is a binary. A model grid box is either cloudy or clear.

Equation (2.4) describes a diagnostic relationship between cloud cover and relative humidity.

Binary saturation threshold can be implemented as follows,

CFC (RH) =

0, if RH ≤ 100

1, else
(2.4)

Many high-resolution model apply this approach, but it is not suitable for ESM having spatial

resolution in the scale of 100km (Tomkins, Adrian M, 2005).

Most climate models have a cloud fractional cover, which is driven by a saturation thresh-
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old. All the vapor in excess of this threshold, often RH = 100%, gets transformed into cloud

liquid water. An assumption of sub-grid scale variability is necessary to achieve fractional

cloud cover. The most common variables either alone or in combination are relative hu-

midity, temperature and vertical velocity (Golaz, Larson, and Cotton, 2002a). Using a fixed

threshold for the critical relative humidity is a necessary, but rough simplification.

In statistical schemes relative humidity and other dependent variables are simulated using

Probability Density Function (PDF). The distribution are difficult to obtain theoretically. A

common approach is to draw these distributions empirically, based on observations from

weather balloons or airplane campaigns. In this way the functional form of the underly-

ing distributions have a physical basis. Observations have been made during varying cloud

conditions and almost all existing PDFs have been used in statistical cloud schemes. The

parameterization is then very sensitive to the choice of moments, i.e. mean, variance, skew-

ness and kurtosis. Employing fixed moments in a statistical scheme simplifies to relative

humidity schemes (Tomkins, Adrian M, 2005). Researchers have not been successful in

finding an adequate representation of cloud cover using these approaches (Adrian M Tomp-

kins, 2009).

Golaz, Larson, and Cotton (2002) derived a joint PDF of the subgrid-scale variability, serv-

ing as the base for parameterizing boundary layer clouds. This scheme is implemented in

Norwegian Earth System Model (NorESM) (Seland et al., 2020) and Community Earth Sys-

tem Model (CESM) (Danabasoglu et al., 2020), two recognized ESM. The parameterization

can be considered a higher-order turbulent closure problem. The first (mean), second (vari-

ance) and third (skewness) order statistical moments, of the vertical velocity (w), the liquid

water potential temperature (θl), and the total water specific humidity (qt) determines the

family of PDFs. It is designed to be flexible enough to circumvent the case specific adjust-

ment (Golaz, Larson, and Cotton, 2002a, Golaz, Larson, and Cotton, 2002b).

2.4.2 Cloud resolving models
Another method of cloud parameterization is deriving relationships from Cloud Resolving

Models (CRM)-models. These relationships again be implemented into global climate mod-

els. Contrary to what the name implies, this type of model still has problems with resolv-

ing the very smallest cloud processes, occurring on micrometer-scales. CRM’s are com-

putationally expensive and can only be run for a short amount of time. One weakness of
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this approach is the dependancy of the CRM-models own parametrizations of microphysics

(Tomkins, Adrian M, 2005).

2.4.3 ECMWF IFS-Model
European Centre for Medium-Range Weather Forecasts (ECMWF)s numerical weather pre-

diction model is named, Integrated Forecasting System (IFS). Like all operational systems,

the model is continuously improved. The complexity of the cloud cover parameterization is

described below in non-mathematical terms.

Today’s implementation is heavily inspired by the prognostic scheme for stratiform and con-

vective cloud for large-scale models, published in 1993 and used operationally since 1995

(Tiedtke, 1993, Tomkins, Adrian M, 2005). Forbes and A. M. Tompkins (2011) upgraded

the representation of clouds and precipitation in the IFS, cycle (36r4). They extended the

number of prognostic variables cloud fraction, cloud liquid water, cloud ice, rain and snow.

This improves the physical basis of the moist microphysical schemes and also makes the

model more suitable for varying resolutions. Its now more like a high-resolution limited-

area NWP models and CRM (Forbes and A. M. Tompkins, 2011). The scheme also con-

siders cloud formation by large-scale ascent, diabatic cooling, boundary-layer turbulence,

advection of cloud water from convective updrafts. Cloud dissipation caused by adiabatic

and diabatic heating, mixing with environmental air and depletion of cloud water. It can also

generate anvils, allow cirrus clouds to form from convective updrafts and boundary layer

clouds (Tiedtke, 1993).

2.5 Data
This section presents the data used in the compilation of the dataset, including background

information about remote sensing of cloud properties and the method used to retrieve the

data.

2.5.1 ERA5
ERA5 is the latest in the series of reanalyses produced by European Centre for Medium-

Range Weather Forecasts (ECMWF). Reanalysis is as close to observations as one can get

while still obtaining data that is complete and coherent in both space and time. It is produced

using a forecast model to assimilate observations. Data assimilation take observations as

input and tries to make an accurate estimate of the state of the system that is as consistent

as possible with the available observations at all times. This includes observations retrieved
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from satellites, ships, buoys, airplanes and ground-based stations. The analysis is produced

in the operational forecast system, making it available within five days of real time. ERA5 is

based on the IFS, cycle 4lr2. The data is available at a horizontal resolution of 0.25o degree

and hourly temporal resolution. It is an important product for the continuous monitoring

of the Earth system (Hersbach et al., 2018). Some of the variables in ERA5 is assimilated,

others are parameterized based on the assimilated variables, e.g. cloud fractional cover.

Reanalyses data is often mistakenly referred to as observations. Parker published an essay

in Bulletin American Meteorological Society (BAMS) on this topic in 2016. Based on the

following three points they conclude that observations and reanalyses are not too different.

First, both involve inference, in other words, theory-based calculations. Second, reanalysis

relies on forecast and observations do not. This is not a significant difference as long as the

forecast is sufficiently accurate. Third, it is important to be aware that the uncertainty of

the reanalyses is less well known than for observations. This makes it harder to judge the

appropriate use of the reanalyses (Parker, 2016).

2.5.2 Remote Sensing of Cloud Properties
Satellites are the only instruments capable of providing continuous global measurements.

Measurements are collected by sensors, of which two types exist; passive and active im-

agers. The passive imaging sensors detect natural occurring levels of radiation, e.g. thermal

radiation emitted by mediums. In contrast, active sensors detect radiation returned from an

emitted artificially fixed pulse of radiation (Stephens et al., 2018).

Karlsson, Johansson, and Devasthale (2015) list the five key properties exploited in remote

sensing of clouds using passive imagery, these will be explained drawing examples from

Figure 2.4. High radiances are displayed in white and lower radiances in darker colors. In

general anything that appears bright has a higher reflection at the TOA than the surface.

Firstly, clouds appear bright as opposed to ice free water surfaces and vegetated Earth’s

surface in VISible spectrum (VIS) and Near-Infrared (NIR). The detection from VIS 0.6 is

shown in Figure 2.4b. Secondly, clouds consisting of liquid droplets reflect strongly in Short-

Wavelength infrared (SWIR) and Mid-Wavelength Infrared (MWIR). The signal from MIR

3.9 is displayed in Figure 2.4d. Here the Earth’s surface, including snow and ice, appear

dark. Clouds are not perfectly emmiting black bodies and this allows for detection of low

level clouds at night.
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(a) Channel WV 6.2 (b) VIS 0.6

(c) IR 10.8 (d) MIR 3.9

Figure 2.4: Spectral bands from SEVIRI. February 15, 2020 at noon. It shows the low-

pressure system Elsa positioned of the west coast of Iceland. Having a record breaking low

of 915hPa (Forland, 2020). The images are provided by the EUMETSATs image archive

(EUMETSAT, 2020).

The third property exploited is that clouds are typically colder than the Earth’s surface.

Therefore they appear bright in IR channels, when displayed in reverse i.e. with low ra-

diences shown as bright.

The fourth property is that cirrus cloud are optically thin, but can be detected using split
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window channels (IR10.8 and IR12.0) differences (see Figure 2.4c). The last property is

not shown in this figure, but it is that in general broken clouds typically give rise to scattered

patterns or texture in images with otherwise homogeneous, ice-free ocean for instance.

Figure 2.4a also show the signal detected from WV 6.2, water vapor have a absorption band

at these wavelength useful for detected water vapor.

To summarize, the success of a screening is dependent on the illumination, the state of the

surface and atmosphere. And it has proven most difficult over bright surfaces like snow and

dessert (Karlsson, Johansson, and Devasthale, 2015).

Improved technologies allow for measuring new variables, one example of such advances

is the use of active sensors. Active sensors provide a more refined image of vertical pro-

files and allows for the detection of cloud phase. Despite the limitations of passive sensors

they provide useful historical information and in some cases higher spatial and temporal res-

olutions. One attempt to relate passive measurements with active measurement under the

same meteorological conditions is the Afternoon constellation, A-Train launched as a co-

operation between several space agencies; National Aeronautics and Space Administration

(NASA), Japan Aerospace Exploration Agency and the french National Center for Space

Study (CNES). This has provided a useful link between the different types of measurements

(Stephens et al., 2018).

The number of spectral bands and footprint size (pixel resolution) determine the practical

application of a particular satellite retrieval. Differences in swath width determine the fre-

quency at a given position, determining the temporal resolution. The viewing angle affects

the optical properties of the medium, and also its apparent position. Parallax describes the

apparent shift in position of a object, caused by moving the observer along an axis. This is

a known issue in remote sensing. Positions of satellites are changed. Moving the observer

(satellite) changes the apparent position of the measurement. High viewing angles may

cause similar issues, in detection of high clouds. This factor is negligible when detecting

low clouds (Joro, Hyvärinen, and Kotro, 2010).

Differences in sensitivity and retrieval algorithms contribute to a large spread in global mean

cloud amount among different cloud products. This also explains the difficulties involved in

using one cloud dataset to evaluate another one. In their assessment of global cloud datasets

Stubenrauch et al. (2013) compared the global mean cloud cover of six datasets (ISCCP,
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PATMOS-x, MODIS-ST, MODIS-CE, AIR-LMD and TOVS Path-B). In this process they

eliminating MISR and ATSR-GRAPE because of different observation times (see Table 3

in Stubenrauch et al. (2013) ) and two outlier datasets, HIRS-NOAA and POLDER. Their

results show that the difference among the six datasets is of order 0.08. In contrast, local

differences could be up to 0.4 (Stubenrauch et al., 2013).

2.5.3 METeosat Second Generation, MSG
The METeosat Second Generation (MSG) was established as a corporation between Euro-

pean Space Agency (ESA) and European Organisation for the Exploitation of Meteorological

Satellites (EUMETSAT). ESA was in charge of developing the prototype of MSG-1. EU-

METSAT is responsible for maintaining the user requirements, launch procedures, develop-

ing ground segments, ensuring overall system consistency and day to day operations.

The primary function of MSG is to provide continuous observations of the Earth’s full disk.

Near-constant sampling frequency and a geostationary orbit allows for observing weather

phenomena occurring on short timescales. Located at 0o MSG provides a varying spatial

resolution, unlike the polar orbiting satellites. The resolution gets coarser with increasing

off-nadir viewing angle (Stubenrauch et al., 2013).

There are efforts invested in extending the MSG dataset with the METeosat First Generation

(MFG), in order to make use of the time series all the way back to 1980 (Bojanowski et al.,

2018). This requires new cloud detection algorithms since they only have three common

channels and only two of them are useful for detecting clouds (Stöckli et al., 2019).

On board the MSG is the Spinning Enhanced Visible and Infrared Imaging (SEVIRI) imag-

ing radiometer. It has 12 spectral channels. The scan is done south to north, east to west.

The wavelengths of the discrete channels are chosen based on heritage from other sensors.

seviri has one broadband visible channel, three solar channels (0.6, 0.8 and 1.6 µm) and

8 thermal infrared channels (3.9, 6.2, 7.3, 8.7, 9.7, 10.8, 12.0 and 13.4 µm) (Taravat et al.,

2015). Table 2.1 gives a summary of which properties is detectable by the different channels.

This is of great advantage since much of the community already knows how to use the SE-

VIRI radiance observations. The channels have been chosen based on their ability to detect

clouds, water vapor and ozone. More information about what the different channels detect

is available in the paper An introduction to METeosat second generation (MSG) published in

BAMS by Schmetz et al. (2002) .
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Spectral band Central wavelength (µm) Main Gaseous or Observer or Window

VIS 0.6 0.635 Window

VIS 0.8 0.81 Window

NIR 1.6 1.64 Window

IR 3.9 3.92 Window

WV 6.2 6.25 Water Vapor

WV 7.3 7.35 Water Vapor

IR 8.7 8.7 Window

IR 9.7 9.66 Ozone

IR 10.8 10.8 Window

IR 12.0 12 Window

IR 13.4 13.4 Carbon Dioxide

HRV 0.75 Window and Water Vapor

Table 2.1: Summary of spectral bands, central wavelength and their respective retrieval

abilities (Schmetz et al., 2002).

Prior to the launch of the METeosat researchers discussed the temporal frequency suitable

for observing weather phenomena. The METeosat first generation had a temporal resolution

of 30min (Stöckli et al., 2019). For the second generation, 15min intervals were chosen to

best cope with the short lifetime and rapid deformation of clouds. It was also suggested that

a temporal frequency of 1 to 10min is necessary for tracking cumulus type clouds (Schmetz

et al., 2002). This is in agreement with the Table 1.3 in Lohmann, Lüönd, and Mahrt (2016,

p. 19) stating the lifetimes of different types of clouds.

A ring of geostationary satellites located at equator together provide global coverage (exclud-

ing polar regions). The altitude of the satellite determines its forward velocity. To achieve a

geosynchronous orbit, a satellite needs to maintain a height of ∼ 36000km (Bley and Deneke,

2013). This height lead to a coarser spatial resolution than other satellite products retrieved

in other orbits.

The first METeosat Second Generation (MSG-1) was launched 28 August 2002, and became

operational January 29, 2004 when it was renamed METeosat-8. As a measure to reduce

gaps, the MSG system provides a two-satellite system, one operational and one standby.
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The standby satellite scans when the operational satellite experiences technical failures. The

operational satellite at nadir points at 0o latitude. A full disk is 3712× 3712 pixels, and

is sampled in cycles of 15min. This also include the on-board processing (Schmetz et al.,

2002).

Figure 2.5: The view of Earth by SEVIRI on MSG, in naturally enhanced colors. This

snapshot is dated noon November 23, 2019. By studying this image it becomes clear that

clouds are influenced by circulation (EUMETSAT, 2020).

The operational cloud detection algorithm is carried out pixel by pixel. Post processing

involves re-classifying isolated pixels. There is a lot of effort invested in new detection

algorithms including spatial structures. One of the methods that show potential here is deep

learning (Drönner et al., 2018, Jeppesen et al., 2019).
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2.5.4 EUMETSAT Cloud Mask
The EUMETSAT cloud mask (CLM) consist of four classes, described in Table 2.2. These

Class Description

0 Clear sky over ocean

1 Clear sky over land

2 Cloudy

3 No data/ outer space

Table 2.2: Description of classes in EUMETSAT Cloud Mask product.

classes are derived from almost all channels except the broadband High-Resolution Vis-

ible Channel (HRV) and isolated pixels are reclassified (Derrien and Gléau, 2005). The

cloud mask is distributed in GRIdded Binary or General Regularly-distributed Information

in Binary form (GRIB), without coordinates and network Common Data Form (netCDF),

processed with coordinates and reshaped into the standard rotation, as displayed in Figure

2.5.
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3 Numerical Methods
This section introduces the computational methods used in generating the numerical exper-

iments conducted in this thesis, starting with a short introduction to artificial intelligence.

This is followed by a brief introduction to the biological mechanisms the algorithms in this

study draw inspiration from. This helps to gain insight into possible applications of differ-

ent structures. The task of forecasting in time and space requires two types of intelligence.

One is computer vision, to understand the spatial relation and use the underlying physical

properties. The other is sequential modelling to understand the temporal evolution.

Two approaches will be explored: Autoregressive models (AR) and Convolutional Long

Short-Term Memory Network (ConvLSTM). The AR model describes a time varying pro-

cess, depending linearly on its previous values. The ConvLSTM approach is used to find a

non-linear relation that describes phenomena varying in both time and space. The aim of

this study is to determine whether the aggregation of linear models, or the more advanced

non-linear model are better at predicting the complex cloud phenomena varying in time and

space.

3.1 Artificial Intelligence

Artificial Intelligence

Machine Learning

Deep Learning

Figure 3.1: Graph illustrating the subfields of AI. ML is a subfield of AI, DL is again a

subfield of ML. The sketch is inspired by Figure 1.1 in Chollet (2017, p.5).

In encounters with geoscientists the author often gets the question: What is the difference

between machine learning and artificial intelligence? The short answer is: they are not

different fields, but ML is a subfield of AI. Algorithms developing its own “knowledge”
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3.1. ARTIFICIAL INTELLIGENCE

from supplied examples fall into the category of ML and not the base category of AI. ML is

distinct in that it attempts to deduce rules and go beyond human intuition using a complex

net of interactions.

In fact, it is worth mentioning that there is a subfield of ML known as DL (see graph in

Figure 3.1). DL is at the frontier of AI research, with many recent advances being made in

this subfield. The popularity of DL can be partly explained by its flexibility. This flexibility

allows DL to be applied across many domains. The algorithms discussed here are simply a

mathematical framework for learning model representations in data. The process of training

is repeated until the network reaches an acceptable performance. In other words, the potential

is limited by the data and the effectiveness of the training procedure applied.

Hidden

layer

Input

layer

Output

layer

Figure 3.2: Fully connected feed forward neural network with one hidden layer. The con-

nections between the layers are the weights. The sketch is based on the example provided

by Fauske (2006) .

AI in general and DL in particular emerged from considerations of perception and cogni-

tion in biology. Many of the DL network architectures draw inspiration from the human

brain. The architecture of DL, while distinct from biological computing, is named such

that concepts in neuroscience and computing can be treated analogously. For example us-

ing building blocks such as nodes (artificial neurons), weights (connections between nodes),

rules of signal propagation, activation (transfer function) and learning algorithms (training

algorithms).

Figure 3.2 illustrates a simple artificial neural network. The circles illustrate nodes (neurons).

Nodes belonging to the same layer is shown in one colour. Arrows illustrate weights, the
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connections between the layers. The figure shows that nodes belonging to the same layer are

not connected, but nodes in consecutive layers are connected with weights.

Sequence modelling draws parallels to the human memory. This type of modelling requires

information about earlier stages, retained in memory. Simple models have one memory

centre. Drawing inspiration from the brain, other more complex models make the distinction

between a short term and a long term memory centre. Finishing others’ sentences is a simple

task for humans. The clouds are in the . . . sky (Olah, 2015), should not come as a surprise to

anyone.

AI started with the idea of automating tasks normally performed by humans. Three fac-

tors determine advances in the field of AI: data, hardware, and algorithms (Chollet, 2017).

This explains why there often is a significant time gap between an idea and breakthroughs

in the architectures and results. Convolution neural networks (CNN), for example, were

conceptually developed in the 80s (Fukushima, 1980), but a lack of sufficient computing

power (hardware) kept their use in hibernation until 2012, when a CNN (AlexNet) won the

ImageNet challenge, an image recognition contest (Krizhevsky, Sutskever, and Geoffrey E.

Hinton, 2012).

Geoscientists may be more familiar with the concept of “calibration” when it comes to statis-

tical models, which essentially is the same process. In the context of deep learning, “deep”

refers to the number of layers contributing to a network. DL expands the ideas from ML

using deeper networks, i.e, more layers, enabling networks to capture a more complex rela-

tionship between input and output variables.

Figure 3.3 illustrates a deeper version of the network displayed in Figure 3.2. A layer is

a set of nodes. The connections between the layers are the trained units, also known as

weights.

“Intelligence”, in the context of artificial intelligence, is still a topic of debate. Traditionally,

a machine would be considered intelligent if it could beat a human at a given task (Chollet,

2019). For computer chess, this was achieved in 1997 when IBM’s DeepBlue beat Garry

Kasparov. Researchers had learned how to build a “rule-based” chess-playing AI, but not a

program that could generalize to anything beyond similar boardgames. In retrospect, scien-

tists have realized that most architectures are not well matched to human intelligence.
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Hidden

layer

Hidden

layer

Hidden

layer

Input

layer

Output

layer

Figure 3.3: Deep fully connected neural network. An extension of the network presented

in Figure 3.2. The sketch is based on the example by Fauske (2006) .

There are several different types of machine learning, each suitable for solving different

tasks. Figure 3.4 shows the types of ML and their subcategories. These subcategories also

exist for deep learning, the only difference being the number of layers used.

Machine learning

Supervised learning

Regression Classification

Reinforcement learning Unsupervised learning

Dimension reduction Clustering

Figure 3.4: The graph shows the different type of machine learning and their subcate-

gories.

• Supervised learning: part of machine learning concerned with learning the relation

between input data, x and labeled data, y.

– Regression

predict continuous values. Replicating a function.

– Classification

discrete, since it assigns a category to the input.

• Unsupervised learning: Detecting patterns in unlabeled data.

– Clustering

Grouping a set of data points into a predescribed number of groups
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– Dimension reduction

Reducing the number of random variables under consideration.

• Reinforcement learning: Goal oriented algorithms.

3.2 Artificial Neural Networks
Because of the interdisciplinary nature of this thesis, this section provides a thorough walk

through the relevant algorithms using the computational graphs, and relevant equations.

Artificial neural networks (ANN) are composed of nodes (artificial neurons) and weights.

Returning to Figure 3.2, it illustrates nodes as circles and weights as arrows. It is an example

of a 2-layer ANN. The nodes are structured in layers, illustrated using different colors. The

input layer contains four input nodes, the hidden layer five nodes, and the output layer three

nodes. The dimensions of the input and output layers are determined by the task at hand.

The number of hidden layers and the number of nodes are tunable parameters, called hyper-

parameteres. Nodes of one layer are only connected to the the nodes of the following layer.

Weights are the relative strength of the connections between nodes in neighboring layers.

Large networks of these simple neurons are able to perform complex calculations.

Σ

b(2)1

g
Activation

ω
(3)
1,1

ω
(3)
3,1

ω
(3)
2,1

ω
(2)
1,1

ω
(2)
1,2

ω
(2)
1,3

ω
(2)
1,4

a1

Figure 3.5: Computational graph showing the components participating in the activation

of a neuron in the hidden layer. This example shows a 2-layer neural network with four

input nodes and three output nodes. The number of nodes in the hidden layer doesn’t affect

the activation, because they are not connected. The sum of the weighted inputs and the bias

is passed to the activation function, inside the hidden layers, producing the activation of

the neuron. This is again passed to the output neurons. Modified sketch based on example

from stackexchange (2019) .
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Figure 3.6: Activation functions and their derivatives.

Figure 3.5 shows the computation which takes place in a node in the hidden layer, focusing

on a circle in the middle column in Figure 3.2. The sum of the weighted inputs and bias

are sent trough the activation function, g, producing the activation. This function, g, is

a hyperparameter, set before the training starts. Popular choices are rectified linear unit

(ReLU), Sigmoid function (σ ) or hyperbolic tangent (tanh), their graphs are shown in Figure

3.6 and their mathematical expressions in Equations (3.1), (3.2) and (3.3) respectively. It is

called the sigmoid function, named after the greek letter sigma, shaped like an S.

ReLU (x) =

x, if x ≥ 0

0, else
(3.1)

σ (x) =
1

1+ e−x (3.2)

tanh(x) =
ex − e−x

ex + e−x =
e2x −1
e2x +1

(3.3)

Equation (3.4) describes the activation of a node in a arbitrary layer, L. bL denotes the bias,

wL is the weights matrix. and nL is the number of nodes. gL denotes activation function in a

arbitrary layer.

aL = gL

(
nL

∑
i=1

WL,ixi +bL

)
(3.4)

Repeating the procedure for the next layer, L+1, the activation, aL from the previous layer

is weighted and passed trough the activation function, gL+1, generating the activation, aL+1.
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In a forward pass, this is repeated for all layers, until the output layer is reached. Adapting

Equation (3.4) to the example in Figure 3.4 can be done by inserting L = 1 and nL = 4.

The choice of activation function, g, in the output layer is task specific. Regression problems

use linear activation. Classification problems need functions able to discriminate between

the number of classes.

Backpropagation is the fundamental mechanism used in “teaching” neural networks, as first

appreciated in its full importance in 1986 when it was published by Rumelhart, G. E. Hinton,

and Williams. The trick is to use the performance metric as a feedback signal to adjust the

weights in the direction of the lowest loss score for the current example. A training instance

is passed trough the network producing an output (red node). The network’s output error is

computed as the difference between the produced output and the corresponding targets. For

each consecutive layer, moving in reverse from the output to the input, the contribution from

every connection between adjacent layers is computed. For a more mathematical description

of the backpropagation algorithm see Nielsen (2015) .

3.2.1 Convolutional neural networks
Computer vision is a field of artificial intelligence concerned with interpreting the visual

world. One popular structure for visual tasks is the Convolutional Neural Network (CNN).

Computers see images as a grid of numbers, often decoded in red, green and blue (RGB)

P

P

Figure 3.7: Decoding a image into Red-Green-Blue (RGB) channels involves transforming

a 2-dimensional image into a 3-dimensional tensor. Inspired by Figure 1 in Shi et al. (2015)

.

channels. Figure 3.7 shows the transformation of a two-dimensional image to a 3-dimensional
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tensor. The “P” shows the connection between one pixel (“picture element”) and a volume.

Each of the grid cells (pixels) contains the signal from the colour decoded into values rang-

ing from 0 to 255. The machine needs to learn how to extract the necessary information

about these pixels to perform a task. More layers increase the model’s ability to extract these

complex structures, resulting in improved model performance. Figure 3.8 shows the mathe-

0 1 1 1 0 0 0
0 0 1 1 1 0 0
0 0 0 1 1 1 0
0 0 0 1 1 0 0
0 0 1 1 0 0 0
0 1 1 0 0 0 0
0 1 0 0 0 0 0

∗
1 0 1
0 1 0
1 0 1

=

1 4 3 4 1
1 2 4 3 3
1 2 3 4 1
1 3 3 1 1
3 3 1 1 0

Figure 3.8: Diagram showing a convolutional operation. Modified sketch based on stack-

exchange (2019) .

matical operation convolution as the sum over element-wise multiplication of the filter and

input. The filter is blue, this is placed over the filled green section, producing the red output

pixel. The entire red grid is called a feature map (output map). The green grid is the input,

overlaid with blue indicating the pixels contributing to the activation, of the red pixel. In

Figure 3.8 this would be the value 4. Receptive field is known as the pixels contributing to

the activation in a pixel (i.e. the value) (Luo et al., 2016). For instance the receptive field of

the shaded red pixel is the shaded green submatrix.

Convolving a filter over the input image generates a feature map, a 2-dimensional activation.

If it happens to be the last layer, it is common to refer to the results as the output instead,

although this is merely a difference in terminology. Figure 3.9 shows a 2D-convolution with

filter of size 3 × 3. Filters are often square (not a strict requirement), and the height fh

and width fw are odd numbers. The origin is the position of the filter which is above the

current output pixels. The connections between the layers are intended to illustrate the part

contributing to the pixel, as well as highlighting the receptive field. In order to include the

outermost pixels, the input area is padded with zeros around the edges (grey boarder).

Working with RGB images requires 3-dimensional convolution; since the dimensions of the

input determines the dimensions of the convolution, it is commonly referred to as simply

convolution. As mentioned earlier, neural networks are structured as a stack of layers. Each

layer is again a stack of channels or feature maps. The output from the previous layer be-
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Input layer

Zero padding

Output layer

fw = 3

fh = 3

Figure 3.9: The sketch shows the connections between input and output layer. This exam-

ple uses a 3× 3-filter (blue), zero-padding (grey) resulting in equal dimensions for input

(green) and output (red). The different colours illustrate the connections between input and

output pixels. The input pixels contributing to the output, is called the receptive field. The

zero padding is added to keep the input shape. Inspired by Figure (13-3) in Gron (2017) .

comes the input to the next layer. Feature maps, activations, and outputs are all the result

of a convolution, produced at different points within a neural net. The activations are com-

puted based on an input volume, including information across channels. A 3-dimensional

convolution collapses information on multiple colors into a single value.

Figure 3.10 shows a two layer convolutional neural network trained on RGB-images. The

input layer is an RGB-image. The first convolutional layer has seven channels (feature maps),

these are produced by seven filters. Filters are trained to extract useful features. The second

convolutional layer is produced by five filters, all convolving layer 1. This is a simplified

network, made shallow for for the purpose of illustration; a functional CNN would require

many layers to extract useful information from an image.

Given raw input (i.e, normalized images), the first layers detect low level features like edges,

corners and circles. Later layers assemble the features to more complex structures like houses

or dogs. The dashed volumes represent the receptive field for different pixels, illustrated as

circles. Since each of the layers depend on the previous one, the receptive field of a node,

“P” depends on a large portion of the input image. Small filters allow you to focus on small

features in the data, while larger filters allow you to identify coarser relations.
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Input Layer

Convolutional layer 1

Convolutional layer 2

Feature maps:

...

Feature maps:

...

Channels:

green
red

blue

P
1
2

1
2

Figure 3.10: First two layers of a convolutional neural network trained on RGB-images.

Each convolutional layer contains multiple filters, thus producing stack of feature maps.

Each layer learn the representation of the previous layer. The trailing layer get this stack

as input, producing activations based on all channels. For each layer it contains represen-

tations of the structures found in the previous layer. The filters are the weights trained to

find useful structures. In each convolutional layer multiple of these filters are passed over

the image. The dashed volumes illustrate the receptive fields of a pixel, “P”. The receptive

field of a node in the second layer is larger than the one in first, since a pixel inherent the

receptive fields of the nodes in its receptive field. Inspired by Figure (13-6) in Gron (2017)

.

Unlike the fully connected neural network layers (see Figure 3.2), the nodes in the output

layer are not connected to all the input nodes, only the nodes within their receptive fields.

The filters contain the trained units. Its dimensions determine the size of the feature it can

detect. One filter convolves the entire image, searching for a single feature. When it finds

this particular feature it activates, propagating this signal into the feature maps.
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A

yt

xt

ht ht

Figure 3.11: Simple one layer recurrent network, xt denotes the input element of the train-

ing sequence, ht denotes the hidden state, yt denotes the output of the neuron and A denotes

a artificial recurrent unit. In the simplest cases without output activations the hidden state

and the output is identical. Inspired by Olah (2015) .

3.2.2 Recurrent Nets
A Recurrent Neural Network (RNN) is a class of artificial neural networks developed for

studying patterns in sequential data such as time series, audio, or text. Figure 3.11 shows

the structure of a simple RNN. In very simplified terms, the recurrent unit, A, receives an

input, xt , produces an output, yt and passes hidden state, ht back to itself. The hidden state

contains the information about what you have learned so far. The output at each time step is

dependent on the previous inputs.

Figure 3.12 shows the recurrent network unrolled in time. This way of structuring it resem-

bles the earlier structures like ANN (see Figure 3.2). The connection between the nodes are

a directed graph along a temporal sequence. The hidden state from the previous step is fed

into the next, here the recurrent units, A can be considered a copy. For each time step it is fed

with new examples, h0 is only dependent on x0, while ht is dependent on the entire training

sequence x0,x1, · · · ,xt . This example shows a one layer recurrent network. All time steps

are passed through the same node, updating the connections between the input, output and

hidden states. In this way, the RNN reuses the weights for all time steps, performing the

same task on all inputs along the sequence. This reduces the complexity of parameters and

in turn lowers the risk of overfitting, obtaining a more general relation between input and

output.
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A A A A

y0

Output

x0

Input

y1

Output

x1

Input

y2

Output

x2

Input

yt

Output

xt

Input

h0 h1

Figure 3.12: Unrolling Figure 3.11 in time, t denotes the length of the training sequence,

the elements xt are the input, yt the output and ht is the hidden states, rpresenting the

memory. Inspired by Olah (2015) .

Learning long term dependencies can be challenging and is done by backpropagating the

error signal thought the network. Working with longer sequences, the error signal tends to

approach zero or infinity. Exploding gradients can cause the weights to oscillate. Learning

from small or vanishing gradients takes a very long time, and might not produce a useful

outcome at all.

3.2.3 Long Short-Term Memory Network
In order to address challenges in predicting long sequences presented in the previous section,

Hochreiter and Jürgen Schmidhuber created the Long Short-Term Memory (LSTM). Their

design, documented in a paper from 1997 (Hochreiter and Jürgen Schmidhuber, 1997), out-

performed previous memory networks by regulating the flow of information provided to a

recurrent network at each time step. They propose a new method for learning in order to

alleviate the issues with exploding or vanishing gradients. This approach is called constant

error flow.

The original memory cell contains input and output gates. A gate is a structure that can

be opened or closed. Having values ranging from 0 to 1, it truncates the noise signal from

the input and the output. Gers, J. Schmidhuber, and Cummins suggested in 1999 to add

an additional gate, the forget gate. The idea was to enable the LSTM to reset parts of its

own memory. Resetting releases internal resources and enables even more learning. In very

simplified terms, the forget gate learns which part of the cell state, the long-term memory, it

should forget. The input gate learns the information from the input it should add to the cell
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state. The output gate learns which information it should pass to the output. The assembled

memory unit is displayed in Figure 3.13a. The information flow thought the cell is regulated

by three gates; the forget gate (see Figure 3.13c), the input gate (see Figure 3.13d) and the

output gate (see Figure 3.13f). These gates are neural networks.

The long-term memory is shown in Figure 3.13b and the short term memory is referred to

as the hidden state. The cell state is affected by some linear interactions, this is very simple,

thus the flow often remains unchanged. The hidden state is the output passed to the next cell.

Structures like gates regulate the flow of information.

The gates are neural networks layers with a particular activation function. The sigmoid-

function discussed in Section 3.2 truncates the output from the gates to range between zero

and one. Recall, Figure 3.6 shows the sigmoid and tanh functions. Zero represents a closed

gate, while one describes a fully open gate. At each time step in the sequence the LSTM

receives input xt and the previous hidden state, ht−1. These are passed trough all gates.

Making a prediction requires the forward propagation of information through the network.

Figure 3.13c shows that based on the new input and the previous hidden state, the forget gate

determines which instances from the memory to remove. Regulating the information that

stays in memory frees up space, allowing the network to learn new things. The weight of

the gate, Wf , is initialized to 1, thus it cannot forget anything until it has learned to forget.

Exhibiting the same behavior as the original LSTM units.

Figure 3.13d shows two processes, one determining the candidate information based on the

input and another the computations in the input gate. The candidate information is filtered by

the multiplicative input gate. This determines what information to add to the cell state.

Figure 3.13e shows how the cell state is updated. Using multiplicative gates, first the forget

gate removes information. Then the output from the input gate adds the useful information

from the input to memory. The input gate regulates what information to store from the

input. The aim of the input gate is to clean the input by reducing the noise signal. These

computations are also shown in Figure 3.13d.

Figure 3.13f illustrates how the output gate gets updated. Passing the cell state through the

function tanh, it is given a value in the range from -1 to 1. The output gate determines what

to remove from the cell state and pass as the hidden state. This gate aims to remove noise
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from the output, preventing misrepresentations of the hidden state (short-term memory). This

forces the hidden state to always take values in the range minus one to one (Hochreiter and

Jürgen Schmidhuber, 1997). In summary, at each time step some memories are removed and

others are added.

The process of training is repeated until the network reaches an acceptable performance.

The principle of learning is the same as for the simpler architectures. However, the math-

ematical description of the backpropagation algorithm gets more complicated. The reverse

pass measures the error gradients over all connections traversing backward to the input layer.

Like before, based on the error signal the weights are adjusted in the direction of the lowest

error.
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(b) The cell state, the long term dependencies.
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(d) Candidate information:

C̃t = tanh
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)
The input gate: it = σ

(
Wi [̇ht−1,xt ]+bi
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(e) Updating the cell state, Ct = ft ∗Ct−1+ it ∗C̃t
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(f) The output gate: ot = σ

(
Wo [̇ht−1,xt ]+bo

)
Updating the hidden state, ht = ot ∗ tanh(Ct)

Figure 3.13: Walk trough the components of a LSTM and the relevant equations. Extension

of example provided by Leon (2018) , inspired by Olah (2015) .
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3.2.4 Convolutional LSTM
A variant of the LSTM network is the Convolutional Long Short-Term Memory (ConvL-

STM), which was originally developed for the application of precipitation nowcasting in

2015. This architecture has the potential to solve problems varying in time and space. The

difference between this and the general LSTM is that the standard ANN (see Figure 3.2)

is replaced by CNN (see Figure 3.9). This allows the LSTM network to support multi-

dimensional data, capturing its spatiotemporal structure.

Xt+1

Xt

Ht+1,Ct+1

Ht ,Ct

Ht−1,Ct−1

Figure 3.14: Structure inside ConvLSTM. Illustrating the differences in input to a Con-

vLSTM cell and a LSTM cell. The inputs and states are now vectors standing on a grid.

The actuvation, also know as future states is now a function of the input and passed states

of the pixel and its neighbors. This is archived using the convolutional operation in the

input-to-state transition and the state-to-state transition. Inspired by Shi et al. (2015) .

Preserving the structure from Figure 3.13a, and making small changes to the equations

used to forward propagate the input, the multiplicative gates are now replaced with con-

volution. Figure 3.14 shows the dimensions of states and input, the inner structure, in a

ConvLSTM.

Equations (3.5) - (3.9) describes the forward propagation through a ConvLSTM.

ft = σ
(
Wx f ∗ xt +Wh f ∗Ht−1 +Wc f ◦Ct−1 +b f

)
(3.5)
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it = σ (Wxi ∗ xt +Whi ∗Ht−1 +Wci ◦Ct−1 +bi) (3.6)

Ct = ft ◦Ct−1 + it ◦ tanh(Wxc ∗Xt +Whc ∗Ht−1 +bc) (3.7)

ot = σ (Wxo ∗Xt +Who ∗Ht−1 +Wco ◦Ct +bo) (3.8)

Ht = ot ◦ tanh(Ct) (3.9)

Here ◦ denoted the Hademand product, which is a component wise multiplication, and * is

convolution. For an arbitrary time step, t, Ht denotes the hidden state and Ct is the cell state,

σ is the sigmoid function (see Equation (3.2)), tanh the hyperbolic tangent (see Equation

(3.3)), and Wcomponent,gate denotes the trained weights of components and gates (Shi et al.,

2015).

3.2.5 Padding
As mentioned related to Figure 3.9, the convolution operation shrinks the dimensions of the

feature map, according to Equation (3.10). The degree of shrinking depends on the filter

size, f × f , padding, p and stride, s. Stride determine how you convolve around the input

volume. It is the step length between applied filters. For an input of dimensions n× n, the

resulting output dimension, o×o is given by Equation (3.10).

o =
n+2p− f

s
+1 (3.10)

Padding zeros along the edges has an additional benefit of including the signal originating at

the boundaries. For some applications it is useful to have the same shape of input and output.

This is called “padding same”. Equation (3.11) calculates the amount of padding necessary

to preserve the dimension of the input volume. Derived from Equation (3.10) inserting o = n

and solving for p.

p =
n(s−1)− s+ f

2
(3.11)

3.3 Autoregressive Models
In the following discussion, these conventions are adopted. Typographical emphasis is used

to distinguish between dimensions, yn denotes a discrete value at position or time, n, the
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vector, y and Y denotes the matrix. X always contains the input data, and y always contains

the predicted. The markers ,̃ˆand¯can be used in combination with the above, describing the

ỹ denotes the desired value, the predicted ŷ and the mean of y, ȳ.

The AR-model is a form of linear model where values from previous time steps are included

as predictor variables. In discrete form it is described by Equation (3.12) and in matrix form

by Equation (3.13), here a prediction at time, n, ŷn is the linear combination of the values

at i, earlier time steps, yn−i, their corresponding weights, βi, and β0, the bias (intercept),

corresponding to the intersection of a function on the y-axis.

ŷn = β0 +
N

∑
i=1

yn−iβi (3.12)

ŷ = YT
β (3.13)

Expanding the traditional AR-model to include other predictors, xi, yields the expression,

ŷn = β0 +
N

∑
i=1

yn−iβi +
p

∑
j=1

x jβ j+p (3.14)

Here p denotes the number of predictors, and β j+p the corresponding weights. The other

symbols are described above referring to Equation (3.12).

The weight indices might seem unnecessary complicated at first, but ease the transition to

the vector equation, β = [β0,β1, . . . ,βi,βi+1, . . . ,βp+i]
T . The corresponding input matrix,

X = [1,yn−1, . . . ,yn−i,x0, . . . ,xp]. This can be formulated as a least-squares problem, and the

analytical solution to this optimization problem is found by minimizing the Mean Squared

Error (MSE) loss,

L(ỹ, ŷ) =
1
n

n−1

∑
i=0

(ỹi − ŷi)
2 (3.15)

where ŷ = XT β . Equation (3.17) describes the optimal solution β . Inserting Equation (3.13)

into (3.15), solving Equation (3.16) with the respect of β yields the solution presented in

Equation (3.17).
dL
dX

= 0 (3.16)

β =
(
XT X

)−1 Xỹ (3.17)

The optimal solution is the best solution based on the training data available. The analytical

solution is computationally very fast, as long as the matrix XT X is non-singular and thus its
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inverse exits. For the problem considered in this study there are far more observations than

the number of parameters. This is a indication that XT X most likely will be invertible.

3.3.1 Evaluation
Model evaluation is done based on metrics. This metric is used to determine the ability of a

model to perform a certain task. Varying in space and time, the metrics used to evaluate the

models in this study need to be 3-dimensional.

These metrics are set based on criteria measuring properties of the algorithm, for instance

mean squared error measures the squared distance to the true value, giving a idea on how

well it fits to the target. The expression is shown in Equation (3.18), notice that it is not

scaled. MSE is non-linear and numbers in the range between 0 and 1 shrink, while others

grow exponentially. Mean Absolute Error (MAE) is the absolute value between the same

distances, see Equation (3.19).

MSE(Ŷ , ˆ̃Y ) =
1

n ·m · k

n−1

∑
i=0

m−1

∑
j=0

t−1

∑
k=0

(yi, j,k − ỹi, j,k)
2 (3.18)

MAE(Ŷ , ˆ̃Y ) =
1

n ·m · k

n−1

∑
i=0

m−1

∑
j=0

t−1

∑
k=0

∣∣yi, j,k − ỹi, j,k
∣∣ (3.19)

The absolute value or sum of squares is to avoid penalizing points on the lower side of the

line, it has an additional benefit of not having to deal with negative distances.

3.4 Related work
Deep learning is a young field and ConvLSTM an even younger model. Few studies have

been conducted within DL applied to sequence modeling. The task of object detection or

classification has to this date received the most attention.

The ConvLSTM architecture was developed by Shi et al. (2015) for the task of precipitation

nowcasting. The model used gridded data and the spatial dimension is 100×100 after resiz-

ing it using filters to remove noise. The dataset, named Radar Echo, has 8148 training, 2037

validation and 2037 test samples. Each sample consists of 20 frames, 5 used for input and

15 used for prediction, in other words based on 5 frames the model predicts 15. Shi et al.

report that they have managed to training a model, named ConvLstm3×3−64−3×3−64.

This model has two layers, both with 64 hidden states, used in combination with 3×3 filter.

Theses results are compared to a FC-LSTM-2000-2000 and a traditional model for precipi-

tation nowcasting, the ROVER algorithmn. Both LSTM versions optimize the crossentropy
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error of 15 prediction samples. This metric aims to predict the most likely event. The Con-

vLSTM-model showed superior performance over LSTM and ROVER.

Sun and Liu (2018) applied it to the air quality forecasting problem, using high resolution

data from a period up to two years. They use a combination of distributed data. Weather

data is provided in grids, and air quality observations are point measurements. The weather

data volume at each timestep is a tensor of shape (21× 31× 5). Sixteen months of hourly

data were divided into sequences of 72 frames, 24 for input and 48 for prediction. They

use a learning rate scheduler dropping from 0.01 to 0.001 after five epochs, and gradient

clipping to avoid exploding gradients when training longer sequences. This is combined

with the following filters; 1× 1, 3× 3 and 5× 5. Two or three layers with either 256 or

128 hidden states. The model names are given following this structure, described using an

example. ConvLSTM 3x3-256-2, is a ConvLSTM model using a 3×3 filter, in combination

with 2 layers, both of 256 hidden states. Their work showed a significant improvement over

LSTM.
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4 Results and Discussion

4.1 Dataset - European Cloud Cover
This section presents the developed algorithms necessary for the compilation of the dataset

European Cloud Cover (ECC). It is pieced together from two sources, reanalysis, ERA5 and

METeosat Second Generation (MSG) cloud mask. The common period of 2004 to 2018 is

selected and downloaded size is 17Gb, stored in netCDF-files.

Reanalysis products is as close one can get to observations continuous in time and space.

There is multiple global reanalysis datasets available and they are all different. It depends

on the forecast assimilation system used and observations assimilated (Fujiwara et al., 2017).

ERA5 was elected because of it’s fine resolution and resent release date of January 2020.

Several candidate satellites were considered before arriving at the combination of datasets

presented in this chapter. Spatiotemporal consistency and resolution were given top priority.

The variable cloud mask is provided by many satellites, bringing valuable information in

itself, but also for the retrieval of other variables restricted to cloud free conditions, such as

humidity. The satellite product chosen for this project is the METeosat Second Generation

(MSG). This satellite is in geostationary orbit, and has an exceptional temporal resolution,

with scans every 15min. Knowing that the average lifetime of a cloud is 60min or less, the

selected data set was found to be the most suitable for the purpose of this study (Lohmann,

Lüönd, and Mahrt, 2016, p. 19). The finished dataset, described in detail below, is named

European Cloud Cover (ECC).

4.1.1 Domain
The geographical domain has, for this project, been restricted to latitude, θ ∈ [30,50] and

longitude φ ∈ [−15,25]. The resulting dimensions of the grid become 81×161 pixels. Figure

4.1 shows the domain included in this dataset. The domain covers Central Europe and North

Africa. 54% of the domain is land, and 46% is ocean or sea.

4.1.2 Physical basis of variable decision
The overall goal is to investigate whether basic meteorological variables such as temperature,

pressure and humidity are sufficient for prediction of cloud fractional cover with a reasonable
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Figure 4.1: Map showing the domain in the projection available in ECC.

accuracy. Cloud dynamics is far more complicated than what can be describes by these

variables, as discussed in Section 2.1.

This project is a proof of concept study aimed to demonstrate the feasibility of using AI to

parameterize CFC. Employing data driven learning to represent cloud physics and dynamics

in its full complexity requires measurements from technologies not yet invented. If they did

exist, the computational cost would be large and there is no guarantees of state-of-the-art

performance. However, large amounts of data is collected on a daily basis. Understanding

how to utilize the information in these measurements despite its flaws (gaps and artifacts) is

of major importance.

Precipitation formation and cloud optical thickness are affected by changes on a microphysi-

cal level. However, they are undeniably closely related to the macrophysical properties of the

cloud as well. Imagine precipitation without a cloud fractional cover. Reliable estimates of

large-scale variables are available from using reanalyses or other climate models. Restricting

the focus here to the macrophysical aspects of clouds makes it reasonable to choose these as

explanatory variables, thereby ensuring that it is possible to build usable application of this

parameterization in the future.

For this dataset, all these large-scale variables are produced by ERA5. Some variables have

been chosen because they are reliable and fundamental meteorological variables, e.g. tem-

perature and surface pressure. Others were chosen because they are essential in cloud for-
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mation, e.g. specific and relative humidity. The variables were all retrieved from the surface

or the closest pressure level (1000hPa). The rest of this section gives a brief introduction to

their role in cloud formation.

From the weather maps on the news, low and high pressure systems might be familiar terms.

Low pressure systems are often associated with precipitation, while high pressure systems

are associated with nice weather. The Earth is not equally heated due to the its spherical

geometry. Warmer air rises, generating a low pressure at the surface. As the air rises the

temperature within the rising air parcel decreases. From Equation (2.2) it can be shown that

colder air can retain less vapor, enhancing the rate at which saturation is achieved. Under

supersaturated conditions some of the vapor condenses, generating cloud water, forming a

cloud, and occasionally precipitation. Low latitudes and the mid-latitudes of the summer

hemisphere are often associated with this type of convective motions, generating cumulus

type clouds.

In areas of lower pressure, the surrounding air will flow toward the low pressure center to

offset the pressure difference. Induced by Earth’s rotation the Coriolis effect forces winds

of low pressure systems to swirl counterclockwise north of the equator and clockwise south

of the equator, causing an accumulation of air in the center of low pressure system, pushing

it to higher altitudes in the atmosphere. A high pressure system exhibits the exact opposite

behavior, it swirls in the reverse direction, and the air flows from the center. Diverging air

masses cause sinking motions of parcels from higher in the atmosphere to fill the void.

The large scale circulation generate zonal bands of sinking and rising air masses. Warm air

rises at the equator as a result of the Earths’ spherical geometry, this air move poleward,

cools and sinks. The Saharan desert is located in an area of sinking air masses. Despite its

warm temperatures, there is little to no cloud formation and associated precipitation in this

region.

In zones of rising air, bands of clouds are concentrated around fronts. A front is a transition

zone between two types of air masses, usually of different temperatures. Large cloud decks

are generated from the lifting of entire layers. This is likely to happen when the air is forced

to higher altitudes by fonts (warm and cold) or orography (Lohmann, Lüönd, and Mahrt,

2016, p. 79). Norway lies within the zone of westerlies. Low pressure systems frequently

appear along the coast, resulting in a cloudy and wet region.
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The dataset includes both relative and specific humidity. Relative humidity is a measure of

how much vapor the air contains, relative to how much it can hold at a certain temperature.

At relative humidity of 1 the air is at its dew point, and for higher values clouds form. These

conditions are commonly referred to as supersaturated, consequently the variable relative

humidity is “limited” to the range from 0 to 1. However the variable is still a measure of the

identical ratio, and this explains why values exceeding 1 is present in the dataset. Relative

humidity is unitless and for higher values the air is more humid.

Specific humidity is the ratio between mass of vapor and mass of air, with unit of kgkg−1

(Lohmann, Lüönd, and Mahrt, 2016, pp. 53-54). Whether relative or specific humidity is the

better predictor is not clear a priori. The data is gathered from the model level closest to the

surface, at an altitude of 1000hPa. For large scale motions, when friction and the centrifugal

force are less important, the wind field can be derived from the pressure gradients, this is

know as geostrophical winds (Lohmann, Lüönd, and Mahrt, 2016, pp. 81-84).

Observed weather systems depend upon local and large scale interaction between variables.

Different combinations are thought to explain different cloud conditions. For instance sur-

face pressure is thought be a good predictor of frontal systems. The surface humidity, on the

other hand is not. Fronts appear at high altitudes in the atmosphere that surface humidity

is not thought to take part in saturating these airmasses. Therefore, humidity is expected to

have a low predictability for such an event.

In shallow (and deep) convection systems, the air rises from the surface and the tempera-

ture and surface humidity is though to explain this phenomena well. Rising airmasses will

in turn generate low pressure at the surface. The variables temperature, humidity and pres-

sure are assumed to be reasonable predictors for convective activity and the cumulus clouds

responsible for afternoon showers.

4.1.3 Area Weighting Regridding Scheme (AWRS)
Computing cloud fractions based on the cloud mask requires a regridding scheme. Common

schemes for solving similar tasks are mean, nearest neighbor or area weighting. For this

particular task, the pixels are of uneven size and the area weighted scheme seemed most

appropriate.

This section provides a step-by-step description of the necessary data processing done for the

compilation of ECC, transforming clouds masks provided in space-view to cloud fractions on
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a uniform grid. EUMETSAT doesn’t provide suitable software to tackle this particular task

(personal communication EUMETSAT staff). Building the dataset requires the implemen-

tations of software with functionality to perform the regridding, described in detail below,

named the Area Weighting Regridding Scheme (AWRS).

The regridding algorithm consists of two modules; (1) detection and (2) area weighting al-

gorithm. Let the subscripts denote the dataset pertaining to a particular grid. GridMSG refers

to the space-view grid of the METeosat Second Generation and gridECC refers to the uniform

grid originating from ERA5. Note that gridECC is identical to gridERA5. The detection algo-

rithm, computes the co-location of pixels across grid and determines the contributing pixel

from gridMSG to gridERA5.

The pixels are then classified into the different categories such as corner, center, left, right,

upper and lower boundary. These categories are later used to isolate the portion of the pixel

contributing to gridECC. The second module, the area weighting, consist of the category

based area weighting algorithm based on the developed equations.

Equations describing grid area

Since Earth is spherical the pixels areas are computed using spherical coordinates. Figure

4.2 shows a square projected on to a sphere. Deriving the equation for computing the area

of a square in spherical coordinates, requires integrating over changes in latitude, dθ and

longitude, dφ . In Equation (4.1) the variables of integration are given a prime to keep them

distinct from the integration boundaries. The general expression for the area of a square in

spherical coordinates, is given by the following integral,

A = R2
∫

θ+δθ

θ−δθ

∫
φ+δφ

φ−δφ

cos
(
θ
′)dφ

′dθ
′ (4.1)

the equation can be rewritten into,

A(θ ,φ ,δθ ,δφ) = 2R2 (sin(θ +δθ)− sin(θ −δθ))δφ (4.2)

where R = 6378km denotes the distance to Earth’s center, θ the latitude and φ the longitude.

Equations (4.1) and (4.2) can be related to Figure 4.2 by setting dθ = 2δθ and dφ = 2δφ .

The implementation is scaled by R, to avoid unnecessary large values. Multiplication fol-

lowed by division of the same number provides no additional information, and there is the

off chance of introducing additional numerical errors.
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Figure 4.2: Mathematical properties of a square projected onto a sphere.

The equations used to compute the area weighted cloud fractional cover are as follows,

CFCECC =
1
A

N

∑
i=0

aimi (4.3)

where,

A =
N

∑
i=0

ai (4.4)

Inserting mi = 1 ∀ i ∈ [0,N] into Equation (4.3) results in CFCECC = 1, independent of ai,

proving that the minor overlap between pixels in Figure 4.4 does not affect the range of cloud

fractions, which remains between 0 and 1.

Estimating properties of gridMSG

The coordinate information is provided in grids of latitudes, θ (degrees north), and longi-

tudes, φ (degrees east) values. The coordinate represents the center of a pixel. To acquire

the information about the extent of cells in a non-uniform grid requires some simplifica-

tions.
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Figure 4.3: Illustrating the relative size of three neighbouring pixels on a sphere in the

space-view grid provided by EUMETSAT. The following example explain the changes in

longitude, φ , varying in eastward direction, denoted i. The expression is shown in Equation

(4.5). The same principles applies in the latitudinal direction, see Equation (4.6).

Computing the area weighted average of cloud masks requires detecting the pixels of gridMSG

contributing to the gridERA5 cell, and computing their area. The pixels are classified into five

categories; center, left, right, up and down boundary. The cloud mask pixels are smallest at

the nadir point, increasing in all directions. Figure 4.3 illustrates this by showing an example

of three neighboring pixels. In this example the apparent pixel size increases going eastward.

Consequently, there is an asymmetry between neighboring pixels. The distance from the

center to the right and left neighbor is unequal. In order to take advantage of the analytical

expression derived in Equation (4.2), the extent of a contributing pixel is approximated by

averaging the right and left distances. The categorization is illustrated in Figure 4.4 using

different colors.
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Figure 4.4: Example showing the contributing pixels to the remapping of pixel (25,45).

The pixels from the satellite are classified into corner (grey), center (pink), right (purple),

left (yellow), lower (green) and upper (blue) boundary. The dense black line is the pixel in

gridECC, and the other pixels shows the contributing pixels from gridMSG.

Approximations of dφ and dθ have been made based on the two-dimensional fields of lati-

tude and longitude values according to the below equations. Longitudinal values vary along

the first dimension, denoted with index i. The estimated half of the extent of a pixel in

gridMSG is approximated by Equation (4.5). Latitudinal changes are in north-south direction,

along the second-axis, here denoted with index j. Equation (4.6) describes the distance from

the center to the upper and lower boundary.

δφi, j =

∣∣∣∣φi+1, j −φi−1, j

4

∣∣∣∣ (4.5)

δθi, j =

∣∣∣∣θi, j+1 −θi, j−1

4

∣∣∣∣ (4.6)

The “square” in gridMSG resembles a trapezium, as illustrated in Figure 4.3. As far as the

author knows, an analytical solution for the area of a trapezium in spherical coordinates does

not exist. Also, it is not clear if approximating the area with another numerical method would

reduce the overall uncertainty. However, it would most likely increase the computational

time. A visual inspection of the relation between both grids is provided in Figure 4.4. Based

on the small overlapping areas, it appears to be a reasonable simplification at the latitudes and

longitudes of interest. This particular pixel was chosen since the largest overlap is expected in
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the periphery of gridECC. The inclusion of the boundary pixels involve estimating the “new”

center and the extent of the contributing portion, defined as the subset falling within the

boundaries of gridECC. Due to the small overlap between contributing pixels, occasionally

more than four pixels are classified as corners. For the sake of simplicity the corner pixels

where omitted from the calculations of cloud fraction. This may have caused the circular

pattern shown in Figure 4.5. The areas decrease poleward, as illustrated in Figure 4.6. This

again has most likely enlarged the radius of the circular pattern.
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Figure 4.5: The surface areas of pixels decreasing poleward. Note, the pattern appears to

be more pronounced close to the meridian decreasing in both east and west direction.

4.1.4 Verification of AWRS
The regridding scheme is a set of algorithms. Before the production of the full dataset it is

important to verify the correctness of the algorithms of AWRS.

The computations of the areas are the foundation of the AWRS, and it is crucial to verify that

the algorithm is correct. CDO (Schulzweida, 2019) provides functionality to compute grid

areas of a uniform grid using the code inserted below.

$ cdo gridarea era5data.nc gridarea.nc

To verify the implementations of Equation (4.2), the grid areas of ERA5 are computed using

both CDO and the self implemented algorithm. Both versions produce the same results. Note

that the self implemented code is scaled by R.
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Figure 4.6: Sketch illustrating the relative size of neighboring pixels in uniform grid of

ECC, projected onto spherical coordinates. The areas of pixels in a uniform grid decrease

poleward.

A reason for confusion in the process of developing the AWRS algorithm arose from the

different rotations of the data provided by the GRIB and netCDF files. The coordinate in-

formation is available in netCDF, but the file-size is too large to store all data in this format,

therefore the data is downloaded in GRIB, as mentioned in Section 2.5.4. The GRIB-file is

provided as the left and right flipped version of the netCDF-file. A fast modular test to check

the regridding routine is to insert the raw data including the land and sea masks. Figure 4.7

shows a example of the regridding of the raw data from May 2, 2009. Clouds are illustrated

in white, land mask in teal and sea in purple. The original data also include the category off-

earth disk, this is not a member of the chosen subset. By regridding the raw data it quickly

becomes apparent whether the correct domain has been used, and evident if the algorithm

generates any discontinuities in space.
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Figure 4.7: Result from regridding the raw MSG CLM product, which includes land and

sea masks in the absence of clouds. Land is illustrated in teal, sea in purple and clouds in

white.
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Figure 4.8: Heatmap summarising missing hours per month for all years.

4.1.5 Missing Data
Missing values are inevitable when working with observational data. Sensors occasionally

fail to collect measurements and data is missing. This can either be individual pixels or

entire disks. In this project single NaN values are no pressing issue since they are remapped

to fractions by using the area weighting of the other values. Contributing NaN pixels are

counted and stored for future use in ECC. In some cases the sensor fails to scan and in other
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Figure 4.9: Barplot showing the monthly sum of missing values. This excludes the contri-

bution from the period of 2004 before the satellite was operational.

cases the data has been destroyed prior to archiving. Independent of the cause, the result is

the same, the data can never be recovered. Further down the chain of supply, the missing data

can cause issues for the process of downloading data. Corrupt data can enter infinity loops

without being detected by EUMETSAT. One request amount to approximately 3.5 months

of hourly data. The combination of corrupt data and maximum number of pending requests

(20) have cause some delays in preparing the dataset.

Missing timesteps result in missing disks. When available the closest time step within the

previous and trailing 45 minutes is used to fill the gap. A summary of missing values per

month in the data set is provided in Figure 4.8. Aggregation of missing values per month

is presented in Figure 4.9. The plot is ment to illustrate any seasonal biases. The months

of 2004 prior to the time at which the satellite became operational are not included in the

statistics of missing values.

METeosat provides a two satellite system, and occasionally both the standby and the oper-

ational sensors scan at the same time, as mentioned in Section 2.5.3. In cases of technical

failures, the standby scan is used. The scans are done from a different nominal position.

However, the coordinate systems remain the same, since the standby scan is rectified to

the position of the operational satellite before the product is released (personal communica-

tion EUMETSAT staff). Comparing simultaneous measurements for the operational and the
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Figure 4.10: The results after regridding reveal an artifact. This is a snapshot from May

2, 2004 at noon. The frequency of occurrence is currently unknown.

standby METeosat satellites, it becomes clear that they are dissimilar. However, this does

not occur very frequently and there has been no effort in quantifying the magnitude of the

parallax, to correct for the bias this may introduce.

Manually generated datasets are prone to human error, especially in the case where users

need to download individual time steps to fill the gaps. The instances of missing values

were double checked. In summary the workflow has been as follows: the author downloaded

the data, detected missing times and manually chose the closest time step available within

the previous and trailing 45 minutes. In retrospect, the downloading options (API or GUI)

provided by the satellite service should be taken into account when choosing the data.

4.1.6 Masks
The land sea masks are provided by Norwegian Meteorological Institute (MetNo). In its

original format the masks have a 0.1o resolution and global coverage, not including the polar

regions. These are regridded to a suitable resolution of 0.25o using functionality available

in PyAEROCOM (MET Norway, 2020). This is a python toolbox developed within the

Aerosols Comparisons between Observations and Models (AEROCOM) project. To avoid

storing redundant data, only domain specific data is made available in the project supple-

mentary repository. For more details on supplementary material, see Section 4.2.1.

Filters available in the supplementary material are land, sea, coastline and artifact. The
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Figure 4.11: Figure shows all filters, in white, available in the python package “sci-

clouds”.

coastline is defined to be all pixels that are not either 100% land or sea. A threshold based

binary classification is used to separate the coastline pixels into land or sea. The threshold

is set to 50%. Pixels containing at least 50% of sea are most likely affected by maritime

conditions, making it reasonable to classify them as sea pixels.

Based on a visual comparison to Figure 4.10, the artifact is defined to be all coastline pixels

obeying the following inequality.

θ +
1
3

φ < 40 (4.7)

All filters are displayed in Figure 4.11. No efforts have been made to remove the artifact
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from the data.

4.1.7 Statistical Properties in ECC
To summarize and present the content of ECC, statistical properties are used. For clarity,

the period used in this section is 2004 to 2018. The properties selected in this study are

mean, minimum (min), maximum (max), median, Standard Deviation (STD) and Median

Absolute Deviation (MAD). The most important results are presented in this section, and

complementary figures can be found in the Appendix A. The data varies in space an time.

Statistical properties are calculated over one or both of these axes.

Statistics over space and time

To study the statistical properties at different parts of the domain the filters, shown in Figure

4.11, were applied to the data before computing the statistical properties. Figure 4.12 shows

a barplot summarizing the statistical properties for the five variables (Temperature, Surface

Pressure, Cloud fractional cover, Specific and Relative humidity) and four filters (coast, land,

sea and all). It shows minor differences between the statistical properties applied. The largest

difference can be seen in the maximum value of relative humidity, where the maximum above

land is larger than that above sea. The relative difference in magnitude between MAD and

STD and the other variables from the reanalysis dataset, is solid. Most likely because the

data is smoothed as a consequence of using assimilation model.

Temporal statistics

Figure 4.13 shows the spatially averaged monthly mean values for all variables. Seasonal

effects and differences between land and sea are evident among all variables. For temperature

and relative humidity, a more pronounced seasonal cycle over land, compared to sea, is

evident. The remaining variables appear to have a small shift towards higher values over

the sea. This is as expected, the pressure decrease with altitude and the sea is a source of

humidity. On a monthly average the temperature over land is higher than the sea, but the

difference is small, a couple degrees.

The spatially averaged time series for the first week of September in 2012 is shown in Figure

4.14, illustrating the relative strength of the signal fed into the input sequence. As a reference,

the signals over land and sea are provided. All variables display diurnal variations. The

figure shows small diurnal variations over sea, for all variables except clouds. In this week

in September 2012, the temperature in ERA5 is remarkably constant. Varying within one

degree and the temperature at sea, nothing at all. Remember that these variables stem from
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Figure 4.12: Bar plot showing global statistics for different filters.

the hourly reanalysis product, and the variables, except for clouds, show little variation, the

amplitudes are nearly constant and the lines of values don’t cross each other.

The complete series of first weeks of the remaining months of 2012 is shown in Appendix

C. Under the assumption that the first week of a month is representative for that month. This
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Figure 4.13: Spatially averaged monthly values. Filters are applied for land and sea.

series show that the diurnal changes of temperature and relative humidity vary most within

the course of the year.

Note the spike appearing on September 2, 2012 in Figure 4.14. To examine this event Figure

4.15 was produced. From studying the evolution of the cloud cover it doesn’t appear to be a

numerical artifact. It is simply looks like there is a low pressure system centered in Europe,

able to raise the cloud cover from 0.4 to 0.7 within one hour. Recall, that low pressure system

swirls counter clockwise north of Equator, as mentioned in Section 4.1.2 .
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Figure 4.14: Spatially averaged evolution of variables in ECC in the first week of Septem-

ber 2012.

Temporal statistics

All the statistical properties computed over time for the variable CFC in ECC are plotted in

Figures 4.16 and 4.17. Similar figures for the remaining variables in the dataset are presented

in Section A.1. With the exception of minimum and maximum values, the cloud cover is

affected by the coastline, on average there is a lower cloud fractional cover at the coast. In

large regions the median value is one, revealing that in these areas more than half of the
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Figure 4.15: Evolution of the spike detected in Figure 4.14.

datapoints are 1.

The mean values displayed in Figure 4.16 show that on average the coastline has a lower

cloud cover than the adjacent areas. This is supported by the bar plot, see Figure 4.12.

Figure 4.5 shows the patterns of magnitude of the areas contributing to a pixel. As expected,
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Figure 4.16: Contour plot showing the local (pixel) statistics for cloud fractional cover.

the minimum value is zero and the max is one. This tells us that in the course of a 14 year

period, all pixel are cloudy and clear at least once. The standard deviation, shown in Figure

4.17, is higher over land. This indicate a larger variation in cloud cover in these regions.

The median and MAD show similar patterns, this is not surprising since MAD is short for
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Figure 4.17: Deviations in cloud fractional cover.

Median Absolute Deviation, where the lowest values are found along the coast.

Correlation between cloud cover and environmental variables

Correlation describes how strongly a pair of variables are linearly related. A positive corre-

lation tells you that an increase in one variable results in an increase in the other. A nega-

tive correlation describes the opposite connection, implying that an increase in one variable

causes a decrease in the other.

The linear correlation coefficients from pairs of cloud cover and environmental variables

such as temperature, pressure, relative and specific humidity are shown in Figure 4.18. Re-

call that all environmental variables are produced by a reanalysis. Pink illustrates negative

correlation while green illustrates a positive correlation. Note that different patterns emerge

from all variables.

Over land relative humidity is dominated by positive correlation with cloud cover, although

some parts of Africa and the sea in the eastern Mediterranean have a negative correlation.

The image of the surface pressure is remarkably similar, showing a similar pattern but with

opposite signs. The negative sign seems reasonable, since high pressure is often associated

with sinking motions in the atmosphere and clouds are formed by rising motions.

Specific humidity shows a clear shift at longitudinal degree 10. The land area in the west

shows positive correlation with cloud cover while the eastern part shows a negative correla-

tion.
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Figure 4.18: Contour plot showing the correlation coefficient between environmental vari-

ables and cloud fractional cover.

In most locations temperature is negatively correlated with cloud cover except in parts of the

Alps, north coast of France and in north Africa. This seems reasonable since warmer air can

retain more vapor.

4.1.8 Summary
ECC is comprised of five variables; temperature, pressure, cloud fractional cover, relative

and specific humidity. These are collected from two sources; ERA5 and EUMETSAT. The
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resolution available in ERA5 was preserved, while remapping the cloud mask to cloud frac-

tional cover. The final product consist of hourly data on a 0.25o uniform grid resolution in

the period from April 2004 to December 2018. Cloud fractional cover (CFC) is produced

from area weighting cloud masks. The AWRS is described in Section 4.1.3. The remaining

variables are on their original format as provided by European Centre for Medium-Range

Weather Forecasts (ECMWF). A summary of the original sources of the dataset is given in

Table 4.1. More details on ERA5 is available in Section 2.5.1 and for the cloud mask in

Section 2.5.4.
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ERA5 MSG

Type Variables Type Variables

Surface
2m Temperature

Surface pressure Satelite retrival Cloud Mask

1000 hPa
Relative Humidity

Specific Humidity

Projection Uniform grid Space-view grid

Spatial resolution 0.25o -

Output Frequencey Hourly 15 min

Availability

1979-onwards

The periode 1950-onward is expected

to be available for use sometime in 2020.

2004-onward

License
Open Access. Need user

from Copernicus Data Storage.

Researcher Licences

to get 15min resolution.

Open access (need user)

at hourly resolution

Table 4.1: Summary of data used to compile ECC.
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4.2 Computer Experiments
This section describes the setup and configuration of the computational experiments con-

ducted in this study, and the accompanied results. The first sections provide details on

framework, structure and implementations. The following sections describes the experimen-

tal design for the ConvLSTM- and AR-models, focusing on the hyperparameters optimized.

All models are evaluated on their ability to reproduce the cloud cover in the period from

2014 to 2018. At the end, the best configuration from each of the statistical models are

evaluated on their ability to produce a 24-hour cloud cover forecast and compared against

existing parameterizations in ERA5.

4.2.1 Framework, Structure and Implementation
The numerical methods used in this study are described in Chapter 3. The code is avail-

able on GitHub in the project repository named “MS” on https://github.com/hannasv/MS.

Instructions for downloading reanalysis (ERA5) data using python is provided. MSG data

is available via Earth Observation Portal on EUMETSAT’s web pages. The dataset, ECC, is

not published because of a licenses on the MSG data.

The code is developed in Python 3.7, a popular language for scientific software develop-

ment. The source code is stored in the package sciclouds, made available on GitHub through

the project repository. Developed modules draw inspiration from the structure of scikit-

learn (Buitinck et al., 2013). The ConvLSTM is implemented using Tensorflow’s keras

API (Martin Abadi et al., 2015) which simplifies many aspects of building and executing

machine learning models. To utilize the analytical solution the AR-models are trained and

evaluated using self-implemented modules. The python package “sciclouds” provides a self-

implemented version of AR-models, using the analytical solution to the least squares prob-

lem derived in Section 3.3.

Visualizations are generated using Matplotlib (Hunter, 2007), Seaborn (Waskom et al., 2014)

and maps using the package Cartopy (Met Office, 2015). Other illustrations are developed

using TIkZ, a language used for producing technical illustrations within the environment of

LaTeX.

The package versions are documented in the requirements.txt and the project environment

called “sciclouds” is ready for installation. This is a conda environment, the yaml-file lists

the Python packages and requirements necessary for running this code. Below you find the
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code example for cloning the project and installing the environment.

git clone https://github.com/hannasv/MS.git

cd MS

conda env create -f environment.yml

conda activate sciclouds

python setup.py install # installing package from source

Supplementary material for remapping satellite data and filtering masks is available in the

supplementary repository https://github.com/hannasv/MS-suppl. The filters are generated

from within the environment of PyAEROCOM (MET Norway, 2020).

4.2.2 Hardware
The experiments described below, are conducted on a DGX-2 system consisting of 16 NVIDIA

Tesla V100 GPUs, each of 32Gb local memory and 1.5Tb shared memory. The data is stored

on a Remote Direct Memory Access (RDMA) accessed over Infiniband. The DGX-2 sys-

tem is designed for a high level concurrency and scheduling workers competing for system

resources. More detailed hardware specifications is provided in Table 4.2.

Device Type

GPU Tesla V100-SXM3-32GB

CPU DualProcessor AMD Epyc7601 (SMT2) w/2TB ram and 4TB NVMe

Table 4.2: Hardware specifications for the test environment used on eX3. The operating

system is Ubuntu 18.04.4.

4.2.3 Training, validation and test split
Gradient methods are at the heart of every machine learning algorithms. This type of op-

timization is based on the principle that the model is continuously evaluated against the

validation dataset and weights are adjusted to reduce the loss. This raises the need for two

datasets during training. The AR-models are computed based on an analytical solution and

have no need for the extra data set.

Based on the assumption the most recent partition is most representative for the near future,

both models were tested on the period 2014 including 2018. The AR-model is trained on the
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period 2004 to 2013, while the ConvLSTM-model is trained on 2004 to 2011 and validated

on 2012 to 2013.

Other notable differences in the input data is related to handling missing values. The AR-

models use shorter sequences, and samples containing missing values are simply removed.

The ConvLSTM-model utilize longer sequences, and missing values are replaced by the

out-of-sample value, c = 1.5.

4.2.4 Autoregressive models
Traditionally an AR-model describes time-varying processes as a linear combination of its

previous values, and for some models in this study it also includes other meteorological

values. An AR-model is composed of 13041 individual regression models, one for each grid

box (see Section 3.3).

In the search for the best model configuration, four hyperparameters have been tuned. These

are feature scaling of the predictors, the inclusion of bias, number of lags and a potential

inclusion of environmental variables. Varying combinations of these parameters results in

the set of models trained in this study. The optimization strategy used is starting with the

simplest models and gradually increasing the complexity.

Feature Scaling

Feature scaling is used to standardize the predictor variables.

x =
x− x̄

STD(x)
(4.8)

The transformation is computed by applying Equation (4.8) to the predictors, represented by

x, x̄ represent its average and STD its standard deviation. The resulting data has a reshaped

distribution resembling a standard normal distribution, with zero mean and unit variance.

This offers an additional benefit of increased numerical stability.

It is important to perform the transformation after the data is split into training and test. The

mean and standard deviation should be computed based on the training set and applied to

both sets. The model is trained to find relations in transformed data. Consequently the test

data need to be transformed before the model can be evaluated.

The partitioning of datasets prior to the transformation is necessary to avoid a information

leak between the test data and the trained model. If it was done differently it would result in

an unrepresentative measure on performance.
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Lags and Environmental variables

The dataset prepared for a particular model is determined by the number of lags and the

inclusions of environmental variables (temperature, surface pressure, relative and specific

humidity). This controls a models the degrees of freedom. All models are trained either on

the full set of environmental variables or none of them. They never appear in isolation.

Lags describe the number of previous timesteps of CFC included as a predictors. For ex-

ample, if the lag is three, L = 3, then the CFC is predicted based on the cloud cover for

the previous three hours. Utilizing all time steps up to and including three hours back in

time.

Experimental setup

The naming conventions for the AR-models used in this study ART BL or T RT BL . AR or

T R describe whether the environmental variables are included in the dataset of not. T R

is short for traditional and represents the case when environmental variables are omitted.

AR represents the opposite, their inclusion. B represents bias, T symbolizes that scaling

predictors is applied and Lx reveals the number of lags, represented with x.

To ease the understanding of the naming convention used, Table 4.3 provide four examples.

Applying the following convention, × denoted not applied, �denotes applied. The hyperpa-

rameters bias and transformation of the predictors is mutually exclusive. Applying both have

no benefits as the transformation cancels the effect of the bias when subtracting the mean.

Feature Scaling Lag Environmental Variables Bias

T RB1 × 1 × �

ARB0 × 0 � �

ART1 � 1 × ×

ARB4 × 4 � �

Table 4.3: Example configuration of AR-models, where × denoted not applied, �denotes

applied.
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Figure 4.19: Heatmap showing the area averaged test MAE for all the AR-models included

in this work. AR represent the inclusion of environmental variables, T R represent the

opposite, B is bias and T is the feature scaling, transforming the distribution of the input

data.

Evaluation

The models are all evaluated using Mean Absolute Error (MAE) and the AR-models are

optimized to fit the next timestep, not longer sequences. Figure 4.19 shows the performance

of all AR-models included in this study, varying the number of lags on the first axis and

the other hyperparameters on the second axis. The score is computed by using Equation

(3.19), and putting the parameters m = 81, n = 161 and k = 43824. With the exception of

the AR−T -configuration, most models increase most rapidly in performance when adding

the first lag. The performance continues to increase for larger numbers of lags, but at a

much slower rate. This indicates that the cloud cover at previous timesteps is indeed a useful

predictor. The largest variations in performance is caused by varying configurations of AR,

B, T and T R.

The configurations employing feature scaling, T have the overall lowest performance. A grid

MAE of roughly 0.5 is high when the target varies in the range from 0 to 1. The inclusion of

a bias in combination with AR improves the performance, while for T R it has the opposite

effect and decreases the performance. In conclusion, T is not a setting suitable for the cloud

forecasting problem.
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The T R-configuration performs a lot better than T , and the set of models have an MAE close

to 0.14. Since AR outperforms T R for all configurations, except for T , this indicates that the

environmental variables provide useful information.

Relatively small gain, may still be important, and the skill of the best model, AR−B−L5,

is 0.04901, which is excellent. This shows that there is enough information in the set of

environmental variables and previous cloud cover to predict cloud cover one hour into the

future.

Parameterizatin cloud cover using AR−B−L5

Figure 4.20 shows the weights in AR− B− L5. Note that the colorbars are different for

all subplots, but the colors are consistent, with red being positive and blue negative. The

AR-model is a weighted sum over all the variables. Negative input values are unphysical.

With the exception of r, negative values are not present, as documented in Section A.1. In

the case of relative humidity, r they are rarely present, but exist, and the minimum values

is −6.6505. The surface pressure weight is negative for the entire grid. Higher values of

surface pressure will cause large reductions in cloud cover. This is in agreement with the

cloud physics described in Section 4.1.2, stating that areas of high pressure are associated

with descending airmasses, which do not lead to cloud formation.

For the other variables, positive values contribute to cloud formation and negative values

to dissipation. By studying the weights of the five hours of previous timesteps, it is clear

that they all contribute in producing the predicted cloud cover. L1 have the highest weights,

reaching a maximum of 0.9, and is nearly constant over the entire grid. In comparison the

weights of other lags are small, and this may explain the minor change increasing number of

lags, shown in Figure 4.19.

The behavior of relative and specific humidity is puzzling. They exhibit the approximately

opposite behavior. North Africa has one sign, and Europe has another. In most regions where

relative humidity appears to promote clouds, specific humidity appears to reduce the cloud

cover. The specific humidity has values of q̂ 0.005 see Figure A.4 and for relative humidity

values are r̂ 75, which makes them the same order and the weighted sum can potentially

cancel.

In most areas of the European continent temperature is a positive indicator for cloud forma-

tion. The temperature weight also shows an opposite spatial distributions compared to that

70



CHAPTER 4. RESULTS AND DISCUSSION

Figure 4.20: The weights of the AR−B−L5-model.
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of specific humidity, thereby resembling the weight of relative humidity.

4.2.5 Convolutional LSTM
The formulation of the air quality forecasting problem presented by Sun and Liu, see Section

3.4 is similar to the formulation of the cloud fractional cover forecasting problem presented

in this study. This study adopts the machine learning setup in Sun and Liu (2018) . Manual

tuning of the models is applied to avoid a breakdown of the computer caused by too many

parameters. When building ConvLSTM networks, the list of tunable parameters is extensive.

These hyperparameters are divided into subsets of tuned and constant parameters.

The following section describes the tuned hyperparameters, batch size, sequence length,

number of hidden states and the dimensions of the filter. The dataset is partitioned into sub-

sets called batches. The batch size is the number of sequences a weight update is based on.

Epochs describes the number of times the model loops over the entire dataset. The sequence

length is the number of timesteps a model is optimized to learn to predict. The number of

hidden states it the number of kernels it learns in each layer. The kernel dimensions de-

termines the number of neighbors influencing an activation. Using 1x1-filter results in the

state-to-state transitions similar to AR-models by removing interactions between adjacent

pixels. A more detailed description on these parameters is provided in Sections 3.2.1 to

3.2.4.

This section describe the hyperparameters kept constant. A model consist of a set of Con-

vLSTM-layer, between each layer there is a Batch Normalization (Batch Norm)-layer (im-

plemented using default settings). This type of layer was introduced by Ioffe and Szegedy

(2015) first implemented for a CNN. The results showed three benefits, the network was

less sensitive to the weight initialization, higher learning rate and it did not need dropout.

Dropout is another hyperparameter, which randomly removes some of the trained weights

to prevent overfitting. This is computationally expensive, disabling dropout accelerates the

training process. “Padding same” is applied to all ConvLSTM-layer, to make sure the input

and output dimensions are the same, see Section 3.2.5. The model returns a sequence and

the input sequences are not shuffled. The dimensions of the output layer are determined by

the task at hand. To produce a cloud cover forecast the output kernel and number of hidden

states need to be one.

The weights were initialized based on the scheme “LeCun uniform” (Lecun et al., 1998).
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Callbacks such as terminate on NaN’s have been applied to avoid prolonged training time.

The optimizer ADAM is used with the following settings, learning rate= 0.001, beta1= 0.9,

beta2 = 0.999, epsilon = 1e−07 (Kingma and Ba, 2015). The default settings in Tensorflow

use epsilon = 1e−08. The loss function is Mean Squared Error (MSE), and the models are

evaluated based on Mean Absolute Error (MAE). Both metrics are described in Section ??.

A list of compiled non-trainable architecture are included in the Appendix D as a reference

point for further studies.

Experimental setup

Models are given names based on an extension of the convention from Shi et al. (2015)

. The batch size and sequence length is included and the resulting naming convention is

ConvLST M −Bx − SLy − hidden states− f ilter× f ilter. Table 4.4 provide a set of example

configurations, here the square brackets list the number of hidden states (or kernels), and the

position of the layer. If the bracket has three members the network has three layers.

ConvLSTM Model Sequence Length Batch Size Hidden States Kernels

B10 −SL24 −16−3×3−16−3×3 24 10 [16, 16] [3, 3]

B10 −SL24 −32−1×1−32−1×1 24 10 [32, 32] [1, 1]

B10 −SL24 −32−3×3−32−3×3 24 10 [32, 32] [3, 3]

B10 −SL24 −32−5×5−32−5×5 24 10 [32, 32] [5, 5]

B10 −SL24 −8−3×3−8−3×3−8−3×3 24 10 [8, 8, 8] [3, 3, 3]

B5 −SL6 −32−3×3−32−3×3−32−3×3 6 5 [32, 32, 32] [3, 3, 3]

Table 4.4: Examples of -model names and their configurations.

Evaluation

The input volume of ConvLSTM-models are different from the AR-model, and the axis

“batch” and “sequence length” are merged before the score is computed by using Equation

(3.19), and putting the parameters m = 81, n = 161 and k = 43680. Note that the k value is a

bit smaller than for AR-models, this is caused by employing “drop remainder batch” during

training. Figure 4.21 shows the loss curves in the training process for all the compiled models

in this study. As expected, they all “learn” the most rapidly in the beginning of the training

process. This is shown in the figure as the steep drop in loss between the first and second

epoch.
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Figure 4.21: The loss of the trained model as a function of epochs.

From Figure 4.21 and Table 4.5 it is clear that the best performing ConvLSTM-model is the

ConvLST M −B10 − SL24 − 32− 3× 3− 32− 3× 3. The run can be seen as the red line in

both the figure and table. It has the lowest test and validation loss after 40 epochs, though

another model ConvLST M −B5 − SL6 − 32− 3× 3− 32− 3× 3− 32− 3× 3 has a better

training loss. As might be deduced based on the similarities in the names, the two models

have similar architectures. The last model has an additional layer, this may have allowed it

to learn a better representation on the training data presented, however the skill of predicting

on unseen data is most important. The best configuration is therefore ConvLST M −B10 −

SL24 −32−3×3−32−3×3.
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ConvLSTM Model Train Loss Val Loss Test Loss Num. Params.

B10 −SL24 −16−3×3−16−3×3 0.1779 0.1547 0.1575 30 296

B10 −SL24 −32−1×1−32−1×1 0.1817 0.1617 0.1649 13 464

B10 −SL24 −32−3×3−32−3×3 0.1731 0.1497 0.1534 115 864

B10 −SL24 −32−5×5−32−5×5 0.1755 0.1564 0.1589 320 664

B10 −SL24 −8−3×3−8−3×3−8−3×3 0.1817 0.1615 0.1634 12 920

B5 −SL6 −32−3×3−32−3×3−32−3×3 0.1686 0.1615 0.1633 189 848

Table 4.5: Results, metrics and number of parameters for the trained models. The best

model ConvLSTM-model is highlighted in light blue. The loss presented is averaged over

on batch, this is the keras default. Since its only used to chose the best model, there is no

reason to upscale the numbers.

In some cases reducing the spatiotemporal resolution can enable the model to learn even

more (Shi et al., 2015). This is arguably not applicable for this task, since cloud cover has an

average lifetime of one hour, as mentioned in Section 2.1. The reduction can not be applied

without most likely producing a significant loss of information.

Comparisons of input data to the works by Shi et al. (2015) and Sun and Liu (2018), has to be

done based on input volumes. The dimensions are flattened to generalize the comparison. Shi

et al. (2015) is trained on 1,629,600,000 data points, Sun and Liu (2018) on 28,513,800

and ECC on 21,220,315,200. In other words, this study has trained a ConvLSTM-model on

a much larger amount of data than earlier studies.

ConvLST M −B10 − SL24 − 32− 3× 3− 32− 3× 3-model architecture is shown in Figure

4.22. The model consists of three Batch Norm (gray) and ConvLSTM (cyan) layer pairs.

Both ConvLSTM layers have 32 hidden states and a 3× 3-filter (blue). The output (cyan)

layer has one hidden state and the filter (blue) dimension of 1× 1. The input (green) shape

is 10×24×81×161×4 and output (red) 10×24×81×161×1.

Figure 4.23 illustrates the finer structures within the input batch. It is impossible to show

the entire five dimensional input volume in one sketch, so for illustrative purposes the two

first sequences, located in the first batch, is shown. The first dimension is the batch (green),
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Figure 4.22: The architecture of the cloud cover forecasting model developed in this study.

the second is the sequence length (pink), the third is latitude, fourth is longitude and fifth is

the number of environmental variables (illustrated in layers of different colors). A sequence

consist of 24 weather data volumes, here indicated by the timestamp. A weather data volume

has the dimensions 81× 161× 4, the last dimension the environmental variables, the other

dimension are the latitude and longitude.

4.2.6 Temporal Performance
This section contains the evaluation of the ConvLST M−B10−SL24−32−3×3−32−3×3,

AR−B−L5 and ERA5 against ECC. The metric used is MAE and the period is from 2014

to 2018. In making this comparison, please keep in mind that the AR-model is optimized

to fit and evaluated on its ability to predict one timestep. The ConvLSTM-model is trained

and evaluated on its ability to fit a sequence of 24-hours. Some of the dependent variables in

ERA5 is assimilated against radiences from MSG (Hans Hersbach et al., 2020).

Figures 4.24, 4.25 and 4.26 display the temporal skill of the parameterization. They all

show different regional biases and clear distinction between land and ocean, as the outline
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Figure 4.23: A subsection of the input volume to the ConvLST M −B10 −SL24 −32−3×

3− 32− 3× 3-model. Illustrating the content of the two first sequences in the first batch.

The input volume is divided into batches (green), each batch is divided into sequences

(pink) and each sequence contains 24 weather datavolumes, illustrated using four layers

of different colors, one for each input variable. The weather data volumes are labeled with

the timestep, T .

of Europe and North Africa is clearly visible. At first sight, the ERA5 has a more spotted

pattern than the others. All models get a high skill in the Atlantic off the coast of Spain

and France. The same pattern can be found in Figure A.6 showing the standard deviation in

surface pressure, but it is most likely not related.

The regions of low biases in Figures 4.26 and 4.25 are the same regions exhibiting a low

mean and median cloud cover as shown in Figure 4.16.

Both these representations of CFC have trouble with the Nile Delta. This does not seem to

be the case for AR−B− L5. The correlation between ECC and relative humidity is high

compared to adjacent regions, as shown in Figure 4.18. It is also worth mentioning that the

bias and weight for r is high in this region, which might explain the superior performance of

AR.

Unfortunately it was only recognized towards the end of this study that some models had

issues when training. These problems were partly numerical issues related to matrix inver-

sions and partly related to corrupt files. It is reason to believe this occurred during training

since other configurations have results for all pixels. The temporal performance of other
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Figure 4.24: Evaluation of the parametrization in ERA5.

Figure 4.25: Evaluation of the parameterization made by the ConvLST M −B10 − SL24 −

32−3×3−32−3×3-model.

AR-models can be found in the Appendix D.1.

Table 4.6 summarizes the spatially averaged performance of the models. These results indi-

cate that the overall best parameterization is made by the AR−B−L5-model.

4.2.7 24-hour Cloud Cover Forecast
This section provides a visual comparison of the AR−B−S−L5-model, ConvLST M−B10−

SL24 −32−3×3−32−3×3-model, ERA5 against ECC on their ability to forecast cloud
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Figure 4.26: Evaluation of the parameterization made by the AR−B− L5-model. The

white dots visible is in total 12/13041 regression model having numerical issues related to

non-invertable matrices.

ERA5 AR−B−L5 ConvLSTM−B10 −SL24 −32−3×3−32−3×3

MAE 0.204 0.485 0.336

Table 4.6: MAE for the different cloud fractional cover parameterizations.

cover for 24 hours starting from January 2, 2014.

To show the parameterizations side by side, the 24-hour forecast was split into four figures,

each of six timesteps. The first one is shown here in Figure 4.27, and the full series consisting

of Figures E.1 to E.4 can be found in Appendix E. The forecast produced by the different

models are presented in their own column and the time progresses down the rows.

ERA5 resembles ECC the most. This is not surprising since it is the most complex param-

eterization included in this study, see Section 2.4.3 for more details. ERA5 distributes the

cloud over the same regions as ECC, but it has smoother transitions between cloudy and

non-cloudy areas, which leads to a reduced total cloudiness compared to ECC.

There are few clouds present in the first few hours of the ConvLSTM-produced forecast. The

cloud fractional cover developed slowly. From T 09 onwards, there is a significant overcast

situation developed over parts of Europe and Egypt. In general the forecast is a lot blurrier
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ERA5 AR−B−L5 ConvLSTM−B10 −SL24 −32−3×3−32−3×3

MAE 0.392 0.485 0.278

MIN 0.0 0.004 0.0

MAX 1.0 1.028 1.0

Table 4.7: MAE, minimum and maximum values for the 24-hour forecast period of 2nd

January 2014.

than ECC. The time delay, present in the start of the forecast, may be explained by the fact

that the forecast is not initiated with a cloud cover, only the environmental variables. A

few timesteps may therefore be required in order to spin-up and fully develop the cloud

cover.

At first sight, the AR−B− L5 appears to be very sensitive to the initial conditions. The

first hour is a remarkable match, while the following hours are not. It looks like the model

creates a less cloudy copy of itself and presents this as the next prediction. Near the end

of the forecast, almost all clouds have dissipated, leaving only a few in Europe. This “self-

plagiarism” is most likely caused by the weights of L1 being close to 0.9 as shown in Figure

4.20. The forecast is shown in isolation in Figure F.2 and the spatially averaged cloud cover

is included in the title. In the start of the forecast is has a value of 0.67 which is reduced to

0.37 after 24-hours.

The forecast produced by ConvLST M−B10−SL24−32−3×3−32−3×3-model contains

no out of sample values, but it is worth mentioning that for the entire period (2014 to 2018)

0.5% of the values produced are below zero, the lowest being -1, while non are above 1. The

minimum value in the forecast produced is positive, and the maximum is 1.028. Meaning its

at some point, its 103% cloudy.

Table 4.7 shows the skill of the different models in predicting this 24 hours sequence.

ConvLST M −B10 − SL24 − 32− 3× 3− 32− 3× 3 ranks highest having a score of 0.204

, ERA5 ranks second with 0.33622 and AR−B− L5 last with 0.48502. Again, not that a

mean deviation of 0.46 is quite large when the data in question varies from 0 to 1.

To explore the importance of spatial information from neighboring pixels the ConvLST M−
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Figure 4.27: First six hours of a 24-hours forecast. The full forecast can be found in

Appendix E.

B10−SL24−32−1×1−32−1×1-model was trained and compared to the best model. As

expected, this model has a higher loss than the architecture trained using a 3× 3. This is

shown in Table 4.5 summarizing the losses for all models in this study. Figure F.3 shows the
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forecast produced using the 1×1− f ilter. Contrary to what the higher loss suggest, i.e. bad

performance, the model appears to produce a more realistic forecast than ConvLST M−B10−

SL24 −32−3×3−32−3×3, which includes information from neighboring pixels.

4.2.8 Practical implications
A major downside of the data driven learning approach is the rigid resolution. A trained

model can only be used on similar problems, with the same spatiotemporal resolution. For

applications like climate models, output comes in a wide range of different resolutions. Be-

fore implementing the finished product in a new model of a different resolution, it would

need to be retrained on the resolution of the climate model under development. This process

involves both remapping of the dataset and retraining the model at the correct resolution.

This is a time consuming process involving finding a new set of hyperparameters suitable for

the new resolution.

Once trained on global climate datasets, machine learning models provide fast results even

for complex parameterization, which is what makes them suitable for the application of

climate modelling. Most machine learning packages are developed using Python. Earth

System Model (ESM) are increasingly also implemented in python. Methods for including

the trained parameterizations need to be developed to further explore the potential of machine

learning for climate modeling in the future.
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5 Conclusions

5.1 Summary and main contributions
This study has contributed with research in a popular field, which is applying data driven

learning in the form of DL to perform climate predictions. This is a “proof of concept”-study,

exploring the potential for data driven learning in applications to parameterization of clouds.

The developed methodology is transferable to other similar issues in Geosciences.

In this study a high quality dataset, European Cloud Cover (ECC) was compiled for the pur-

pose of performing data driven learning on cloud fractional cover. This involves the develop-

ment of Area Weighting Regridding Scheme (AWRS) and derivation of relevant equations.

Without this dataset proposed methods would be useless. The data basis, both the dataset

and variables, has been carefully chosen. It consists of temperature, pressure, relative and

specific humidity from ERA5 and cloud fractional cover, computed using AWRS, based on

cloud masks from MSG. The final product has 0.25o spatial and hourly resolution.

Two models, Autoregressive (AR) and Convolutional Long Short-Term Memory (ConvL-

STM) models were built on ECC. They were evaluated on their abilities to produce a 24-hour

forecast and compared against existing parameterizations in ERA5.

AR−B−L5 sufferers from “self-plagiarism” when it produces a forecast. Each predictions

is a less cloudy version of the previous one. Consequently, it is unfit to produce a realistic

cloud cover forecast. The ConvLST M−B10 −SL24 −32−3×3−32−3×3-model showed

promise and a few hours into the forecast the distribution of clouds started to bear a resem-

blance to the cloud cover in ECC. However, this type of model shows issues with blurred

lines. The ConvLST M −B10 − SL24 − 32− 1× 1− 32− 1× 1 had a higher loss, but has a

superior performance when producing the 24-hour forecast.

This study has successfully applied data driven learning to the cloud forecasting problem.

An important and valuable contribution was made by building an end-to-end trainable Con-

vLSTM-model based on ECC, training a ConvLSTM-model with a larger dataset than earlier

studies. This is a indication that there may in fact be sufficient information in simple meteo-
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rological variables to perform climate predictions.

In conclusion, at their current state data driven learning approaches are not appropriate for

implementations toward practical applications. However, they show potential for further

studies and development, as this proof of concept study was verified.

5.2 Future work
To asses the numerical issues related to the AR-models, one approach worth investigating is

applying regularization, which may also influence performance. To improve upon the AR-

models’ ability to predict sequences it would be interesting to train different AR-model for

each timestep in a sequence, using the same input data but training one model to fit the first

hour and another one to fit second, third and so on.

Cloud cover varies in the range between 0 and 1. One way of guaranteeing that the models

sticks to this range could be to employ the sigmoid function. For the ConvLSTM-model

this would be implemented as the activation function of the output layer. In the case of AR-

models it means fitting the regression models against an inversely transformed target, to then

transform the prediction back.

ConvLSTM-models provide an extensive list of hyperparameters and this study has not ex-

plored the full range of possibilities they potentially enable. Future studies should employ

automatic hyperparameter optimization, in combination with the limits of hyperparameters

tuned in this study.

Weather patterns and the number of daylight hours determine the seasons. Cloud cover is

heavily affected by both and it would be interesting to evaluate the parameterization’s ability

to capture the cloud fractional cover for varying seasons.

A reasonably accurate model can be useful in practical applications. It would be interesting

to evaluate the improved parameterizations in the context of a full climate model. This can

be done using the output from the ensemble simulations in e.g. CMIP6. This could answer

important questions like whether the developed parameterizations generalizable to a warmer

climate.
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A Statistics

A.1 Temporal Statistics and Deviation

Figure A.1: Contour plot showing the local (pixel) statistics for temperature.
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Figure A.2: Contour plot showing the local (pixel) statistics for surface pressure.
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Figure A.3: Contour plot showing the local (pixel) statistics for relative humidity.
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Figure A.4: Contour plot showing the local (pixel) statistics for specific humidity.
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A.2 Temporal Statistics Deviations
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Figure A.5: Deviations in two meter temperature, t2m.
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Figure A.6: Deviations in surface pressure, sp.
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Figure A.7: Deviations in relative humidity, r.
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Figure A.8: Deviations in specific humidity, q.
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B Seasonal effects

Figure B.1: Seasonal mean for all variables in ECC.
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Figure B.2: Seasonal median for all variables in ECC.
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C Series of First Weeks in 2012

Figure C.1: ECC variables first week January 2012.
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Figure C.2: ECC variables first week February 2012.
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Figure C.3: ECC variables first week March 2012.
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Figure C.4: ECC variables first week April 2012.
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Figure C.5: ECC variables first week May 2012.
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Figure C.6: ECC variables first week June 2012.
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Figure C.7: ECC variables first week July 2012.
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Figure C.8: ECC variables first week August 2012.
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Figure C.9: ECC variables first week October 2012.
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Figure C.10: ECC variables first week November 2012.
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Figure C.11: ECC variables first week December 2012.
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D List of non-trainable architectures
1. ConvLST M−B10 −SL24 −128−3×3

2. ConvLST M−B10 −SL24 −128−3×3−32−3×3

3. ConvLST M−B10 −SL24 −64−3×3−64−3×3

4. ConvLST M−B5 −SL24 −256−3×3−256−3×3

5. ConvLST M−B5 −SL6 −256−3×3−256−3×3
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D.1 Performance of AR-models

Figure D.1: MAE of model AR−B−L1.

Figure D.2: MAE of model AR−T −L1.
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D.1. PERFORMANCE OF AR-MODELS

Figure D.3: MAE of model T R−B−L1.
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E Series of 24-hour Forecast

Figure E.1: Hours zero to five of the forecast.
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Figure E.2: Hours six to 11 of the forecast.
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Figure E.3: Hours 12 to 17 of the forecast.
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Figure E.4: Hours 18 to 23 of the forecast.
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F 24-hour Forecasts

Figure F.1: Cloud cover forecast produced by ConvLST M−B10−SL24−32−3×3−32−

3×3. Initiated on January 2, 2014.The area mean cloud fraction is included in the title.
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Figure F.2: 24 hour cloud cover forecast produced by AR−B−L1. Initiated on January

2, 2014. The area mean cloud fraction is included in the title.
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Figure F.3: Cloud cover forecast produced by ConvLST M−B10−SL24−32−1×1−32−

1×1. Initiated on January 2, 2014. The area mean cloud fraction is included in the title.
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