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We perform an experimental analysis of two-phase stratified wavy pipe flow, with the aim to detect and quantify the
effect of small scale wave breaking. Particle image velocimetry (PIV) is employed to analyze the velocity fields below
individual waves, and a threshold for the vorticity on the leeward side of the crest is used to assess active wave breaking.

Keeping the liquid flow rate constant, we analyze five experimental cases with increasing gas flow rates. The cases
span the flow map from when first interfacial waves are observed, to the "amplitude saturation" regime, where the
rms interface elevation is independent of the gas flow rate. While some wave breaking events are observed also in the
wave-growth regime, wave breaking is found to be much more frequent when the gas flow rate is increased into the
amplitude saturation regime, and 35-40 % of the waves passing the measurement section are assessed to be in a state of
active breaking in this regime.

A conditional averaging of the flow field is performed, and the turbulent dissipation rate below breaking and non-
breaking waves is estimated. The effect of microscale breaking is observed down to a depth of 10 mm below the water
surface. Below the crest of microscale breaking waves the turbulent dissipation rate is increased by a factor 2.5 to 4
compared with non-breaking waves. This fraction increases with Usg, implying that the breaking events become more
energetic as the gas flow rate is increased.

I. INTRODUCTION

Wave breaking is characterized by fluid elements near the
wave crest which achieve a velocity greater than the prop-
agation speed of the wave, resulting in a reduction of the
wave amplitude and increased turbulence levels in the liquid
phase1–3. Here we consider wave breaking at deep or in-
termediate depths, as discussed by Perlin, Choi, and Tian 4 ,
as opposed to depth-limited breaking, typically observed as
water waves approach a beach5. The phenomenon is typ-
ically divided into categories related to the severity and vi-
sual characteristics of the breaking process. Babanin 6 sepa-
rates wave breaking into plunging, spilling and microbreak-
ing. While wave breaking is generally associated with the
more energetic forms, producing whitecaps on the water sur-
face as air is entrained into the liquid phase, microbreaking or
microscale wave breaking is a weak form of wave breaking
without air entrainment1. For these small scale wave breaking
events, surface tension prevents the jet formation and over-
turning of the wave crest which results in air entrainment
for larger scale breaking events7,8. Recent numerical analy-
sis by Deike, Popinet, and Melville 9 demonstrates the effect
of surface tension on the nature of the breaking process. As
pointed out by Babanin 6 , while the external signature of mi-
croscale breaking waves are different to breaking waves that
produce whitecapping, the fundamental physics is the same
as for spilling breakers. Microscale breaking waves can also
be referred to as small-wavelength spilling waves7,8. Due to
the high frequency of microscale breaking on the ocean sur-
face (compared with the more energetic forms of breaking
producing whitecaps), it is assessed that microscale break-
ing may have a significant impact on the air-sea exchange
in the ocean2,10. Recent field experiments indicate that mi-
croscale breaking waves and breaking events with very little
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air-entrainment may contribute to 20-90 % (depending on the
wind speed and wave age) of the total dissipation by wave-
breaking11,12.

Microscale breaking is reported to occur for wind forced
waves with wavelengths in the order of decimeters. Jessup,
Zappa, and Yeh 2 report the wavelength to be in the range of
0.1 to 1 meters, while Caulliez 13 identified microscale wave
breaking as the dominant dissipative mechanism for wind
forced waves from 0.1 to 0.2 m wavelength. The visual char-
acteristics of microscale breaking waves is a bore-like crest
and parasitic capillary waves on the forward face of the wave2.
As the breaking is initiated, a thin (< 2 mm) spilling region
is formed on the leeward face of the wave10. This region
disrupts the parasitic capillaries closest to the crest, while
the smaller capillary waves located upstream of the toe of
the spilling region may prevail during the breaking event14.
Recently, the kinematic breaking criterion, which states that
breaking occurs when fluid particles at the wave crest moves
faster than the representative wave velocity, has received sig-
nificant support3,15,16. Investigations of the initiation of break-
ing is however outside the scope of the present work, as we
focus on detecting actively breaking waves and evaluating the
properties of the liquid flow below actively breaking and non-
breaking waves.

As microscale breaking waves do not cause air entrain-
ment, they are more difficult to observe than breaking waves
producing whitecaps. Different techniques have been ap-
plied to detect and quantify the effect of microscale break-
ing waves. Katsaros and Ataktürk 17 used video recordings
and a manual visual observation to detect and quantify mi-
croscale breaking waves in field conditions. Jessup, Zappa,
and Yeh 2 used infrared imagery and found that turbulence
generated by the breaking process disrupts the thermal bound-
ary layer of the microbreaking wave. According to Jessup,
Zappa, and Yeh 2 , disruption of the thermal boundary layer
and the infrared signature generated may serve as a practi-
cal means of defining microscale breaking waves. Siddiqui
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et al. 18 used infrared imaging and subsurface particle image
velocimetry (PIV) measurements and found that the disrup-
tion of the thermal boundary layer was well correlated with
the presence of vortical structures and high levels of vortic-
ity in the crest region of the wave. In a later work, Siddiqui
and Loewen 19 tested three different methods for detecting mi-
croscale breaking waves: wave steepness, infrared imagery
and vorticity in the crest region evaluated by PIV. According
to Siddiqui and Loewen 19 , PIV measurements of the vortic-
ity field in the crest region was found to be the best predictor
for detecting microscale breaking waves. In a later paper, Sid-
diqui and Loewen 20 observed that below microscale breaking
waves the turbulent dissipation rate increased by a factor two
to three compared with non-breaking waves.

Peirson and Banner 10 used PIV to evaluate the effect of
microscale breaking waves. The spilling region was observed
to remain compact and restricted to a limited portion of the
overall waveform, downwind of the wave crest. Regions of
intense shear were observed at the toe of the spilling region.
In some PIV velocity fields vorticity was also observed down-
wind of the spilling region. This was attributed to the para-
sitic capillary waves riding in front of the wave. As demon-
strated by Longuet-Higgins 21 , capillary waves located on the
leeward side of short gravity waves generate intense vorticity
in a thin layer close to the interface, but following the results
from Peirson and Banner 10 the impact of these capillary rip-
ples are much smaller than the effect of microscale breaking.

In two-phase pipe flow, different flow regimes may be
present, depending on the properties of the fluids involved and
flow rate combinations applied. The stratified regime occurs
when the gas and liquid velocities are relatively low, and be-
low the threshold for transition to slug flow. As the gas veloc-
ity is increased, waves appear on the liquid interface. Within
the stratified regime, several sub-regimes of wavy flow pat-
terns exist, depending on the flow rate combinations22–25.

The main engineering aspects of the stratified flow regime
is related to predicting flow parameters such as the pressure
drop and liquid hold-up, and finding criteria for transition to
slug flow. Due to the inherent complexities of the flow, sim-
plified two-fluid models are the main tools applied. This ap-
proach depends on closure relations for the interfacial friction.
A large number of proposed friction factor correlations can be
found in the literature26,27.

Recently, PIV has been applied to study the stratified
regime in two-phase pipe flow28–32. The main results from
these studies are spatio-temporally and phase-averaged flow
fields. While this has lead to an improved understanding of
stratified gas-liquid pipe flow, the issue of microscale wave
breaking has not yet been assessed in detail. Considering the
significant impact of microscale wave breaking in the momen-
tum budget at the atmosphere-ocean interface, it is assessed
that small scale wave breaking may be an important mech-
anism also in the stratified wavy regime of two-phase pipe
flow.

While some references to small scale wave breaking in two-
phase pipe flow are found in the literature, no thorough anal-
ysis of the phenomenon has been performed to the authors’
knowledge. Coleman and Garimella 24 used high speed cam-

eras and observed wave breaking in the stratified wavy regime
for sufficiently large pipe diameters. The severity of breaking
was however not reported, nor was the point of breaking onset
in the flow map specified. Ayati and Carneiro 33 analyzed the
statistics from interfacial wave probes in two-phase stratified
flow, considering the same experimental setup and flow rate
combinations closely matching the cases under investigation
in the present work. By comparing the wave statistics with
Gaussian statistics (linear wave theory), they observed a clear
transition from a quasi-linear regime to a non-linear regime
where linear wave theory considerably over predicts the max-
imum observed surface elevation η . The transition was linked
to the onset of "amplitude saturation", reported previously by
Ayati et al. 34 , where the rms surface elevation is found to
be independent of the gas flow rate. Ayati and Carneiro 33

mention microscale breaking as one of the possible mecha-
nisms explaining the transition observed, but no further anal-
ysis was performed to assess whether the onset of microscale
wave breaking corresponds with the observed transition.

In the present work we perform a PIV analysis of the liquid
phase in stratified gas-liquid pipe flow. Keeping the liquid su-
perficial velocity constant at 0.1 m/s (the superficial velocity
is the volumetric flow rate divided by the pipe cross-sectional
area), the gas flow rate is varied and experimental cases cov-
ering the transition from the "wave growth" to the "amplitude
saturation" regime observed by Ayati and Carneiro 33 are con-
sidered. The goal is to identify where in the flow map mi-
croscale breaking waves first appear, and to quantify the effect
of microscale wave breaking on the liquid phase flow field.

II. EXPERIMENTAL SETUP

The experiments were conducted at the hydrodynamics lab-
oratory, University of Oslo. A horizontal, 31 m long trans-
parent acrylic pipe with an internal diameter D = 100 mm is
used. The fluids are air and water at atmospheric pressure.
An overview of the experimental setup is presented in figure
1. Water is supplied at the inlet through a 50 mm diameter
pipe. The water mass flow rate was controlled by a frequency
regulated pump, and measured using an Endress Hauser Pro-
mass coriolis flow meter. The air flow was supplied by a fre-
quency regulated fan, and measured by an Emerson Micro-
Motion Coriolis flow meter. The water and air flow meters
have an accuracy of ±0.2 % and ±0.05 % of maximum mea-
sured value, respectively. Honeycomb flow straighteners were
placed at the inlet of the pipe section to dampen turbulent fluc-
tuations introduced at the inlet. The differential pressure in
the air phase was measured over a 12.4 meter section, using
a smar LD301 differential pressure gauge (±0.2 % of max.
range in accuracy).

A PIV section was placed approximately 260 D down-
stream of the inlet. An optical correction box was placed cov-
ering the PIV section. The box was half filled with isopar
which ensured that the optical distortion of the liquid phase
PIV camera was reduced. A three-camera system was applied
in the study. The camera specifications and their function in
the experimental setup is summarized below. The placement
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FIG. 1: Schematic view of experimental setup.
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FIG. 2: Schematic view of PIV setup. a) Looking downstream. The LFV (large field of view) camera is located at the same
height as the gas phase PCO camera. b) Seen from above. The liquid phase PIV camera is located below the gas phase PCO

camera. c) Field of view along the centerline of the pipe for the three cameras.

of the cameras and their field of view (FOV) is illustrated in
figure 2.

• Liquid phase PIV camera. A 14 bit PCO.4000 camera
with 4008x2672 pixels, oriented upwards at an angle of
12◦. The camera was fitted with an AF-S Teleconverter
and a 100 mm lens. This enabled a relatively small FOV
of 57 mm in the horizontal direction.

• PIV interface detection camera. Same type of camera
as the liquid phase PIV camera, but fitted without the
AF-S Teleconverter. Directed downward at an angle of
24◦, focused on the interface. A high downward look-
ing angle was necessary as the crescent shape of the
waves meant that the pipe wall was repeatedly wetted
by the waves well above the mean liquid level. FOV of
approximately 100 mm in the horizontal direction.

• Large-field of view (LFV) camera. A Nikon D7200
(4800x3200 pixels), equipped with a 28 mm lens was
directed at an angle of approximately 30◦ downwards,
looking upstream at an angle of approximately 31◦.
FOV of approximately 320 mm, which is longer than
the dominant wavelengths of all experimental cases in
the study. Images were used to identify the large scale

properties (such as the wavelength and height) of the
waves.

Prior to the experiments, a coordinate system was inserted
into the pipe centerline, and cubic coordinate transforms
(from pixel to world coordinates) were created for each of the
three cameras. The coordinate system is identical to the one
used by Ayati et al. 34 , but has been extended in the horizontal
direction due to the larger FOV of the LFV camera.

A vertical plane in the pipe center was illuminated from be-
low by a laser sheet, generated by a 147 mJ double pulsed
ND:YAG laser. The head of the laser optics was placed 45
cm below the optical correction box. This enabled the laser
light sheet to illuminate not only the FOV of the PIV, but the
full FOV of the LFV camera. The two laser pulses were trig-
gered with a ∆t of 300 µs. The PCO cameras acquired double
images (one image per laser pulse) used for PIV calculations,
while the LFV camera was set to trigger before the first cam-
era pulse, and has an exposure time which extends over the
time period of both laser pulses. Hence, the LFV image is
double exposed with a ∆t of 300 µs. During this time delay
the waves in the highest gas flow rate case will move approxi-
mately 0.25 mm, which is a negligible distance compared with
the overall wave shape.

The liquid phase was seeded with 20 µm polyamide
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spheres. PIV was performed using a cascade of cross-
correlation passes, with a final subwindow size of 32x32 pix-
els, and 50 % overlap. This translates to a spatial resolution of
approximately 0.24x0.24 mm. Spurious vectors were detected
by standard methods based on a local median filtering35. Typ-
ically, 2-3 % of the vectors were found to be spurious, and re-
placed by cubic interpolation. Note that for microscale break-
ing waves, light reflections were detected at the interface of
the spilling region. In order to avoid that these bright regions
dominated the PIV results, these high intensity regions were
masked from the raw images prior to the PIV analysis. Rho-
damine B was added to the water at a concentration of approx-
imately 0.1 mg/L to enhance the contrast between the liquid
and gas phase, enabling efficient interface detection from the
two gas-phase cameras.

A conductance wave gauge was placed 4 D downstream of
the PIV section. This consists of two double-wire probes of
0.3 mm diameter separated by 4 mm. The two probes were
placed in the center of the pipe with a distance 6 cm in the
streamwise direction. The interface elevation was measured
with a relatively high temporal resolution of 500 Hz. For more
details about the wave-gauges the reader is referred to Ayati
et al. 34 .

The data transfer rate between the cameras and the com-
puter limited the frequency of data acquisition, and it was
found necessary to reduce the PIV acquisition rate to maxi-
mum 0.2 Hz for the data transfer to be successful over long
measurement series (i.e. a new set of double images could be
acquired every 5 seconds). To overcome the limitation of the
low PIV acquisition rate, and to ensure that the PIV system
acquired images of value to the experimental investigation,
a system to trigger the PIV acquisition was designed. Two
pressure probes (Kulite XTL-190) mounted flush to the pipe
bottom (position indicated in figure 2 a-b) detected as waves
approached the PIV section, and triggered the PIV system, en-
suring that the leeward side of the waves (where we expect to
see the strongest indications of wave breaking) were regularly
present within the PIV FOV. As we are interesting in detect-
ing breaking waves, the triggering system was set up to detect
the relatively larger waves in the system, where breaking is
assessed to be more probable. Details of the triggering system
is presented in "Appendix A: Trigging of PIV system".

III. METHODOLOGY

A. Description of experimental cases

Five experimental cases, where the liquid superficial veloc-
ity is kept constant at Usl = 0.1 m/s, while the gas superficial
velocity is increased from 1.5 to 2.4 m/s are analyzed. The
main characteristics of the experimental cases are presented
in table I. Us f , Ub f is the superficial and bulk velocities,
where f = g,l refers to the gas or liquid phase respectively.
Ub f = Us f A/A f , where A is the total cross-sectional area of
the pipe, while A f is the area occupied by phase f . ReD f is
the Reynolds number based on the hydraulic diameter. The
number of PIV images acquired for each case is presented in

the right column of table I. As we will analyze breaking and
non-breaking waves separately, a larger number of velocity
fields were acquired in the cases where wave breaking was
present.

Additional information including the mean water level, rms
of the interface elevation fluctuations (ηrms), characteristic
wave speed Cp (calculated by cross-correlation of the conduc-
tance wave probes), and dominant wavelength λp (evaluated
based on the spectral peak frequency and characteristic wave
speed, λp =Cp/ fp), as well as mean pressure drop (∆p/∆x) is
presented in graphical form in figure 3, while the normalized
wave spectra for all five cases under investigation is presented
in figure 4. Note that in figure 3 additional experimental cases
with flow rates lower and higher than the cases investigated by
PIV have been included, to better visualize the trends in the
flow map. Here the PIV cases under investigation are marked
by crosses.

Different regimes exist within two-phase stratified pipe
flow, depending on the flow rate combinations applied, and the
properties of the fluids. Andritsos and Hanratty 26 and Tzotzi
and Andritsos 22 discussed four sub-regimes within stratified
flow:

(i) Smooth regime (no waves)

(ii) Two-dimensional (2D) wave regime. Interface is cov-
ered by small amplitude, relatively regular disturbances.

(iii) Large amplitude (Kelvin-Helmoltz) waves regime.

(iv) Atomization regime.

Applying the expressions proposed by Tzotzi and Andrit-
sos 22 for predicting flow regime transitions, the 2D wave
regime is predicted to be present for 1.1 m/s <Usg < 4.1 m/s
in our experimental setup. This is in good agreement with
visual observations of the flow field, although in the experi-
mental setup we first observed waves when Usg exceeded 1.3
m/s. Variations in pipe diameter, inlet conditions and pipe
materials is however known to impact on the transition crite-
ria. The three-dimensionality of the wavefield has previously
been investigated by Strand 25 . Using the same experimental
setup and liquid flow rate he found that the spanwise cross-
correlation was close to unity for Usg < 4 m/s, indicating that
the waves are well described as 2D waves. For higher gas flow
rates Strand 25 found that the spanwise cross-correlation was
drastically reduced, indicating the transition to the large am-
plitude wave regime. We conclude that all experimental cases
considered in this work are within the 2D wave regime.

Figure 3 illustrates the dominant trends in the flow field as
Usg is increased. Starting with no waves (ηrms ≈ 0.2 mm iden-
tified as electrical noise by Ayati et al. 34 ) at Usg = 1.30 m/s,
the wave field passes through a regime of amplitude growth,
until the "amplitude saturation" regime is observed at Usg =
2.10 m/s. Hence the five experimental cases under investi-
gation cover the range from amplitude growth to saturation.
Figure 3 b-d) shows that while also the dominant wavelength
stabilizes as Usg is increased, the mean water level is reduced
(due to increased interfacial friction), while the wave speed
and pressure drop is increased. The wave speed is observed
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TABLE I: Experimental cases under investigation. Usl = 0.1
m/s for all cases. NPIV is the number of PIV velocity fields

acquired per experimental case.
Usg Ubl Ubg ReDg ReDl NPIV
[m/s] [m/s] [m/s] [−] [−]
1.50 0.26 2.44 11 400 23 800 500
1.70 0.27 2.75 13 000 23 100 500
1.80 0.27 2.95 13 700 24 200 1000
2.10 0.30 3.22 15 600 25 300 1000
2.40 0.30 3.67 17 800 25 200 1000
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FIG. 3: Data for the experimental cases. x: cases analyzed by
PIV. Additional data points (o) included to visualize the

trends in the flow map. a) ηrms is the rms interface elevation.
b) mean water level (relative to the pipe centerline). c) Peak
wavelength (λp, evaluated from spectra). d) Characteristic
wave speed Cp. e) d p/dx, average pressure drop over 12.4
meter section of the pipe. f) kph (h is mean water level in

pipe center).

to increase despite the fact that the geometrical features of the
waves (amplitude and wavelength) and kph are relatively con-
stant above Usg 2.70. This is related to the reduced water level
and the increased bulk water velocity (as the volumetric liquid
flow rate is constant for all cases).
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FIG. 4: Normalized waveprobe frequency spectra for the five
cases under investigation. y-axis normalized by the
maximum spectral value, x-axis normalized by peak

frequency fp for each experimental case (included in figure
legend).

B. Interface and wave phase detection

The liquid interface was first found from the LFV images,
using a thresholding technique. Transforming this interface
to the gas phase PCO images illustrated that while the inter-
face detected by the LFV camera provided adequate accuracy
to describe the large scale properties of the waves, improved
accuracy of the interface in the PIV section could be obtained
by the gas phase PCO images. Hence, and a region 100 pix-
els above/below the interface found by the LFV camera was
scanned along the PCO images, using a combination of sobel
edge detection and a threshold value of the light intensity to
detect the interface. The interface was then converted to the
liquid phase PIV images, and the region above the interface
was masked and omitted from the PIV analysis. By analyzing
original PIV images and the interfaces obtained, the accuracy
of the interface detection is estimated to be 0.25 mm, equiva-
lent to the PIV resolution.

The wave phase as a function of horizontal coordinate was
calculated based on the LFV interfaces by a zero-crossing pro-
cedure. Crests, troughs and zero crossings were assigned a
phase of 0◦, 180◦ and ± 90◦ respectively, and the phases in
between were linearly distributed. The process is illustrated
in figure 5. This allows for statistics of the flow field located
at the same relative location of the wave to be evaluated, and
is a crucial step in the conditional phase-averaging procedure
described in section III C, and the classification into breaking
and non-breaking waves presented in section IV B.

C. Phase-averaging procedure

A conditional averaging of all scalar fields (horizontal ve-
locity, vertical velocity, vorticity, etc.) is performed on a
wave-following coordinate system. For each velocity field a
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FIG. 5: Example plot illustrating the interface detection (top) and wave phase determination (bottom). Thick blue line:
Interface detected from LFV camera. PIV FOV and wave properties including ηc, λ and the crestlength indicated.

coordinate transformation from (x,y) to (θ ,ζ ) is performed.
The wave-following coordinate system used is similar to

the coordinate system applied by Birvalski et al. 30 and Sid-
diqui and Loewen 20 . The wave phase θ determined by the
LFV camera (ref. section III B) is used together with a relative
height between the interface and the lower part of the PIV ve-
locity field (located at y = -30 mm) to create a wave-following
coordinate system (illustrated in figure 6). The height be-
tween the interface and y = -30 mm is divided into 100 equally
spaced points and the scalar fields are sampled at each of these
100 nondimensional ζ -coordinates and at each wave phase
(∆θ = 1) observed in the FOV.

 = constant

 = constant

FIG. 6: Illustration of the wave-following coordinate system
applied, overlaid original PIV image. Vertical lines are lines
of constant θ , near horizontal/wave-following lines are lines

of constant ζ .

Once sampled, the identified velocity fields are ensamble-
averaged (in the (θ , ζ ) space). This ensures that the ensamble
of velocity fields are averaged at constant wave phase and at a
constant relative depth between the interface and the lower
part of the PIV FOV. The phase-averaged interface eleva-
tion is evaluated simultaneously. When presenting the phase-
averaged properties, the wave field is transformed from (θ ,ζ )
to (θ ,y) by applying the mean interface elevation.

D. Estimation of turbulent dissipation rate

When sampling the velocity field in a wave-following co-
ordinate system a three-component Reynolds decomposition
of the velocity field is typically applied30,36,37. For a given
variable q in the flow field, which varies in time and space,
the variable is decomposed into a phase independent mean
q(ζ ), a wave induced field q̃(θ ,ζ ) and a fluctuating compo-
nent q′(θ ,ζ , t):

q(x,y, t) = q(ζ )+ q̃(θ ,ζ )+q′(θ ,ζ , t) (1)

The phase-averaged component 〈q〉 is then

〈q〉(θ ,ζ ) = q(ζ )+ q̃(θ ,ζ ) (2)

The above method is not able to fully decouple the wave-
induced motions and the turbulence in a dispersive wave
system30. As the system consists of a (relatively) broad
banded spectrum of wave components, a significant amount
of the wave-coherent velocity fluctuations will be included in
the fluctuating velocity component. These errors will magnify
when quantities such as the turbulent kinetic energy is calcu-
lated from the three-component Reynolds decomposition.

Siddiqui and Loewen 38 introduced a spatial filtering tech-
nique to estimate the turbulent velocity fluctuations beneath
microscale breaking waves. When the mean velocity u is sub-
tracted from the instantaneous velocity field, we are left with
the wave-coherent and turbulent fluctuations. This is referred
to as uwt . Wave-coherent fluctuations uw are estimated by ap-
plying a spatial low-pass filter to the uwt field, where the cut-
off wavenumber is chosen to be lower than the wavenumber
associated with the largest and most energetic turbulent struc-
tures. The rationale for this method is that the wave-coherent
fluctuations occur over a larger spatial scale than the turbulent
fluctuations generated by breaking. The turbulent fluctuations
are then estimated as ut = uwt −uw.

It is observed that beneath microscale breaking waves a tur-
bulent region with high levels of vorticity is observed to ex-
tend typically 6 mm below the interface (see section IV A).
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Based on this observation, it is assessed that the most ener-
getic turbulent structures generated by the breaking waves are
in the range of 6 mm, and a spatial low-pass filter of 6x6 mm
(top-hat) is applied. Note that changing the filter size in the
range of 4x4 to 15x15 mm was tested and found to have only
a small quantitative effect of the results. Figure 7 illustrates
the effect of the low-pass filter, and the evaluation of ut .

The low-pass decomposition technique is not fully able
to decouple the turbulent fluctuations from the wave-induced
fluctuations38. As the wave-induced fluctuations can be more
than an order of magnitude higher than the turbulent fluctu-
ations, including even small fractions of wave-coherent fluc-
tuations into the turbulent fluctuations can lead to significant
overestimation of quantities such as the turbulent kinetic en-
ergy. Hence, this method should not be applied to calculate
the turbulent kinetic energy or Reynolds stresses.

The dissipation rate of turbulent kinetic energy can be
estimated from a 2D velocity field using the following
relation38,39:

ε = 3ν

((
∂u′

∂x

)2
+
(

∂v′

∂y

)2
+
(

∂u′

∂y

)2
+
(

∂v′

∂x

)2
+

2
(

∂u′

∂y
∂v′

∂x

)
+

2
3

(
∂u′

∂x
∂v′

∂y

))
, (3)

where the overbar indicates time or ensamble average. As
can be seen from equation 3, ε is only dependent on the spa-
tial derivatives of the fluctuations, not on the magnitude of the
fluctuations. In this work the spatial derivatives of the fluctua-
tions are evaluated by a 5x5 finite difference filter, considering
the 50% overlap used in the PIV processing, and to reduce the
influence of small errors in the PIV. Siddiqui and Loewen 38

argue that as the spatial derivatives of ut are higher than the
spatial derivatives of uw, the method outlined above can be
applied to give a reasonable estimate for ε , as the inclusion of
wave-coherent fluctuations into ut will not significantly alter
the spatial derivatives of ut . In the experiments by Siddiqui
and Loewen 38 , the turbulent velocity gradients were typically
2.5 times larger than the wave-induced velocity gradients in
the crest region. Similar results were obtained in this study.

In order for the method to be accurate, PIV needs sufficient
spatial resolution to resolve the shear responsible for the dis-
sipation. The dissipation of turbulent kinetic energy occurs at
the smallest scales of the flow, bounded by the Kolmogorov
microscale ην . As discussed by Siddiqui and Loewen 38 , it
is not necessary to fully resolve the Kolmogorov scale for the
dissipation rates to be estimated with reasonable accuracy, as
most of the dissipation occurs at scales larger than ην . The
Kolmogorov length scale can be evaluated as ην = (ν3/ε)0.25.
As ε is the magnitude we are interested in, calculating ην a
priori is not possible, and applying the obtained dissipation
rates to estimate ην implies a circular argument. Here we use
a simplified approach to estimate ην a priori. Using the triple
decomposition described in equation 1, we estimate the turbu-
lent kinetic energy in the flow field. For the highest gas flow

rate case the maximum turbulent kinetic energy evaluated di-
rectly below the wave crest was estimated to be 3.75 ∗ 10−3

m2/s2. This implies a characteristic turbulent velocity u′ of
0.05 m/s. Note that this is assessed to be a high estimate
for the turbulence in the region, as wave-coherent velocities
which were not accurately filtered by the three-component
Reynolds decomposition will impact on the estimated turbu-
lent kinetic energy. The region of high turbulence levels be-
low the interface of microbreaking waves typically extended
6 mm below the interface. With this velocity and length scale
we estimate a characteristic eddy turnover time for the most
energetic eddies as τturnover = l/u′. If it is further assumed
that all the turbulent kinetic energy is dissipated within the
time period τturnover (assessed to be a conservative assump-
tion), ε ≈ k/τturnover. Applying these assumptions we can pro-
vide an estimate of ε directly beneath the crest of 0.03 m2/s3

(this estimate is seen to be in fair agreement with results ob-
tained in section IV C 2), which results in an estimate of ην

of 73 µm. The smallest structures which can be detected by
the PIV are≈ 480 µm (twice the PIV resolution), which gives
kην ≈ 1. From the normalized energy and dissipation rate
spectra presented by Tennekes and Lumley 40 , it can be seen
that almost all the dissipation(> 90%) occurs for kην < 1, in-
dicating that the resolution of the PIV is sufficient for giving
reasonable estimates for ε beneath the crest.

Using the estimate for ε , we can estimate the kolmogorov
timescale as τk = (ν/ε)0.5, and find that the ∆t in the PIV ac-
quisition is more than an order of magnitude lower than τk.
Hence we conclude that the spatial resolution, not the tempo-
ral resolution used to compute individual PIV velocity fields
is the limiting factor in determining ε .

In the highly turbulent spilling region the turbulence levels
are observed to be an order of magnitude higher than directly
below the crest. Here the high turbulence region is observed
to be very thin, and it is assessed that the Kolmogorov length
scale is smaller than what we are able to resolve with the cur-
rent PIV method, making the estimated dissipation rate in this
region unreliable.

IV. RESULTS

A. Instantaneous Velocity fields

In this section a few example plots of the velocity and vor-
ticity fields of individual PIV results are presented.

Figure 8 illustrates a wave which is not in an active state of
breaking. In figure 8 a) capillary ripples are observed on the
leeward face of the wave, extending almost to the crest of the
wave. A vector plot of the liquid phase (seen in a frame of
reference moving with the wave speed) is presented in figure
8 b). Here it is seen that the wave speed is higher than the liq-
uid velocity vectors. The vorticity contour plot presented in
figure 8 c) shows that the vorticity is relatively constant along
the wave profile. However, somewhat higher vorticity levels
(≈ -100 s−1) are observed just beneath the wave crest. This
is assessed to be caused by the higher wind forcing exerted
on the interface in this region. As mentioned in the intro-
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FIG. 7: Illustration of the spatial high-pass decomposition of the (horizontal) turbulent and wave-coherent velocity fluctuations.
Colorbar in m/s.

duction, a bore-like crest and capillary ripples as observed in
figure 8 a) and d) are characteristic of microscale breaking
waves. However, following the discussion by Qiao and Dun-
can 41 on the time development of small scale breaking waves,
increased levels of vorticity and energy dissipation is first ob-
served when the leading edge of the bulge of the crest starts to
move downwards, creating a highly turbulent flow where wa-
ter particles are observed to move at a velocity exceeding the
wave speed. While the formation of the bulge and the para-
sitic capillaries can be associated with wave breaking, we will
only refer to the wave as breaking when increased levels of
vorticity are observed beneath the leeward side of the wave,
i.e. when the bulge has started to move down the wave result-
ing in a highly turbulent flow. The wave presented in figure 8
can be considered as incipient breaking. Note that the major-
ity of the non-breaking waves do not exhibit the distinct bulge
and capillary ripples presented in figure 8, as the non-breaking
waves are typically much smoother.

It can be noted that no significant increase in vorticity is ob-
served beneath the parasitic capillary waves observed in figure
8 a) and d). Following Longuet-Higgins 21 , very high levels
of vorticity is expected to be generated beneath small cap-
illary waves. However, as discussed by Duncan 8 , the layer
of increased vorticity directly generated by parasitic capillary
waves will be very small, significantly smaller than what we
are able to resolve using PIV. Our observations follow the
results by Qiao and Duncan 41 and Peirson and Banner 10 ,
and indicate that diffusion of vorticity from parasitic capil-
lary waves into the interior of the wave field is a weak effect
relative to the onset of wave breaking.

Figure 9 represents a wave which is breaking. The vector
plots presented in figure 9 b) shows that the spilling region is
highly turbulent, and the maximum horizontal velocities ex-
ceed the wave propagation speed. The capillary ripples which
in figure 8 were observed to extend all the way to the crest
are now confined to a small region below the spilling region.
The vorticity contour plot presented in figure 9 c) shows that
high levels of vorticity (peak vorticity of ≈ -1000 s−1) are
produced in the spilling region, and a turbulent wake of high
vorticity is observed below the crest.

The PIV system will detect waves at different stages of the
wave breaking process. From visual inspection of the flow

field (also using high-speed video), and looking through many
images similar to the ones presented in this section, it is as-
sessed that the velocity field presented in figure 9 represents a
typical wave in an intermediate stage of the breaking process.
Here the shape of the wave is still relatively similar to the non-
breaking wave presented in figure 8, and the region of highest
vorticity is observed in a relatively thin layer (approximately
3 mm) along the leeward side. Towards the windward side of
the wave a marked reduction of the vorticity is observed.

Waves assessed to be in a later stage of the breaking pro-
cess were frequently observed in the experimental data. These
were characterized by a more irregular shape of the crest, and
high levels of vorticity was observed throughout the crest,
down to a depth of up to 10 mm beneath the free surface. Here
the high vorticity region was observed to extend a significant
distance in the upstream direction, possibly impacting the up-
stream wave as this overtakes the turbulent eddies left in the
wake of the breaking wave (limitations in the PIV FOV meant
that this effect could not be observed directly).
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FIG. 8: Example images. Usl = 0.1, Usg = 2.40. a) Interface seen from LFV camera. b) Vector plot seen in a frame of reference
moving with the wave speed. c) Vorticity field below the crest (colorbar in [s−1]). d) PIV interface detection camera with liquid

phase vorticity field superimposed (colorbar in [s−1]). Note that only a section of the liquid phase PIV images (b and c) are
shown. In figure b half of the vectors are shown. Flow from left to right.
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B. ROI statistics

Based on the instantaneous velocity fields obtained, a re-
gion of interest (ROI) was defined, and the flow properties in
this region were monitored to detect the signature of breaking
waves.

For all the waves where clear indications of active wave
breaking was observed, high levels of vorticity was observed
on the leeward side of the crest, associated with the spilling
region of the wave. The full extent of this high vorticity
region varied considerably, as different stages of the wave
breaking process was detected. However, in the region from
20◦ < θ < 80◦, from the interface and down to approximately
3 mm below the interface, high levels of vorticity was always
present for the waves associated with wave breaking. This re-
gion was selected as the ROI (indicated in figure 10). All PIV
velocity fields containing the ROI were analyzed (number of
PIV velocity fields including the ROI presented in table II),
and statistics from the ROI analyzed. The main focus is on
evaluating the rms vorticity (denoted ωrms) and the maximum
horizontal velocity in the ROI.

In figure 11 a) scatter plot of the maximum horizontal ve-
locity divided by the wave velocity (umax/c) versus ωrms in the
ROI is presented for all waves analyzed. The wave speed c is
evaluated for each wave individually by a cross correlation of
the upstream pressure probes, used to trigger the PIV system
(ref. "Appendix A: Trigging of PIV system"). As the fig-
ure contains many overlapping data points, lines are included
to indicate the maximum extent of the scatter points for each
experimental case. In figure 11 b) ωrms is binned with a bin
size of 10, and the probability density function (PDF) of ωrms
within the ROI is presented. Figure 11 a) shows that the re-
lationship between ωrms and umax/c can be divided into two
regimes, and the transition between these occur at umax/c≈ 1.
Above this limit the slope of ωrms(umax/c) is seen to increase
significantly. This result is to be expected, as wave breaking is
characterized by fluid elements near the wave crest overtaking
the general waveform resulting in increased vorticity beneath
the crest.

In figure 11 b) it can be observed that for the two lowest
flow rate cases, ωrms is in the range of 20 to 60 for all waves,
except for one observation of the Usg 1.70 m/s case. For all
experimental cases a distinct peak is observed in the PDF at
ωrms of 30-50 s−1. This peak is associated with non-breaking
waves, and the vorticity levels observed can be viewed as a
background vorticity in the flow. For the two highest flow
rates, a secondary, although much wider, peak is observed
in the PDF at ωrms between 100 and 250 s−1. These high
levels of ωrms are associated with wave breaking events. As
the waves are captured by the PIV system at different stages
of the wave breaking process, and as the waves are likely to
break with different intensity, it is to be expected that this
secondary peak is wider than the peak associated with non-
breaking waves.

For the Usg 1.80 m/s case, values of ωrms significantly
higher than the peak associated with the non-breaking peak
are evident, although no secondary peak in the PDF is ob-
served, indicating that the wave breaking events are rarer and

less energetic than for the Usg 2.10 and 2.40 m/s cases.
In figure 12, scatter plots of ωrms against two different

steepness measures are presented. Smax is the maximum slope
along the leeward side of the wave (max(|dη/dx|)), while
ak = πH/λ , where H and λ is the wave height and length,
evaluated from the LFV camera. Note that the interface was
detected for segments of approximately 1.3 mm along the
wave profile, introducing a smoothing of the interface. Hence,
the very high steepness associated with any capillary waves
will not be resolved in the evaluation of Smax. The results
show that there is no clear correlation between ωrms and the
wave steepness. There does however seem to be a limiting
steepness below which no waves are breaking. This limit is
approximately at Smax ≈ 0.2 and ak ≈ 0.08.

As our PIV system detects the waves at one instant in time,
and at different stages of the breaking process, these results
are to be expected. Peirson and Banner 10 applied a local slope
threshold of 0.5 to separate breaking and non-breaking waves.
However, as discussed by Siddiqui and Loewen 19 there will
be a significant overlap in the PDF of the wave steepness when
comparing breaking and non-breaking waves. While it is ob-
served from figure 12 that waves with a local steepness ex-
ceeding 0.5 are likely to be in a state of breaking (associated
with high levels of ωrms), it does not serve as an accurate cri-
terion for detecting breaking waves in the present work.

While the current dataset is not suited to detect the onset
of wave breaking (as this would require time-resolved mea-
surements of individual waves going from a non-breaking to
breaking state), the maximum steepness observed may be in-
terpreted as a limiting steepness for the waves in the system.
The maximum ak observed is ≈ 0.3. This is a typical steep-
ness where wave-breaking in the ocean is assessed to occur12.

1. Breaking detection method

Based on the observations of the ROI statistics, a criterion
for distinguishing breaking and non-breaking waves is intro-
duced. Figure 13 illustrates the fraction of waves assessed to
be breaking using different thresholds for ωrms, and by apply-
ing umax > c as a criterion. This illustrates that the fraction of
breaking waves is sensitive to the threshold applied, but that
for the range of thresholds considered to be reasonable, the
onset of wave breaking occurs at the same flow rate case (Usg
= 1.8 m/s), and the trends in the observed breaking frequency
do not vary considerably depending on the threshold applied.

In the rest of this analysis, waves with ωrms < 60 are as-
sessed to be non-breaking, while waves with ωrms > 100 are
assessed to be breaking. Referring to figure 11 a) this thresh-
old ensures that virtually all waves assessed to be breaking
has umax/c > 1. Employing umax/c > 1 as a criterion directly
is not assessed to be robust, as this is only dependent on one
vector in the ROI, and because of uncertainties related to de-
termining the instantaneous wave speed. It should be noted
that these thresholds are not general, and will depend on the
PIV resolution of the measurements (as higher resolution im-
plies that more of the shear is resolved).

The total number of PIV velocity fields, waves with ROI
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within the PIV FOV and waves assessed to be breaking and
non-breaking are presented in table II. Waves with 60 <
ωrms < 100 are not classified as either breaking or non-
breaking. In table II they are classified as "intermediate".
These might be waves at a very early/late stage of the breaking
process, or it could be non-breaking waves passing through
the turbulent wake of an upstream breaking wave. Inspec-
tion of the velocity fields related to these cases illustrated that

it was sometimes difficult to assess whether the waves were
breaking or not, and that setting a single threshold for sep-
arating breaking from non-breaking waves resulted in cases
where non-breaking waves were assessed to be breaking and
vice versa.

Siddiqui and Loewen 19 also used a criterion based on the
vorticity in the crest region to differentiate between breaking
and non-breaking waves in an open channel system. They
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criterion for detecting wave breaking.

considered waves where the variance of the vorticity in the
ROI (note that a different ROI was applied) was greater than
70 s−2 to be microscale breaking. The present study consid-
ers a different physical system than what was investigated by
Siddiqui and Loewen 19 , and the geometrical properties of the
waves vary somewhat between the two studies. Differences in
the observed vorticity levels is for this reason to be expected.
However, it is assessed that the primary reason for the sig-
nificantly higher vorticity levels observed in the present work
is the enhanced PIV resolution (resolution is a factor 8 times
higher compared with Siddiqui and Loewen 19 ). The vorticity
levels observed in this work resemble the results from Peir-
son and Banner 10 and Duncan 8 , where the PIV resolution is
similar to our analysis. The more focused ROI applied in the
present work also means that a higher value of the vorticity
threshold is suitable compared with the analysis performed by
Siddiqui and Loewen 19 .

C. Characteristics of breaking and non-breaking waves

Using the ωrms-threshold for detecting breaking and non-
breaking waves described in section IV B 1, statistics of break-
ing and non-breaking waves are extracted and compared. As
there are five experimental cases, for three of which we ob-
serve both non-breaking and breaking waves, a total of eight
averaging cases are analyzed.

1. Average properties of breaking and non-breaking waves

In table III the mean of the maximum wave steepness
(Smax), ak, ROI steepness (SROI , evaluated as |∆y/∆x|) in the
ROI) and average crest height (ηc) for microbreaking and non-
microbreaking waves are compared. Note that for Usg = 1.50
and 1.70 m/s, no breaking waves were detected. It is ob-
served that on average, the breaking waves are steeper than the
non-breaking waves, evaluating either of the three steepness

measures. These results are similar to the results reported by
Siddiqui and Loewen 38 , who observed that Smax increased by
30-50 % comparing breaking and non-breaking waves. Note
that as discussed previously there is a significant overlap in
the steepness observed for breaking and non-breaking waves,
hence the steepness in itself can not be used as a criterion for
detecting breaking waves.

While Siddiqui and Loewen 38 observed that microscale
breaking waves on average had a higher crest than non-
breaking waves (25 - 100 % higher), results for the two high-
est flow rates imply that there is very little difference in the
crest height of breaking and non-breaking waves observed
in the present work. The reason for this discrepancy is as-
sessed to be the triggering system applied. While Siddiqui
and Loewen 38 evaluated all waves passing the PIV section
as either breaking or non-breaking, the triggering system in-
troduces a bias towards detecting larger amplitude waves.
Including a large fraction of small amplitude, non-breaking
waves into the dataset would result in the average crest height
of non-breaking waves to be reduced, and our results would
likely be more in accord with the results obtained by Siddiqui
and Loewen 38 .

2. Phase-averaged properties of breaking and non-breaking
waves

The conditional phase-averaging procedure described in
section III C was applied to all five experimental cases, sepa-
rating breaking and non-breaking waves. In figure 14, phase-
averaged properties for the Usg = 2.10 m/s case is presented.
These are representative for the results obtained also at Usg =
1.80 and 2.40 m/s. The subfigures on the left illustrate phase-
averaged properties beneath non-breaking waves, while the
subfigures on the right illustrate properties of the breaking
waves. The velocity fields are plotted in a region ensuring
that at least 200 data points are used in the averaging of any
variable in the (θ , ζ ) coordinate system. When analyzing the
phase-averaged results, it should be kept in mind that the aver-
aging is performed over a relatively broad-banded wave spec-
trum, hence significant variability is expected also within each
averaging case. However, the phase-averaged velocity fields
are assessed to provide valuable information on the character-
istic features of the waves, and how these evolve from non-
breaking to active breaking.

Several distinct features of the flow fields can be observed
in figure 14. Comparing figure 14 a) and b) it is observed that
while the peak horizontal velocity for non-breaking waves is
centered at the crest, this peak is shifted to the leeward side of
the breaking waves, indicating a spilling region. This spilling
region is also observed clearly in the 〈V 〉 plots presented in
figure 14 c) and d).

In figure 14 e) - h) the phase-averaged ωz- and ε-fields re-
veal that while the vorticity is observed to be fairly constant
over the wave form in the non-breaking case, significantly
higher values (approximately one order of magnitude) are ob-
served in the spilling region for the breaking waves. This is
consistent with the instantaneous velocity fields analyzed in
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TABLE II: Overview of waves analyzed by PIV, and fraction of breaking and non-breaking waves.
Usg 1.50 1.70 1.80 2.10 2.40
Number of PIV velocity fields 500 500 1000 1000 1000
Waves with ROI identified 345 306 582 696 654
Number (percentage) breaking 0 (0) 0 (0) 75 (12.8) 379 (54.5) 374 (57.2)
Number (percentage) intermediate 0 (0) 1 (0.3) 101 (17.3) 81 (11.6) 80 (12.2)
Number (percentage) non-breaking 345 (100) 305 (99.7) 406 (69.8) 236 (33.9) 200 (30.6)

TABLE III: Average properties of breaking and non-breaking waves. ηc is the crest height. Overbar indicates average
properties.

Usg
Smax [-] ak [-] SROI [-] ηc [mm]

non-
breaking breaking non-

breaking breaking non-
breaking breaking non-

breaking breaking

1.50 0.13 NA 0.049 NA 0.04 NA 0.8 NA
1.70 0.22 NA 0.096 NA 0.10 NA 2.1 NA
1.80 0.25 0.38 0.111 0.142 0.15 0.26 3.9 4.8
2.10 0.35 0.46 0.164 0.180 0.25 0.32 7.2 7.0
2.40 0.33 0.46 0.157 0.170 0.22 0.31 7.3 7.2

section IV A. Also 〈ε〉 is observed to have peak values one
order of magnitude higher for the breaking than non-breaking
waves. It can be noted that the maximum dissipation rate is
observed on the leeward side of the wave, in the highly tur-
bulent spilling region. Siddiqui and Loewen 20 also calculated
the phase distribution of ε , and found that the peak values of
ε were located directly below the wave crest. As the spilling
region is very thin (typically less than 2 mm), it seems likely
that this was not captured by the measurements of Siddiqui
and Loewen 20 , as their PIV resolution was approximately 2
mm. The results presented in figure 14 are assessed to be
qualitatively reasonable, as we expect high levels of energy
dissipation in the spilling region. However, as discussed in
section III D, we do not expect that the PIV resolution is suf-
ficient to accurately estimate ε in this region, as the very high
dissipation rates observed imply a Kolmogorov length scale
significantly smaller than the PIV resolution.

In figure 15 the phase-averaged interface elevation η for
breaking and non-breaking waves is presented in figure a). In
figure 15 b) and c), 〈ωz〉 and 〈ε〉 are depth-averaged over the
top 2 mm of the wave (typical depth of the highly turbulent
spilling region), and presented as a function of wave phase.

The phase-averaged interface elevation is calculated by the
interface detected by the LFV camera, hence for all cases a
reliable average is obtained for all wave phases. As 〈ωz〉 and
〈ε〉 is calculated by the PIV velocity fields, information on
these parameters far from the ROI (20◦ to 80◦) are not avail-
able. A cut off in the data is made so that phase-averaged
values with fewer than 50 data points are omitted from the re-
sults presented in figure 15. All breaking and non-breaking
waves (numbers listed in table II) will contain information of
the wave phase from 20◦ to 80◦, while the probability of de-
tecting a wave phase away from the ROI decreases with dis-
tance from the ROI.

Consistent with the results for 〈ηc〉 presented in table III,
it can be observed that there is little to differentiate the ob-
served crest heights of breaking and non-breaking waves of
the two highest flow rates. However, the troughs of the break-
ing waves are significantly shallower. This is consistent with

the results presented in table III, where it was observed that the
average wave steepness ak is higher for the breaking than for
the non-breaking waves, indicating that the breaking waves
(on average) has a higher degree of non-linearity.

The results for the depth-averaged 〈ωz〉 and 〈ε〉 follow the
same trends observed in figure 14 e)-h). Significantly higher
levels of vorticity and turbulent dissipation is observed in the
spilling region of breaking waves compared with the non-
breaking waves.

In figure 16 a) and b) the phase-averaged horizontal veloc-
ity and turbulent dissipation rate below the crest (at θ=0◦) is
presented for all averaging cases. It is observed that for the
Usg 2.10 and 2.40 m/s cases, the phase-averaged horizontal
velocity for breaking and non-breaking waves is very simi-
lar below a depth of approximately 6 mm from the interface.
Closer to the interface the horizontal velocity profiles of the
breaking waves are observed to increase compared with the
non-breaking waves.

The results for 〈ε〉 beneath the crest of microscale break-
ing waves shows that the turbulent dissipation rate is approx-
imately 1.5 ∗ 10−2 m2/s3 close to the water surface. This is
an order of magnitude higher than the results reported by Sid-
diqui and Loewen 38 . While there are differences in the phys-
ical system (comparing an open wind-wave tank and a closed
two-phase pipe flow geometry) the higher PIV resolution in
the present work is assessed to be an important reason for the
enhanced turbulent dissipation rate calculated. Lee et al. 42

reported values of ε below the crest of mechanically gener-
ated microscale breaking waves, and found values approach-
ing 1∗10−2m2/s3 near the interface, in line with the dissipa-
tion rates observed here. It should be noted that the calcula-
tion of ε is sensitive to errors in the PIV. These are (in absolute
value) assessed to be relatively constant within the PIV FOV.
As we see a clear evolution of ε with depth, and a significant
increase in the turbulent dissipation rate for breaking waves,
we assess that the turbulent dissipation rate near the interface
(for breaking and non-breaking waves) is not dominated by
noise from the PIV. Care should however be taken when eval-
uating the lowest dissipation rates observed, as these may be
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FIG. 14: Comparison of phase-averaged fields for non-breaking (left side) and breaking (right side) waves observed in the Usg
2.10 m/s case.

significantly influenced by noise in the PIV measurements.
The black dashed lines in figure 16 b) indicate that for the

non-breaking cases, and below the depth where the increased
dissipation rate associated with wave breaking is observed,
ε ∝ ξ−0.7, where ξ is the distance from the interface. In the

region directly affected by wave breaking the dissipation rate
is found to scale approximately as ε ∝ ξ−2. Based on anal-
ysis of field experiments conducted in Lake Ontario, Terray
et al. 43 proposed a three-layer scaling of the dissipation rate
below breaking waves. Terray et al. 43 proposed that breaking
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FIG. 15: a) Mean interface elevation as function of wave phase. b) and c) Phase-averaged properties averaged within the top 2
mm of the interface.

directly injects energy to a depth zb, and the dissipation rate
was assumed to be constant between the surface and zb. Below
this upper layer was an intermediate layer which was found to
scale as ε ∝ ξ−2, similar to the behavior observed in figure
16 b). Below the transition layer was a region which would
behave as a normal wall-layer. Terray et al. 43 identified the
"breaking depth" as zb ≈ 0.6Hs, where Hs is the significant
waveheight. The constant dissipation rate above the breaking
depth is not observed in the data presented in figure 16 b).
However, it should be kept in mind that there are significant
differences to the physical systems analyzed, and the breaking
severity of microscale and larger scale breaking waves. Lee
et al. 42 reports ε ∝ ξ−2 beneath the crest of breaking waves,
and while a constant dissipation rate layer at the scale of the
significant wave height was not observed, the dissipation was
found to scale as ε ∝ ξ−1 close to the surface (for depths less

than ≈ 0.3 times the wave amplitude). For the Usg 2.10 and
2.40 m/s cases (considering breaking waves), we also observe
a change in the depth-dependence of ε close to the free sur-
face, although we do not observe the same scaling as reported
by Lee et al. 42 .

From figure 16 b) the effect of microscale breaking is ob-
served down to a depth of approximately 10 mm below the in-
terface for the two highest gas flow rate cases. This is consis-
tent with the results from Siddiqui and Loewen 38 , who found
that the effect of microscale breaking waves could be observed
to a depth of one significant waveheight (Hs = 4ηrms, is ap-
proximately 12 mm for these cases). To obtain a more global
estimate of the effect of breaking on the turbulent dissipation
rate, 〈ε〉 is depth-averaged from the interface down to 10 mm
below the interface at the crest (θ = 0◦). The results are pre-
sented in figure 16 c). It is observed that 〈ε〉 remains rel-
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atively constant below non-breaking waves as the gas flow
rate is increased above the onset of wave breaking. How-
ever, below breaking waves the dissipation rate is observed
to increase as the gas velocity is increased, indicating that
the breaking events become more energetic. Comparing the
depth-averaged dissipation rate of breaking and non-breaking
waves it is observed that the dissipation rate is 2.5-4 times
higher for the breaking cases. These results are comparable
to the results presented by Siddiqui and Loewen 20 , who re-
ported an increase in turbulent dissipation rate by a factor 2-3
beneath the crest of microscale breaking waves.

D. Estimation of total breaking frequency

The breaking frequencies presented in figure 13 and table
II represent the breaking frequencies observed in the PIV data
acquired by the pressure probe trigging. As shown in "Ap-
pendix A: Trigging of PIV system" the trigging system results
in a bias towards detecting and acquiring data for the higher
amplitude waves in the system. To estimate a total breaking
frequency for all waves, the breaking probability within each
0.5 mm crest height bin observed by the PIV was evaluated,
using the threshold of ωrms > 100. The number of observa-
tions within each crest height bin observed by the wave probes
was then used to estimate the total breaking frequency for each
experimental case. Results are presented in figure 17.

For the two highest gas velocity cases, there are no observed
wave crests with a surface elevation below 3.5 mm in the PIV
dataset. Here the breaking probability is assumed to be zero.
This is assessed to be a reasonable estimate as for the two
height bins from 3.5 to 4.5 mm, a marked reduction in the
breaking probability (approximately 50 % reduction) was ob-
served compared with the higher amplitude waves for both
cases. Extrapolating these results, and also considering the
fact that no cases of wave breaking was observed for crest
heights below 2.5 mm in the Usg 1.80 m/s case, it seems rea-
sonable that only a small fraction of the waves with a crest
height below 3.5 mm in the Usg = 2.10 and 2.40 m/s cases will
be breaking.

It should be noted that there are other biases which may im-
pact on the total breaking probability estimated. One of these
is the method employed to detect breaking, which requires the
region from 20◦ to 80◦ to be visible in the PIV FOV. This re-
sults in a bias towards detecting waves where the leeward side
of the crest is steeper, and the distance from the wave crest
to the zero-down crossing (at 90◦) is short. As seen in sec-
tion IV C 1, steeper waves are more likely to be in a state of
breaking, hence this effect may result in a bias towards detect-
ing a higher fraction of breaking waves. The threshold of ωrms
also impacts the total breaking frequency. This has a relatively
higher impact on the Usg = 1.80 m/s case, as seen in figure 13.

From visual inspection of the wave field and analysis of
high speed video of the experiments, the breaking probabili-
ties presented in figure 17 are assessed to be reasonable. The
initial occurrence of breaking waves at Usg 1.80 m/s coincides
with the visual impression obtained from the experiments.
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FIG. 16: a) Phase-averaged horizontal velocity below the
crest. b) Turbulent dissipation rate 〈ε〉 below crest. c)
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below interface.

V. CONCLUDING REMARKS

In this paper detailed PIV measurement of waves in two-
phase pipe flow is performed, in order to detect where in the
flow-map small-scale wave breaking is first observed, and to
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FIG. 17: Estimated total breaking probability

quantify the impact of these small-scale breaking events.
Keeping the superficial liquid velocity constant at 0.1 m/s,

the first signs of wave breaking are observed at Usg = 1.8 m/s.
This implies that microscale wave breaking occurs before the
onset of the amplitude saturation regime reported by Ayati
et al. 34 . As the gas flow rate is increased into the amplitude
saturation regime, a significant fraction of the waves are ob-
served to be in a state of active breaking, and it is estimated
that 35 - 40 % of the waves passing through the measurement
section are breaking. Although small scale breaking is also
observed before the onset of the amplitude saturation regime,
the results presented in this study support the suggestions by
Ayati and Carneiro 33 that microscale breaking is an impor-
tant mechanism as the gas velocity is increased and the wave
amplitude is observed to saturate.

The effect of microscale wave breaking is observed down
to a depth of approximately 10 mm below the interface for
the highest gas flow rate case (Usg = 2.40 m/s). The analy-
sis reveals that below the crest of microscale breaking waves
the dissipation rate is 2.5 to 4 times higher than below non-
breaking waves. The turbulence levels below breaking waves
are observed to increase for increasing gas flow rates, indicat-
ing that the wave breaking events become more energetic as
the gas flow rate is increased.
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APPENDIX

Appendix A: Trigging of PIV system

Two pressure probes (Kulite XTL-190) were mounted flush
to the pipe bottom, upstream of the PIV section (ref. figure
2). The pressure probes sampled the pressure at a frequency

of 2000 Hz. The raw data was low-pass filtered and normal-
ized by a normalization filter based on the previous 30 seconds
of measurement time. The output from the normalization fil-
ter is centered around 0 with standard deviation 1. Assum-
ing that the measured pressure is directly related to the hydro-
static pressure above the probes (neglecting dynamic pressure
and pressure variations in the air-phase above the wavy inter-
face), and further that this is related to the interface elevation
in the center of the pipe, the output from the normalization
filter represents the number of standard deviations around the
mean water level of the current interface elevation. Note that
it is generally observed that the water level is higher towards
the pipe walls (especially for the higher gas flow rate cases),
which is assessed to impact on the pressure probe data, mak-
ing a direct link between the measured pressure and the inter-
face height in the center of the pipe inaccurate.

The trigger is set up to activate when a normalized pres-
sure peak higher than some threshold value σ is detected by
the downstream pressure probe. When a valid pressure peak
is detected, cross correlation is performed between the two
pressure probes, evaluating the previous 1 second of data.
The peak of the cross-correlation is used to estimate the wave
propagation speed c. The distance from the pressure probes
to the PIV section (approximately 28 cm) and the wave prop-
agation speed is used to evaluate the required delay time until
the system is triggered. The system ensures that the section
of the wave that is of interest (the leeward side of the wave
crest in this study) is repeatedly present in the FOV when the
PIV system is triggered, and the double images used for PIV
are obtained. As seen in table II, ≈ 65 % of all PIV images
acquired included the ROI, and could be used in the statistical
analysis of the flow field performed in this work. A minimum
time delay between two trigger pulses of 5 seconds was im-
plemented to prevent problems with the data transfer to the
computer (ref. section II).

In the present study the focus was on detecting the larger
amplitude waves, where wave breaking is assessed to be more
probable. For this reason a threshold value of σ =1.6 was
used. This ensures that the relatively higher amplitude waves
are detected and evaluated. The triggering of the PIV system
described in this section introduces a bias towards including
waves with a higher crest height in the PIV dataset. This bias
is illustrated in figure 18, where the wave crest heights ob-
served by the conductance wave probes (performing continu-
ous measurements for the full experimental time period) and
by the PIV system are binned in 0.5 mm bins, and their fre-
quency of occurrence in the dataset is presented.

The trigging of the PIV system was applied for all ex-
perimental cases, except for the lowest gas flow rate (Usg =
1.5 m/s). Here the waves were very small and the cross-
correlation from the pressure probes was dominated by noise,
providing unreliable estimates for the trigging delay. For this
reason the PIV system was triggered at a constant frequency
of 0.2 Hz. Note that as the waves at this flow rate were much
shorter than for the higher gas flow rate cases (ref. figure 3
c), and as the wave field was observed to be more regular (ref.
figure 4), the pressure probe trigging was less important for
this experimental case. It can be noted from figure 18 a) that
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the the PDF of ηc observed by the wave probes and PIV sys-
tem closely match as no bias is introduced by the triggering.
For the remaining four cases where the pressure probe trig-
ging was applied, it is clear that the waves triggering the PIV
system represents the larger waves in the system.
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a) Usg 1.50 m/s b) Usg 1.70 m/s c) Usg 1.80 m/s

d) Usg 2.10 m/s e) Usg 2.40 m/s

FIG. 18: Bar chart indicating the frequency of occurrence for crest height within 0.5 mm bins. Observed by wave probes
(including all waves during the experimental runs) and by PIV system.



Microscale wave breaking in stratified air-water pipe flow 21

1M. Banner and O. Phillips, “On the incipient breaking of small scale
waves,” Journal of Fluid Mechanics 65, 647–656 (1974).

2A. Jessup, C. Zappa, and H. Yeh, “Defining and quantifying microscale
wave breaking with infrared imagery,” Journal of Geophysical Research:
Oceans 102, 23145–23153 (1997).

3A. Khait and L. Shemer, “On the kinematic criterion for the inception of
breaking in surface gravity waves: Fully nonlinear numerical simulations
and experimental verification,” Physics of Fluids 30, 057103 (2018).

4M. Perlin, W. Choi, and Z. Tian, “Breaking waves in deep and intermediate
waters,” Annual review of fluid mechanics 45, 115–145 (2013).

5D. H. Peregrine, “Breaking waves on beaches,” Annual Review of Fluid
Mechanics 15, 149–178 (1983).

6A. Babanin, Breaking and dissipation of ocean surface waves (Cambridge
University Press, 2011).

7M. Tulin and M. Landrini, “Breaking waves in the ocean and around ships,”
in Twenty-Third Symposium on Naval Hydrodynamics Office of Naval Re-
search Bassin d’Essais des Carenes National Research Council (2001).

8J. Duncan, “Spilling breakers,” Annual review of fluid mechanics 33, 519–
547 (2001).

9L. Deike, S. Popinet, and W. Melville, “Capillary effects on wave break-
ing,” Journal of Fluid Mechanics 769, 541–569 (2015).

10W. Peirson and M. Banner, “Aqueous surface layer flows induced by mi-
croscale breaking wind waves,” Journal of Fluid Mechanics 479, 1–38
(2003).

11P. Sutherland and W. Melville, “Field measurements and scaling of ocean
surface wave-breaking statistics,” Geophysical Research Letters 40, 3074–
3079 (2013).

12P. Sutherland and W. Melville, “Field measurements of surface and near-
surface turbulence in the presence of breaking waves,” Journal of Physical
Oceanography 45, 943–965 (2015).

13G. Caulliez, “Dissipation regimes for short wind waves,” Journal of Geo-
physical Research: Oceans 118, 672–684 (2013).

14X. Zhang and C. Cox, “Vortical motions under short wind waves,” Wind-
driven air-sea interface. School of Mathematics, Uni. NSW, Sydney, Aus-
tralia , 277–284 (1999).

15M. Banner, X. Barthelemy, F. Fedele, M. Allis, A. Benetazzo, F. Dias, and
W. Peirson, “Linking reduced breaking crest speeds to unsteady nonlinear
water wave group behavior,” Physical review letters 112, 114502 (2014).

16L. Shemer and D. Liberzon, “Lagrangian kinematics of steep waves up to
the inception of a spilling breaker,” Physics of Fluids 26, 016601 (2014).

17K. Katsaros and S. Ataktürk, “Dependence of wave-breaking statistics on
wind stress and wave development,” in Breaking Waves (Springer, 1992)
pp. 119–132.

18M. Siddiqui, M. Loewen, C. Richardson, W. Asher, and A. Jessup, “Si-
multaneous particle image velocimetry and infrared imagery of microscale
breaking waves,” Physics of Fluids 13, 1891–1903 (2001).

19M. Siddiqui and M. Loewen, “Detecting microscale breaking waves,” Mea-
surement Science and Technology 17, 771 (2006).

20K. Siddiqui and M. Loewen, “Phase-averaged flow properties beneath
microscale breaking waves,” Boundary-Layer Meteorology 134, 499–523
(2010).

21M. Longuet-Higgins, “Capillary rollers and bores,” Journal of Fluid Me-
chanics 240, 659–679 (1992).

22D. Tzotzi and N. Andritsos, “Interfacial shear stress in wavy stratified gas-
liquid flow in horizontal pipes,” International Journal of Multiphase Flow
54, 43 – 54 (2013).

23M. Fernandino and T. Ytrehus, “Determination of flow sub-regimes in strat-

ified air–water channel flow using LDV spectra,” International journal of
multiphase flow 32, 436–446 (2006).

24J. Coleman and S. Garimella, “Characterization of two-phase flow patterns
in small diameter round and rectangular tubes,” International Journal of
Heat and Mass Transfer 42, 2869–2881 (1999).

25O. Strand, “An experimental investigation of stratified two-phase flow in
horizontal pipes,” Dr. Scient. Thesis, University of Oslo. Oslo, Norway
(1993).

26N. Andritsos and T. Hanratty, “Influence of interfacial waves in stratified
gas-liquid flows,” AIChE journal 33, 444–454 (1987).

27D. Biberg, “A mathematical model for two-phase stratified turbulent duct
flow,” Multiphase Science and Technology 19 (2007).

28A. Ayati, J. Kolaas, A. Jensen, and G. Johnson, “A PIV investigation of
stratified gas-liquid flow in a horizontal pipe,” International Journal of Mul-
tiphase Flow 61, 129–143 (2014).

29A. Ayati, J. Kolaas, A. Jensen, and G. Johnson, “The effect of interfacial
waves on the turbulence structure of stratified air/water pipe flow,” Interna-
tional Journal of Multiphase Flow 78, 104–116 (2016).

30M. Birvalski, M. Tummers, R. Delfos, and R. Henkes, “PIV measurements
of waves and turbulence in stratified horizontal two-phase pipe flow,” Inter-
national Journal of Multiphase Flow 62, 161–173 (2014).

31M. Birvalski, M. Tummers, and R. Henkes, “Measurements of gravity and
gravity-capillary waves in horizontal gas-liquid pipe flow using PIV in both
phases,” International Journal of Multiphase Flow 87, 102 – 113 (2016).

32P. Vollestad, A. Ayati, L. Angheluta, J. LaCasce, and A. Jensen, “Experi-
mental investigation of airflow above waves in a horizontal pipe,” Interna-
tional Journal of Multiphase Flow 110, 37–49 (2019).

33A. Ayati and J. Carneiro, “Statistical characterization of interfacial waves
in turbulent stratified gas-liquid pipe flows,” International Journal of Multi-
phase Flow 103, 94–105 (2018).

34A. Ayati, J. Kolaas, A. Jensen, and G. Johnson, “Combined simultaneous
two-phase PIV and interface elevation measurements in stratified gas/liquid
pipe flow,” International Journal of Multiphase Flow 74, 45–58 (2015).

35M. Raffel, C. E. Willert, F. Scarano, C. J. Kähler, S. T. Wereley, and J. Kom-
penhans, Particle image velocimetry: a practical guide (Springer, 2018).

36C.-T. Hsu, E. Hsu, and R. Street, “On the structure of turbulent flow over
a progressive water wave: theory and experiment in a transformed, wave-
following co-ordinate system,” Journal of Fluid Mechanics 105, 87–117
(1981).

37M. Buckley and F. Veron, “Structure of the airflow above surface waves,”
Journal of Physical Oceanography 46, 1377–1397 (2016).

38M. Siddiqui and M. Loewen, “Characteristics of the wind drift layer and
microscale breaking waves,” Journal of Fluid Mechanics 573, 417–456
(2007).

39P. Doron, L. Bertuccioli, J. Katz, and T. Osborn, “Turbulence characteris-
tics and dissipation estimates in the coastal ocean bottom boundary layer
from PIV data,” Journal of Physical Oceanography 31, 2108–2134 (2001).

40H. Tennekes and J. Lumley, A first course in turbulence (MIT press, 1972).
41H. Qiao and J. Duncan, “Gentle spilling breakers: crest flow-field evolu-

tion,” Journal of Fluid Mechanics 439, 57–85 (2001).
42J. Lee, J. Monty, J. Elsnab, A. Toffoli, A. Babanin, and A. Alberello, “Esti-

mation of kinetic energy dissipation from breaking waves in the wave crest
region,” Journal of Physical Oceanography 47, 1145–1150 (2017).

43E. Terray, M. Donelan, Y. Agrawal, W. Drennan, K. Kahma, A. Williams,
P. Hwang, and S. Kitaigorodskii, “Estimates of kinetic energy dissipation
under breaking waves,” Journal of Physical Oceanography 26, 792–807
(1996).


