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#### Abstract

Let $L \subset \mathbb{R} \times J^{1}(M)$ be a spin, exact Lagrangian cobordism in the symplectization of the 1 -jet space of a smooth manifold $M$. Assume that $L$ has cylindrical Legendrian ends $\Lambda_{ \pm} \subset J^{1}(M)$. It is well known that the Legendrian contact homology of $\Lambda_{ \pm}$can be defined with integer coefficients, via a signed count of pseudoholomorphic disks in the cotangent bundle of $M$. It is also known that this count can be lifted to a mod 2 count of pseudo-holomorphic disks in the symplectization $\mathbb{R} \times J^{1}(M)$, and that $L$ induces a morphism between the $\mathbb{Z}_{2}$-valued DGA:s of the ends $\Lambda_{ \pm}$in a functorial way. We prove that this hold with integer coefficients as well.

The proofs are built on the technique of orienting the moduli spaces of pseudoholomorphic disks using capping operators at the Reeb chords. We give an expression for how the DGA:s change if we change the capping operators.


## 1. Introduction

1.1. Background. Let $M$ be an $n$-dimensional manifold and consider the 1 -jet space $J^{1}(M)=T^{*} M \times \mathbb{R}$ of $M$. This space can be given the structure of a contact manifold, with contact form $\alpha=d z-\sum_{j} y_{j} d x_{j}$. Here $(x, y)$ are coordinates on $T^{*} M$ and $z$ is the coordinate in the $\mathbb{R}$-direction. An $n$-dimensional submanifold $\Lambda \subset J^{1}(M)$ is called Legendrian if it is everywhere tangent to the contact distribution $\xi=\operatorname{Ker} \alpha$, and a Legendrian isotopy is a smooth 1-parameter family of Legendrian submanifolds. A major problem in contact geometry is to determine whether two given Legendrian submanifolds are Legendrian isotopic, i. e. if there is a Legendrian isotopy connecting them. To that end, a number of Legendrian invariants have been introduced. These are objects associated to Legendrian submanifolds, invariant under Legendrian isotopies.

One such invariant is Legendrian contact homology, which is the homology of a differential graded algebra (DGA) associated to the Legendrian $\Lambda$. This algebra is called the Chekanov-Eliashberg algebra of $\Lambda$, and we denote it by $\mathcal{A}(\Lambda)$. It is a free, unital algebra generated by the Reeb chords of $\Lambda$, which are flow segments of the Reeb vector field $\partial_{z}$, having their start and end points on $\Lambda$. We assume that $\Lambda$ is chord generic, meaning that the Lagrangian projection $\Pi_{\mathbb{C}}: J^{1}(M) \rightarrow T^{*} M$ projects the Reeb chords of $L$ to isolated double points of $\Pi_{\mathbb{C}}(\Lambda)$. The differential of the DGA is defined by counting certain pseudo-holomorphic disks.

Legendrian contact homology fits into the machinery of Symplectic field theory, introduced by Eliashberg, Givental and Hofer in EGH00]. In particular, let $L$ be an exact

[^0]Lagrangian cobordism in the symplectization $\left(\mathbb{R} \times J^{1}(M), d\left(e^{t} \alpha\right)\right)$ of $J^{1}(M)$. Assume that $L$ is asymptotic to cylinders $\mathbb{R} \times \Lambda_{ \pm}$at $\pm \infty$, where $\Lambda_{ \pm} \subset J^{1}(M)$ are Legendrians. According to [Ekh08], if we choose the coefficient ring to be given by $\mathbb{Z}_{2}$, then $L$ induces a DGA-morphism $\Phi_{L}: \mathcal{A}\left(\Lambda_{+}\right) \rightarrow \mathcal{A}\left(\Lambda_{-}\right)$in a functorial way. Here $\Phi_{L}$ is defined via a modulo 2 count of pseudo-holomorphic disks with boundary on $L$. This is used in EHK16] to derive results about isotopy classes of exact Lagrangians with prescribed boundary. More precisely, these results were derived from explicit descriptions of $\Phi_{L}$ in the case $L$ is induced by the trace of an elementary Legendrian isotopy.

That Legendrian contact homology can be defined over $\mathbb{Z}$, provided $\Lambda$ is spin, is proven in EES05b]. In that paper the differential of $\mathcal{A}(\Lambda)$ is defined by a count of rigid pseudo-holomorphic disks in the Lagrangian projection, with the disks having boundary on $\Pi_{\mathbb{C}}(\Lambda)$. To get a signed count of these disks, it is shown that the moduli space of pseudo-holomorphic disks admits a coherent orientation. However, there is another way to define the differential, which is more convenient if one wants to consider the functorial properties in Symplectic field theory. That method is to count rigid pseudoholomorphic disks in the symplectization of $J^{1}(M)$, with the disks having boundary on $\mathbb{R} \times \Lambda$.

In [DR16] it is proven that these two different counts give the same DGA, given that we work with $\mathbb{Z}_{2}$-coefficients. We will prove that this also holds with $\mathbb{Z}$-coefficients, provided that $\Lambda$ is spin. More precisely, we will prove that the coherent orientation scheme given in EES05b can be lifted to give a coherent orientation for moduli spaces of pseudo-holomorphic disks in $\mathbb{R} \times J^{1}(M)$ with boundary on $\mathbb{R} \times \Lambda$. Then we prove that this lifted orientation scheme allows us to extend the definition of $\Phi_{L}$ from Ekh08] to $\mathbb{Z}$-coefficients, provided that $L$ is spin and that $\Lambda_{ \pm}$are given the induced spin structure as boundary of $L$. That this lift can be performed seems in particular important if one wants to relate SFT theories with Floer theories, for example via Seidel's isomorphisms which briefly says that if $\Lambda$ admits an exact Lagrangian filling $L$, then there is an isomorphism between $H_{*}(L)$ and the linearized Legendrian contact cohomology of $\Lambda$ with respect to the augmentation induced by $L$. Compare with [DR16] and [DRG14]. For other examples of applications of such a signed lift which allows $\Phi_{L}$ to be defined over the integers, see e.g. [CDRGG15], CDRGG], Ekh16], EL]. Note that the existence of such a signed lift is indicated but not proved in these papers. Yet another motivation for understanding DGA-morphisms with coefficients in $\mathbb{Z}$ comes from the connection between Legendrian contact homology and homological mirror symmetry, together with the machinery in [CM].

The coherent orientation scheme for the moduli spaces of pseudo-holomorphic disks will be defined by using something called capping operators, which are $\bar{\partial}$-operators defined on the 1 -punctured unit disk in $\mathbb{C}$ with trivialized Lagrangian boundary conditions. Using the DGA-morphism induced by the trivial cobordism $\mathbb{R} \times \Lambda$, we will derive an expression of how the DGA changes if we change capping operators. In this way we can relate the orientation scheme of pseudo-holomorphic disks in $T^{*} M$ given in [EES05b] with the one given in Kar .

The orientation scheme defined in Kar is adapted to the situation when the differential in Legendrian contact homology is defined by counting rigid Morse flow trees
instead of pseudo-holomorphic disks. We refer to [Ekh07] for the definition of these trees, and for the proof that the trees can replace the pseudo-holomorphic disks in the definition of the differential if we work with $\mathbb{Z}_{2}$-coefficients. In $K a r$, this result is extended to also hold for $\mathbb{Z}$-coefficients. The advantage of using Morse flow trees instead of pseudo-holomorphic disks is that the former ones can be found using finite-dimensional flow techniques, while the latter ones give rise to non-linear PDE:s, which in general are hard to solve. In [EHK16] it is shown that one can use Morse flow trees to compute the DGA-morphism induced by an exact Lagrangian cobordism, in the case when the coefficients are given by $\mathbb{Z}_{2}$. This is one of the reasons why the DGA-morphisms induced by traces of elementary Legendrian isotopies can be described explicitly when $n=1$. We sketch an argument that Morse flow trees can be used to compute DGA-morphisms also with integer coefficients, given our orientation scheme of moduli spaces.
1.2. Organization of the paper. In Section 2 we give a definition of the DGA associated to a Legendrian $\Lambda \subset J^{1}(M)$, and the DGA-morphism induced by an exact Lagrangian cobordism. We also state the main theorems. In Section 3 we recall the definition of punctured pseudo-holomorphic disks, and give a more detailed definition of the relevant moduli spaces. In Section 4 we fix orientation conventions, and prove that these conventions make it possible to define Legendrian contact homology with integer coefficients in the symplectization setting. In Section 5 we prove that this also gives the desired results for the DGA-morphisms induced by exact Lagrangian cobordisms. In Section 6 we discuss how the orientation scheme can be used to orient the moduli space of Morse flow trees associated to exact Lagrangian cobordisms.
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## 2. Main Results

Here we formulate the main results. To be able to do this, we first need to introduce some more notation.
2.1. Legendrian contact homology. As outlined in the Introduction, there are two different ways of defining the differential $\partial$ of $\mathcal{A}(\Lambda)$. One method is to compute punctured, rigid, pseudo-holomorphic disks in $T^{*} M$ with boundary on $\Pi_{\mathbb{C}}(\Lambda)$. I.e., the differential is defined on generators $a$ by

$$
\partial_{l}(a)=\sum_{\operatorname{dim} \mathcal{M}_{l, \Lambda}(a, \mathbf{b})=0}\left|\mathcal{M}_{l, \Lambda}(a, \mathbf{b})\right| \mathbf{b}
$$

and extended by the Leibniz rule to the rest of the algebra. Here $\mathbf{b}=b_{1} \cdots b_{m}$ is a word of Reeb chords, $\mathcal{M}_{l, \Lambda}(a, \mathbf{b})$ is the moduli space of rigid pseudo-holomorphic
punctured disks with a positive puncture at $a$, negative punctures at $b_{1}, \ldots, b_{m}$, and with boundary on $\Pi_{\mathbb{C}}(\Lambda)$, and $\left|\mathcal{M}_{l, \Lambda}(a, \mathbf{b})\right|$ denotes the algebraic count of disks in the moduli space. We refer to Section 3 for more details.

We denote the DGA defined in this way by $\left(\mathcal{A}(\Lambda), \partial_{l} ; R\right)$, where $R$ indicates the coefficient ring. In EES07] it is proven that for a generic choice of compatible almost complex structure on $T^{*} M$, this differential satisfies $\partial_{l}^{2}=0$, and the homology of this complex gives a well-defined Legendrian isotopy invariant if we choose the coefficient ring to be $\mathbb{Z}_{2}$. In EES05b these results were extended to hold for $\mathbb{Z}$-coefficients in the case when $\Lambda$ is spin. In the special case $n=1$ and $M=\mathbb{R}$, these results were first established in [Che02] for the case of $\mathbb{Z}_{2}$-coefficients, and in [ENS02] for $\mathbb{Z}$-coefficients.

The other method of computing the differential, which was discussed in EGH00], and where the details were worked out in [Eli98 for $n=1$, and further developed in Ekh08 for higher dimensions, is to count rigid pseudo-holomorphic disks in the symplectization of $J^{1}(M)$. That is, in this case the differential is defined by

$$
\partial_{s}(a)=\sum_{\operatorname{dim} \hat{\mathcal{M}}_{s, \Lambda}(a, \mathbf{b})=1}\left|\hat{\mathcal{M}}_{s, \Lambda}(a, \mathbf{b}) / \mathbb{R}\right| \mathbf{b}
$$

on generators, and again extended by the Leibniz rule to the whole algebra. Here $\hat{\mathcal{M}}_{s, \Lambda}(a, \mathbf{b})$ is the moduli space of punctured pseudo-holomorphic disks with boundary on $\mathbb{R} \times \Lambda$, having a positive puncture asymptotic to a strip over the Reeb chord $a$ at $t=+\infty$, and having negative punctures asymptotic to strips over the Reeb chords $b_{1}, \ldots, b_{m}$ at $t=-\infty$. Moreover, we assume that the given almost complex structure is cylindrical, so that we get an induced $\mathbb{R}$-action on $\hat{\mathcal{M}}_{s, \Lambda}$, given by translation in the $t$-direction. See Section 3. We let

$$
\mathcal{M}_{s, \Lambda}=\hat{\mathcal{M}}_{s, \Lambda}(a, \mathbf{b}) / \mathbb{R}
$$

be the space where we have divided out this $\mathbb{R}$-action. For a generic choice of cylindrical almost complex structure we have $\partial_{s}^{2}=0$, given that we are using $\mathbb{Z}_{2}$-coefficients, and the homology of $\mathcal{A}(\Lambda)$ is invariant under Legendrian isotopies. See [Ekh08].

In DR16 it is shown that under certain, not too restrictive, choices of almost complex structures of $T^{*} M$ and $\mathbb{R} \times J^{1}(M)$ we have that $\left(\mathcal{A}(\Lambda), \partial_{s} ; \mathbb{Z}_{2}\right) \simeq\left(\mathcal{A}(\Lambda), \partial_{l} ; \mathbb{Z}_{2}\right)$, where the isomorphism is induced by the projection

$$
\pi_{P}: \mathbb{R} \times\left(T^{*} M \times \mathbb{R}\right) \rightarrow T^{*} M
$$

In particular, it is proven that the induced map

$$
\pi_{P}: \mathcal{M}_{s, \Lambda}(a, \mathbf{b}) \rightarrow \mathcal{M}_{l, \Lambda}(a, \mathbf{b}), \quad u \mapsto \pi_{P}(u)
$$

is a diffeomorphism. In the present paper we extend this result to $\mathbb{Z}$-coefficients, by proving that there is a choice of orientation conventions so that the coherent orientation scheme given for $\mathcal{M}_{l, \Lambda}$ in EES05b] can be lifted under $\pi_{P}$ to give a coherent orientation scheme for $\mathcal{M}_{s, \Lambda}$. Compare [[DR16], Remark 2.4].

Theorem 2.1. Let $J_{P}$ and $\tilde{J}_{p}$ be almost complex structures on $T^{*} M$ and $\mathbb{R} \times J^{1}(M)$, respectively, satisfying the assumptions in [DR16], Theorem 2.1] ${ }^{1]}$. Further assume that $\Lambda \subset J^{1}(M)$ is a spin Legendrian submanifold. Then there are choices of coherent orientations of the moduli spaces $\mathcal{M}_{s, \Lambda}(a, \mathbf{b})$ and $\mathcal{M}_{l, \Lambda}(a, \mathbf{b})$ so that

$$
\pi_{P}: \mathcal{M}_{s, \Lambda}(a, \mathbf{b}) \rightarrow \mathcal{M}_{l, \Lambda}(a, \mathbf{b}), \quad u \mapsto \pi_{P}(u),
$$

is orientation preserving. Moreover, for $i=s, l$ we have that

$$
\begin{equation*}
\partial_{i}(a)=\sum_{\operatorname{dim} \mathcal{M}_{i, \Lambda}(a, \mathbf{b})=0}\left|\mathcal{M}_{i, \Lambda}(a, \mathbf{b})\right| \mathbf{b} \tag{2.1}
\end{equation*}
$$

satisfies $\partial_{i}^{2}=0$. Here $\left|\mathcal{M}_{i, \Lambda}(a, \mathbf{b})\right|$ denotes the algebraic number of disks in the moduli space, where the signs of the disks come from the coherent orientation scheme.

Remark 2.2. We also get that the stable tame isomorphism class of the DGA:s is invariant under Legendrian isotopies. Compare [[EES05b], Section 4.3].
Remark 2.3. We will use slightly different orientation conventions than in EES05b, to simplify the expression of the differential. In that paper it is instead of (2.1) given by

$$
\partial_{l}(a)=\sum_{\operatorname{dim} \mathcal{M}_{l, \Lambda}(a, \mathbf{b})=0}(-1)^{(n-1)(|a|+1)}\left|\mathcal{M}_{l, \Lambda}(a, \mathbf{b})\right| \mathbf{b}
$$

Compare with the discussion in Subsection 5.3 .
2.2. Exact Lagrangian cobordisms. Here we describe how an exact Lagrangian submanifold $L \subset \mathbb{R} \times J^{1}(M)$ with cylindrical Legendrian ends induces a morphism between the DGA:s of the ends.
Definition 2.4. Let $\Lambda_{+}, \Lambda_{-} \subset J^{1}(M)$ be Legendrian submanifolds. An exact Lagrangian cobordism from $\Lambda_{+}$to $\Lambda_{-}$is an exact Lagrangian submanifold $L$ of the symplectization of $J^{1}(M)$, satisfying

$$
\begin{aligned}
& \mathcal{E}_{+}(L):=L \cap\left((T, \infty) \times J^{1}(M)\right)=(T, \infty) \times \Lambda_{+}, \\
& \mathcal{E}_{-}(L):=L \cap\left((-\infty,-T) \times J^{1}(M)\right)=(-\infty,-T) \times \Lambda_{-},
\end{aligned}
$$

for some $T>0$, and so that
(1) each function $f$ that satisfies $d f=\left.e^{t} \alpha\right|_{L}$, also satisfies that $\left.f\right|_{\mathcal{E}_{ \pm}(L)}$ is constant,
(2) $L \backslash\left(\mathcal{E}_{+}(L) \cup \mathcal{E}_{-}(L)\right)$ is compact with boundary $\Lambda_{+}-\Lambda_{-}$.

An exact Lagrangian cobordism $L$ induces a DGA-morphism

$$
\Phi_{L}:\left(\mathcal{A}\left(\Lambda_{+}\right), \partial_{+} ; \mathbb{Z}_{2}\right) \rightarrow\left(\mathcal{A}\left(\Lambda_{-}\right), \partial_{-} ; \mathbb{Z}_{2}\right)
$$

where $\partial_{ \pm}$denotes the differential $\partial_{s}$ associated to $\mathcal{A}\left(\Lambda_{ \pm}\right)$. Indeed, we can define $\Phi_{L}$ by

$$
\begin{equation*}
\Phi_{L}(a)=\sum_{\operatorname{dim} \mathcal{M}_{L}(a, \mathbf{b})=0}\left|\mathcal{M}_{L}(a, \mathbf{b})\right| \mathbf{b}, \quad \mathbf{b}=b_{1} \cdots b_{m} \tag{2.2}
\end{equation*}
$$

[^1]if $a$ is a generator, and extend it to the rest of the algebra by
\[

$$
\begin{align*}
& \Phi(a+b)=\Phi(a)+\Phi(b)  \tag{2.3}\\
& \Phi(a b)=\Phi(a) \Phi(b) \tag{2.4}
\end{align*}
$$
\]

See [Ekh08] and [[EHK16], Section 3.5]. Here $\mathcal{M}_{L}(a, \mathbf{b})$ denotes the moduli space of punctured pseudo-holomorphic disks with boundary on $L$, positive puncture mapped asymptotically to a strip over the Reeb chord $a$ at $t=+\infty$, negative punctures mapped asymptotically to strips over the Reeb chords $b_{1}, \ldots, b_{m}$ at $t=-\infty$, and $\left|\mathcal{M}_{L}(a, \mathbf{b})\right|$ is the modulo 2 count of elements. See Section 3. Note that in [[EHK16], Section 3.5] the results are only stated for $n=1$, but tracing the proofs one sees that they can be extended word-by-word to arbitrary $n$.

We prove that we can replace the modulo 2 count by a signed count, so that $\Phi_{L}$ gives a DGA-morphism also with $\mathbb{Z}$-coefficients.

Theorem 2.5. Let $L \subset \mathbb{R} \times J^{1}(M)$ be a spin, exact Lagrangian cobordism from $\Lambda_{+}$ to $\Lambda_{-}$. Then there are choices of coherent orientations of the moduli spaces $\mathcal{M}_{L}(a, \mathbf{b})$, $\mathcal{M}_{s, \Lambda_{+}}(a, \mathbf{b})$ and $\mathcal{M}_{s, \Lambda_{-}}(a, \mathbf{b})$ so that

$$
\Phi_{L}:\left(\mathcal{A}\left(\Lambda_{+}\right), \partial_{+} ; \mathbb{Z}\right) \rightarrow\left(\mathcal{A}\left(\Lambda_{-}\right), \partial_{-} ; \mathbb{Z}\right)
$$

defined by (2.2) - (2.4) is a DGA-morphism. Now $\left|\mathcal{M}_{L}(a, \mathbf{b})\right|$ represents the algebraic count of disks in the moduli space.

Moreover, $\Phi_{L}$ satisfies SFT-functorality. That is, let $L_{1}, L_{2} \subset \mathbb{R} \times J^{1}(M)$ be two exact Lagrangian cobordisms such that $L_{1}$ goes from $\Lambda_{0}$ to $\Lambda_{1}$ and $L_{2}$ goes from $\Lambda_{1}$ to $\Lambda_{2}$. Then we can form the concatenation $L_{1} \# L_{2}$, by gluing the negative end of $L_{1}$ to the positive end of $L_{2}$, as explained in [[EHK16], Section 1.2]. This gives an exact Lagrangian cobordism from $\Lambda_{0}$ to $\Lambda_{2}$, which satisfies $\Phi_{L_{1} \# L_{2}}=\Phi_{L_{2}} \circ \Phi_{L_{1}}$ as a DGA-morphism from $\left(\mathcal{A}\left(\Lambda_{0}\right), \mathbb{Z}_{2}\right)$ to $\left(\mathcal{A}\left(\Lambda_{2}\right), \mathbb{Z}_{2}\right)$. See [[EHK16], Lemma 3.13].

We prove that the functorial properties of $\Phi$ continue to hold with integer coefficients.
Theorem 2.6. Assume that $L_{1}, L_{2} \subset \mathbb{R} \times J^{1}(M)$ are two spin, exact Lagrangian cobordisms with fixed spin structures. Assume that $L_{1}$ goes from $\Lambda_{0}$ to $\Lambda_{1}$ and that $L_{2}$ goes from $\Lambda_{1}$ to $\Lambda_{2}$. Then there are choices of coherent orientations of the moduli spaces $\mathcal{M}_{s, \Lambda_{i}}(a, \mathbf{b}), i=0,1,2, \mathcal{M}_{L_{i}}(a, \mathbf{b}), i=1,2$, and $\mathcal{M}_{L_{1} \# L_{2}}(a, \mathbf{b})$ so that

$$
\begin{equation*}
\Phi_{L_{2}} \circ \Phi_{L_{1}}=\Phi_{L_{1} \# L_{2}} \tag{2.5}
\end{equation*}
$$

as DGA-morphisms from $\left(\mathcal{A}\left(\Lambda_{0}\right), \mathbb{Z}\right)$ to $\left(\mathcal{A}\left(\Lambda_{2}\right), \mathbb{Z}\right)$. Moreover, if $\Lambda \subset J^{1}(M)$ is a spin Legendrian then there are choices of coherent orientations of the moduli spaces $\mathcal{M}_{s, \Lambda}(a, \mathbf{b}), \mathcal{M}_{\mathbb{R} \times \Lambda}(a, \mathbf{b})$ so that

$$
\begin{equation*}
\Phi_{\mathbb{R} \times \Lambda}=\mathrm{id} \tag{2.6}
\end{equation*}
$$

We will prove that the orientation scheme from Theorem 2.1 can be used to derive these results. As indicated in the Introduction, this orientation scheme is defined using capping operators. Briefly, this works as follows.

Let $u \in \mathcal{M}_{l, \Lambda}(a, \mathbf{b})$. We have a linearized $\bar{\partial}$-operator $\bar{\partial}_{u}$ associated to $u$, defined on the punctured unit disk in $\mathbb{C}$ and with a trivialized Lagrangian boundary condition
induced by the spin structure of $\Lambda$. This boundary condition is "closed up" by gluing capping disks to the punctures of $u$. That is, for each Reeb chord $c$ of $\Lambda$ we define two different capping operators $\bar{\partial}_{c,+}$ and $\bar{\partial}_{c,-}$. These are $\bar{\partial}$-operators defined on the unit disk in $\mathbb{C}$ with one puncture. We glue $\bar{\partial}_{a,+}$ to $\bar{\partial}_{u}$ at the positive puncture of $u$, and $\bar{\partial}_{b_{i},-}$ to $\bar{\partial}_{u}$ at the negative puncture corresponding to the chord $b_{i}, i=1, \ldots, m$. We require the trivialized boundary conditions for the capping operators to be defined in such a way so that these gluings induce a trivialized Lagrangian boundary condition for the nonpunctured unit disk in $\mathbb{C}$. Then we use the fact that there is a canonical orientation of the determinant line bundle for the $\bar{\partial}$-operator over the space of trivialized Lagrangian boundary conditions for the unit disk in $\mathbb{C}$. This canonical orientation is given via evaluation at the boundary, see [ FOOO09], Section 8], and the canonical orientation for the $\bar{\partial}$-operator associated to the capped boundary condition induces an orientation of the determinant line $\operatorname{det} \bar{\partial}_{u}$, which in turn induces an orientation of $T_{u} \mathcal{M}_{l, \Lambda}(a, \mathbf{b})$. This is explained in more detail in Section 3 and Section 4.

Notice that the signs occurring in the differential of the DGA of $\Lambda$ depend on the choice of capping operators. We will prove that for certain systems of capping operators, the associated DGA:s are isomorphic.

Theorem 2.7. Let $\Lambda$ be a spin Legendrian submanifold of $J^{1}(M)$ with a fixed spin structure. Let $\mathcal{S}$ denote a system of capping operators for $\Lambda$ satisfying (c1) - (c3) in Section 4.5. Let $\partial_{l, \mathcal{S}}$ denote the induced differential as defined in (2.1), where the orientation of the moduli space is induced by the system $\mathcal{S}$. Then $\left(\mathcal{A}(\bar{\Lambda}), \partial_{l, \mathcal{S}} ; \mathbb{Z}\right)$ is a $D G A$ whose homology is invariant under Legendrian isotopies.

Moreover, if $\mathcal{S}^{\prime}$ is another system of capping operators for $\Lambda$ satisfying (c1)-(c3), then there is a DGA-isomorphism

$$
\begin{equation*}
\Phi_{\mathcal{S}, \mathcal{S}^{\prime}}:\left(\mathcal{A}(\Lambda), \partial_{l, \mathcal{S}} ; \mathbb{Z}\right) \rightarrow\left(\mathcal{A}(\Lambda), \partial_{l, \mathcal{S}^{\prime}} ; \mathbb{Z}\right) \tag{2.7}
\end{equation*}
$$

We refer to Section 5 for an explicit description of the map (2.7).
Remark 2.8. From the proofs of Theorem 2.1, Theorem 2.5 and Theorem 2.6 it follows that any system of capping operators satisfying (c1)-(c3) gives coherent orientation schemes so that the statements of the theorems hold.

Remark 2.9. Note that the capping operators defined in [[EES05b], Section 3.3], [ EEES05b], Section 4.5] and [ Kar], Section 3.4] all satisfy (c1)]-(c3). Compare with Remark 4.10 .

Remark 2.10. All orientation schemes above depend on choices of orientations of $\mathbb{R}^{n}$ and of $\mathbb{C}$, which we from now on assume to be fixed.

## 3. Punctured pseudo-holomorphic disks

In this section we give a definition of punctured pseudo-holomorphic disks. We also define the moduli spaces that will be relevant for us.
3.1. Pseudo-holomorphic disks. An almost complex structure $J$ on a symplectic manifold $(X, \omega)$ is an endomorphism $J: T X \rightarrow T X$ satisfying $J^{2}=-\mathrm{id}$. We say that $J$ is compatible with $\omega$ if $\omega(\cdot, J \cdot)$ defines a Riemannian metric on $X$. If $(X, \omega)=$ $\left(\mathbb{R} \times J^{1}(M), d\left(e^{t} \alpha\right)\right.$ ), then $J$ is cylindrical if it is compatible with $\omega$, is invariant under $t$-translation, and satisfies $J(\xi)=\xi, J\left(\partial_{t}\right)=R_{\alpha}$. Here $R_{\alpha}$ denotes the Reeb vector field of $\alpha$.

Let $D$ be the compact unit disk in $\mathbb{C}$ and let $D_{m+1}$ denote the disk with $m+1$ marked points $p_{0}, \ldots, p_{m} \in \partial D$, cyclically ordered along the boundary in the counter-clockwise direction. Let $\dot{D}_{m+1}$ denote the corresponding punctured disk with the marked points removed. We will assume that $p_{0}=1 \in \mathbb{C}$, and call it the positive puncture. We say that $p_{1}, \ldots, p_{m}$ are the negative punctures.

A map $u: D_{m+1} \rightarrow X$ (or $u: \dot{D}_{m+1} \rightarrow X$ ) is J-holomorphic if it satisfies

$$
\bar{\partial}_{J}(u):=d u+J \circ d u \circ i=0 .
$$

If we want to neglect the choice of $J$ we say that $u$ is pseudo-holomorphic.
3.2. Gradings. Each Reeb chord $a$ of $\Lambda$ comes equipped with a grading $|a|$, given by

$$
|a|=C Z(a)-1
$$

where $C Z(a)$ is the Conley-Zehnder index of $a$. Since we will not perform any explicit calculations of the gradings in this paper we refer to [[EES07], Section 2.2] for a proper definition.
3.3. Moduli spaces. In this section we give definitions of the relevant moduli spaces of pseudo-holomorphic disks.
3.3.A. Moduli spaces in the Lagrangian projection. Fix an almost complex structure $J$ on $T^{*} M$, compatible with $\omega$. We let $\mathcal{M}_{l, \Lambda}(a, \mathbf{b}), \mathbf{b}=b_{1} \cdots b_{m}$, denote the moduli space of pseudo-holomorphic maps $u:\left(D_{m+1}, \partial D_{m+1}\right) \rightarrow\left(T^{*} M, \Pi_{\mathbb{C}}(\Lambda)\right)$ satisfying the following:
(1) $\left.u\right|_{\partial \dot{D}_{m+1}}$ has a continuous lift $\tilde{u}$ to $\Lambda$;
(2) $u\left(p_{0}\right)=\Pi_{\mathbb{C}}(a)$, where $a$ is a Reeb chord of $\Lambda$, and the $z$-coordinate of $\tilde{u}$ makes a positive jump when passing through $p_{0}$ in the counterclockwise direction;
(3) $u\left(p_{i}\right)=\Pi_{\mathbb{C}}\left(b_{i}\right), i=1, \ldots, m$, where $b_{i}$ is a Reeb chord of $\Lambda$, and the $z$-coordinate of $\tilde{u}$ makes a negative jump when passing through $p_{i}$ in the counterclockwise direction.
Moreover, we consider two maps $u_{1}, u_{2}$ satisfying the above to be equal if they differ by a biholomorphism of $D_{m+1}$.

In [EES05a] it is proven that for generic $J$ the moduli spaces are transversely cut out manifolds of dimension

$$
\begin{equation*}
\operatorname{dim} \mathcal{M}_{l, \Lambda}(a, \mathbf{b})=|a|-\sum_{i=1}^{m}\left|b_{i}\right|-1 \tag{3.1}
\end{equation*}
$$

3.3.B. Moduli spaces in the symplectization. Fix a cylindrical almost complex structure $J$ on $\mathbb{R} \times J^{1}(M)$. We let $\hat{\mathcal{M}}_{s, \Lambda}(a, \mathbf{b})$ denote the moduli space of pseudo-holomorphic maps $u:\left(\dot{D}_{m+1}, \partial \dot{D}_{m+1}\right) \rightarrow\left(\mathbb{R} \times J^{1}(M), \mathbb{R} \times \Lambda\right)$ satisfying the following:
(s1) in a neighborhood of the positive puncture $p_{0}$ the map $u$ is asymptotic to the Reeb chord strip $[0, \infty) \times c$;
(s2) in a neighborhood of the negative puncture $p_{i}$ the map $u$ is asymptotic to the Reeb chord $\operatorname{strip}(-\infty, 0] \times b_{i} i=1, \ldots, m$.
Again, we consider two maps $u_{1}, u_{2}$ satisfying the above to be equal if they differ by a biholomorphism of $D_{m+1}$.

We let $\mathcal{M}_{s, \Lambda}(a, \mathbf{b})=\hat{\mathcal{M}}_{s, \Lambda}(a, \mathbf{b}) / \mathbb{R}$ where the $\mathbb{R}$-action is given by translation in the $t$-direction.

For generic $J$ the moduli spaces are transversely cut out manifolds of dimension

$$
\operatorname{dim} \mathcal{M}_{s, \Lambda}(a, \mathbf{b})=|a|-\sum_{i=1}^{m}\left|b_{i}\right|-1
$$

See [[DR16], Section 4.2.4].
3.3.C. Moduli spaces associated to an exact Lagrangian cobordism. Fix a compatible almost complex structure $J$ on $\mathbb{R} \times J^{1}(M)$, and assume that it is cylindrical for $|t|>N$ for some $N$. We let $\mathcal{M}_{L}(a, \mathbf{b})$ denote the moduli space of pseudo-holomorphic maps $u:\left(\dot{D}_{m+1}, \partial \dot{D}_{m+1}\right) \rightarrow\left(\mathbb{R} \times J^{1}(M), L\right)$ satisfying (s1) and (s2), and again we consider two maps $u_{1}, u_{2}$ to be equal if they differ by a biholomorphism of $D_{m+1}$.

For generic $J$ the moduli spaces are transversely cut out manifolds of dimension

$$
\begin{equation*}
\operatorname{dim} \mathcal{M}_{L}(a, \mathbf{b})=|a|-\sum_{i=1}^{m}\left|b_{i}\right| . \tag{3.2}
\end{equation*}
$$

See [[EHK16], Lemma 3.7].
From now on we assume that the almost complex structures are chosen so that the relevant moduli spaces are transversely cut out manifolds of the expected dimension. We call a disk $u \in \mathcal{M}_{i, \Lambda}(a, \mathbf{b}), i=l, s$, a pseudo-holomorphic disk of $\Lambda$ with positive puncture $a$ and negative punctures $b_{1}, \ldots, b_{m}$. If moreover $\operatorname{dim} \mathcal{M}_{i, \Lambda}(a, \mathbf{b})=0$ we say that $u$ is rigid. We use similar language for disks $u \in \mathcal{M}_{L}(a, \mathbf{b})$.
3.4. The linearized $\bar{\partial}$-operator. The algebraic count of elements in (2.1) and (2.2) are defined by associating a sign to each rigid pseudo-holomorphic disk. This assignment of signs can be understood as an orientation of the moduli spaces, and since these spaces are assumed to be zero-dimensional they are always orientable. However, since we require that $\partial^{2}=0$ and $\partial \circ \Phi_{L}=\Phi_{L} \circ \partial$, we need to choose the orientations in a coherent way. This is done by considering linearized $\bar{\partial}$-operators associated to the pseudo-holomorphic disks.

Let the Sobolev space $\mathcal{H}_{k}\left(D_{m+1}, \mathbb{C}_{n}\right)$ be the closure of $\mathcal{C}_{0}^{\infty}\left(\dot{D}_{m+1}, \mathbb{C}^{n}\right)$ equipped with the standard Sobolev $\|\cdot\|_{k, 2}$-norm. That is, $\mathcal{H}_{k}\left(D_{m+1}, \mathbb{C}_{n}\right)$ consists of all elements in $L^{2}\left(D_{m+1}, \mathbb{C}_{n}\right)$ whose weak derivatives exist and belong to $L^{2}$, up to order $k$.

Choose local coordinates on $\dot{D}_{m+1}$ in a neighborhood of the puncture $p_{j}$, given by a half-infinite strip $E_{p_{j}}=(\tau, t) \in[0, \infty) \times[0,1],(\tau, t)=\tau+i t$. For each puncture $q_{i} \in D_{m+1}$ we define a weight vector

$$
\nu_{i}=\left(\nu_{i}^{1}, \ldots, \nu_{i}^{n}\right) \in(-\pi / 2, \pi / 2)^{n}
$$

and let $\nu=\left(\nu_{0}, \ldots, \nu_{m}\right)$. Let $w_{\nu}: D_{m+1} \rightarrow G L(n)$ be a smooth function satisfying

$$
w_{\nu}(\tau, t)=\operatorname{Diag}\left(e^{\nu_{i}^{1}|\tau|}, \ldots, e^{\nu_{i}^{n}|\tau|}\right)
$$

in $E_{p_{i}}(M)$, and assume that $w_{\nu}$ is close to the identity matrix in compact regions of the disk.

Let the weighted Sobolev space $\mathcal{H}_{k, \nu}\left(D_{m+1}, \mathbb{C}^{n}\right)$ be defined by

$$
\mathcal{H}_{k, \nu}\left(D_{m+1}, \mathbb{C}^{n}\right)=\left\{f \in \mathcal{H}_{k}^{l o c}\left(D_{m+1}, \mathbb{C}^{n}\right) ; w_{\nu} f \in \mathcal{H}_{k}\left(D_{m+1}, \mathbb{C}^{n}\right)\right\}
$$

with norm

$$
\|f\|_{k, \nu}=\left\|w_{\nu} f\right\|_{k, 2}
$$

If $u:\left(D_{m+1}, \partial D_{m+1}\right) \rightarrow\left(T^{*} M, \Pi_{\mathbb{C}}(\Lambda)\right)$ is a pseudo-holomorphic disk, then $u^{*} T \Pi_{\mathbb{C}}(\Lambda)$ induces a Lagrangian boundary condition on $D_{m+1}$. Pick a complex trivialization of $u^{*} T T^{*} M$. Using that $\Lambda$ is spin, we get a well-defined trivialization of the Lagrangian boundary condition, following [ EES05b], Section 3.4.2] and [ EES07], Section 4.4]. This gives a collection of maps $A=\left(A_{0}, \ldots, A_{m+1}\right): \partial D_{m+1} \rightarrow U(n)$, where

$$
A_{i}:\left[p_{i}, p_{i+1}\right] \rightarrow U(n), \quad i=0, \ldots, m+1, \quad m+2=0
$$

Let

$$
\mathcal{H}_{2, \nu}[A]\left(D_{m+1}, u^{*} T T^{*} M\right)
$$

denote the closed subspace of $\mathcal{H}_{2, \nu}\left(D_{m+1}, u^{*} T T^{*} M\right)$, consisting of elements $s$ that satisfy the linearized Lagrangian boundary condition $A$ along $\partial D_{m+1}$, and which satisfy $\left.\bar{\partial}_{u} s\right|_{\partial D_{m+1}}=0$. Similarly, let

$$
\mathcal{H}_{1, \nu}[0]\left(D_{m+1}, T^{* 0,1} D_{m+1} \otimes u^{*} T T^{*} M\right)
$$

be the closed subspace of $\mathcal{H}_{1, \nu}\left(D_{m+1}, T^{* 0,1} D_{m+1} \otimes u^{*} T T^{*} M\right)$ consisting of elements $s$ satisfying $\left.s\right|_{\partial D_{m+1}}=0$.

From this we get an associated linearized $\bar{\partial}$-operator

$$
\bar{\partial}_{A}=\bar{\partial}_{l, A}: \mathcal{H}_{2, \nu}[A]\left(D_{m+1}, u^{*} T T^{*} M\right) \rightarrow \mathcal{H}_{1, \nu}[0]\left(D_{m+1}, T^{* 0,1} D_{m+1} \otimes u^{*} T T^{*} M\right)
$$

The boundary condition $A$ lifts to a boundary condition id $\oplus A$ under $\pi_{P}$, and gives rise to a similar operator

$$
\begin{aligned}
\bar{\partial}_{s, A}: \mathcal{H}_{2, \nu}[ & {[\operatorname{id} \oplus A]\left(D_{m+1}, \tilde{u}^{*} T\left(\mathbb{R} \times J^{1}(M)\right)\right) \rightarrow } \\
& \mathcal{H}_{1, \nu}[0]\left(D_{m+1}, T^{* 0,1} D_{m+1} \otimes \tilde{u}^{*} T\left(\mathbb{R} \times J^{1}(M)\right)\right)
\end{aligned}
$$

where $\tilde{u}$ is the lift of $u$ under $\pi_{P}$. We extend the weight function to $G L(1+n)$ by redefining the weight vector at puncture $q_{i}$ to be given by

$$
\nu_{i}=\left(-\epsilon, \nu_{i}^{1}, \ldots, \nu_{i}^{n}\right),
$$

for some $\epsilon>0$ small, $i=0, \ldots, m$.

Theorem 3.1 ([EES07], Lemma 4.3 and Lemma 4.5; DR16], Lemma 8.2). There is a choice of weight vectors so that the operators $\bar{\partial}_{l, A}, \bar{\partial}_{s, A}$ are Fredholm, and so that for a generic choice of almost complex structures these operators are surjective after having stabilized their domains with the space of conformal variations from Section 4.3 .

Similar constructions are done for the linearized $\bar{\partial}$-operator at a holomorphic disk $u \in \mathcal{M}_{L}(a, \mathbf{b})$, and we get the same results about Fredholmness and surjectivity.
Remark 3.2. Sometimes we write $\bar{\partial}_{u}$ instead of $\bar{\partial}_{l, A}, \bar{\partial}_{s, A}$, to simplify notation.
All this is related to orientations of moduli spaces in the following way. If $u$ is a pseudo-holomorphic disk of $\Lambda$ (or of $L$ ), it follows from Theorem 3.1 that $\bar{\partial}_{u}$ is Fredholm. That is, it has finite-dimensional kernel and cokernel. This means that we can consider its determinant line $\operatorname{det} \bar{\partial}_{u}$,

$$
\operatorname{det} \bar{\partial}_{u}=\bigwedge_{\max }^{\operatorname{Ker}} \bar{\partial}_{u} \otimes \bigwedge^{\max }\left(\operatorname{Coker} \bar{\partial}_{u}\right)^{*}
$$

where $\Lambda^{\text {max }} V$ is the top exterior power of the vector space $V$. In particular this means that we can give an orientation to $\operatorname{det} \bar{\partial}_{u}$. This orientation will in turn be related to the orientation of $T_{u} \mathcal{M}_{i, \Lambda}$ (or $T_{u} \mathcal{M}_{L}$ ), as we will explain in Section 4.3.

## 4. Orientation conventions

The signs in the algebraic count of elements in the DGA-morphisms, and also in the DGA-differentials, come from orientations of the moduli spaces of $J$-holomorphic disks. These orientations depend on several choices, which we fix in this section.

We mainly use the approach of [EES05b] where the moduli spaces $\mathcal{M}_{l, \Lambda}$ are oriented, but we will make some slight modifications of these conventions to make them fit into the symplectization setting.

We close this section by proving that the chosen conventions imply the statements in Theorem 2.1.
4.1. Short exact sequences. First of all, it is a standard fact that an exact sequence

$$
\begin{equation*}
0 \rightarrow V_{1} \xrightarrow{\alpha} W_{1} \xrightarrow{\beta} W_{2} \xrightarrow{\gamma} V_{2} \rightarrow 0 \tag{4.1}
\end{equation*}
$$

of finite-dimensional vector spaces induces an isomorphism

$$
\begin{equation*}
\phi: \bigwedge V_{1} \otimes \bigwedge_{\max }^{\max } V_{2}^{*} \stackrel{\approx}{\rightarrow} \bigwedge_{\max } W_{1} \otimes \bigwedge_{2}^{\max } W_{2}^{*} \tag{4.2}
\end{equation*}
$$

See e.g. [[FH93], Appendix]. This isomorphism is not canonical, but depends on choices. For a deeper discussion on this, see [Zin16]. We will use the following convention, described in terms of oriented bases:

First we identify $\wedge^{\max } V^{*}$ with $\wedge^{\max } V$ via $v_{1} \wedge \cdots \wedge v_{k} \mapsto v_{1}^{*} \wedge \cdots \wedge v_{k}^{*}$, where $\left(v_{1}, \ldots, v_{k}\right)$ is any basis for $V$, and $v_{i}^{*}$ is the vector dual to $v_{i}$. Now pick a basis $\left(v_{1}, \ldots, v_{k}\right)$ for $V_{1}$, and vectors $\left(u_{1}, \ldots, u_{l}\right) \in W_{2}$ so that $\left(\gamma\left(u_{1}\right), \ldots, \gamma\left(u_{l}\right)\right)$ gives a basis for $V_{2}$. Then pick vectors $\left(w_{1}, . ., w_{m}\right) \in W_{1}$ so that $\left(\alpha\left(v_{1}\right), \ldots, \alpha\left(v_{k}\right), w_{1}, \ldots, w_{m}\right)$ gives a basis for $W_{1}$. From the exactness of the sequence (4.1) it then follows that
$\left(\beta\left(w_{1}\right), \ldots, \beta\left(w_{m}\right), u_{1}, \ldots, u_{l}\right)$ gives a basis for $W_{2}$. We fix the isomorphism 4.2) to be given by

$$
\begin{align*}
& v_{1} \wedge \cdots \wedge v_{k} \otimes \gamma\left(u_{1}\right) \wedge \cdots \wedge \gamma\left(u_{l}\right) \mapsto  \tag{4.3}\\
& \quad v_{1} \wedge \cdots \wedge v_{k} \wedge w_{1} \wedge \cdots \wedge w_{m} \otimes u_{1} \wedge \cdots \wedge u_{l} \wedge \beta\left(w_{1}\right) \wedge \cdots \wedge \beta\left(w_{m}\right)
\end{align*}
$$

and extend by linearity. It is straightforward to check that this definition does not depend on the choice of oriented bases.

Remark 4.1. This convention is slightly different than the one in [[EES05b], Section 3.2.1]. As a consequence of this choice, we get rid of the $\operatorname{sign}(-1)^{\frac{1}{2}(n-1)(n-2)}$ in the statement of [[EES05b], Lemma 3.11].
4.2. Exact gluing sequences, and order of gluing. We will repeatedly make use of exact gluing sequences of pseudo-holomorphic disks. For a detailed description we refer to [[EES05b], Section 3.2]. Here we give an outline of the construction.

Let $D_{m_{1}+1}$ be a disk with punctures $\left(q_{0}, q_{1}, \ldots, q_{m_{1}}\right)$ and with an associated Lagrangian boundary condition $A: \partial D_{m_{1}+1} \rightarrow U(n)$. Similarly, let $D_{m_{2}+1}$ be a disk with punctures $\left(p_{0}, p_{1}, \ldots, p_{m_{2}}\right)$ and with an associated Lagrangian boundary condition $B: \partial D_{m_{2}+1} \rightarrow U(n)$. If $A$ and $B$ are asymptotically equal to the same constant map at the punctures $q_{0}$ and $p_{k}$, say, then we can glue $D_{m_{1}+1}$ to $D_{m_{2}+1}$ at $q_{0}=p_{k}$, and get a trivialized Lagrangian boundary condition $A \# B$ on the glued disk $D_{m_{1}+m_{2}}=D_{m_{1}+1} \# D_{m_{2}+1}$.

This gluing induces an exact sequence for the kernels and cokernels of the associated operators $\bar{\partial}_{A}, \bar{\partial}_{B}$ and $\bar{\partial}_{A \# B}$, given by

$$
0 \rightarrow \operatorname{Ker} \bar{\partial}_{A \# B} \xrightarrow{\alpha}\left[\begin{array}{l}
\operatorname{Ker} \bar{\partial}_{B}  \tag{4.4}\\
\operatorname{Ker} \bar{\partial}_{A}
\end{array}\right] \xrightarrow{\beta}\left[\begin{array}{l}
\operatorname{Coker} \bar{\partial}_{B} \\
\operatorname{Coker} \bar{\partial}_{A}
\end{array}\right] \xrightarrow{\gamma} \operatorname{Coker} \bar{\partial}_{A \# B} \rightarrow 0 .
$$

Here we use the notation

$$
\left[\begin{array}{c}
V \\
W
\end{array}\right]=V \oplus W
$$

Remark 4.2. The maps $\alpha, \beta$ and $\gamma$ are given as follows. First embed the kernels and cokernels of the $\bar{\partial}_{A}$ and $\bar{\partial}_{B}$-operators in the Sobolev spaces associated to $\bar{\partial}_{A \# B}$, by cutting off the elements with cut-off functions $\phi_{A}^{\rho}, \phi_{B}^{\rho}$. Then $\alpha$ is $L^{2}$-projection onto the space spanned by the cut-off kernel elements, $\beta$ is $\bar{\partial}$ composed with $L^{2}$-projection and $\gamma$ is projection to the quotient. See [[EES05b], Section 3.2.2] for a more detailed description.

Using the isomorphism (4.2) we see that orientations of $\operatorname{det} \bar{\partial}_{A}$ and $\operatorname{det} \bar{\partial}_{B}$ induce an orientation of $\operatorname{det} \bar{\partial}_{A \# B}$. Note that this induced orientation depends on the pairwise order of the vector spaces in the second and third column of the gluing sequence (4.4), and that we have chosen the opposite order compared to [[EES05b], Section 3.2.2]. The reason for this change is that the order in (4.4) seems more feasible when working with an extra $\mathbb{R}$-direction, which shows up when we consider pseudo-holomorphic disks in the symplectization instead of in the Lagrangian projection. Compare with the discussion in Subsection 5.3 .
4.3. Orientations of the space of conformal variations. Let $u: D_{m+1} \rightarrow X$, $X=T^{*} M$ or $X=\mathbb{R} \times J^{1}(M)$, be a rigid $J$-holomorphic disk of $\Lambda$ or of $L$. If $m>1$, then the linearized $\bar{\partial}$-operator at $u$, restricted to the Sobolev space of candidate maps, will have cokernel isomorphic to the tangent space of the space of conformal structures of $D_{m+1}$. We call this tangent space the space of conformal variations, and the orientation (i.e. the sign) of $u$ will depend on which orientation we choose on this space. See [[EES05b], Lemma 3.17]. We fix this orientation as follows.

Let $\mathcal{C}_{m}$ denote the space of conformal structures on $D_{m+1}$. If we fix the positions of three of the punctures of $D_{m+1}$, then the position of the other punctures parameterize $\mathcal{C}_{m}$. To describe the orientation of the tangent space $T_{\kappa} \mathcal{C}_{m}$ at a conformal structure $\kappa$, let $\partial_{p_{j}}$ denote the vector tangent to $\partial D_{m+1}$ at $p_{j}$, pointing in the counterclockwise direction. Then if we choose $m-2$ of the vectors $\partial_{p_{0}}, \ldots, \partial_{p_{m}}$ we get a basis for $T_{\kappa} \mathcal{C}_{m}$. We define the positive orientation of $T_{\kappa} \mathcal{C}_{m}$ to be given by

$$
\begin{equation*}
\left(\partial_{p_{m}}, \ldots, \partial_{p_{3}}\right) \tag{4.5}
\end{equation*}
$$

This somewhat unnatural choice of orientation is a consequence of the convention (4.4). Compare with the discussion in Subsection 5.3 .

Remark 4.3. This gives the same orientation as the oriented basis

$$
\left(\partial_{p_{m}}, \ldots, \partial_{p_{k+1}},-\partial_{p_{k-1}}, \ldots,-\partial_{p_{j+1}}, \partial_{p_{j-1}}, \ldots, \partial_{p_{1}}\right)
$$

Remark 4.4. If $m \leq 1$ then we can add marked points to the boundary of $D_{m+1}$ to get the setting above. See [[EES05b], Section 4.2.3].

To see how the orientation of the space of conformal variations relates to the sign of a rigid pseudo-holomorphic disk, we consider the fully linearized $\bar{\partial}$-operator $d \Gamma_{u}$ at a $J$-holomorphic disk $u$. Here

$$
d \Gamma_{u}: \mathcal{H}_{2, \nu}[A] \oplus T \mathcal{C}_{m} \rightarrow \mathcal{H}_{1, \nu}[0], \quad d \Gamma_{u}(v, w)=\bar{\partial}_{u}(v)+\Psi(w),
$$

where $\Psi: T \mathcal{C}_{m} \rightarrow \mathcal{H}_{1, \nu}[0]$ is a linear map which we will not specify in detail. The regularity assumptions on the almost complex structure $J$ implies that $d \Gamma_{u}$ is surjective and that the tangent space of the moduli space $\mathcal{M}$ to which $u$ belongs can be identified with the kernel of $d \Gamma_{u}$,

$$
T_{u} \mathcal{M} \simeq \operatorname{Ker} d \Gamma_{u}
$$

We see that an orientation of $\operatorname{Ker} d \Gamma_{u}$ induces an orientation of $T_{u} \mathcal{M}$, and in particular, if $u$ is rigid so that $\mathcal{M}$ is zero-dimensional this will just be a sign assigned to $\mathcal{M}$ at $u$.

By the proof of [[EES05b], Lemma 3.17] we have that

$$
\bigwedge \bigwedge^{\max } \operatorname{Ker} d \Gamma_{u} \simeq \operatorname{det} \bar{\partial}_{u} \otimes \bigwedge \bigwedge_{m}^{\max } T \mathcal{C}_{m}
$$

Thus an orientation of $\operatorname{det} \bar{\partial}_{u}$ and of $T \mathcal{C}_{m}$ induces an orientation of Ker $d \Gamma_{u}$. In particular, if $u$ is rigid then $\operatorname{Ker} d \Gamma_{u}=0=\operatorname{Ker} \bar{\partial}_{u}$ (assuming $m>1$ ) and $\operatorname{det} \bar{\partial}_{u} \otimes \bigwedge^{\max } T \mathcal{C}_{m}$ is given by the sign of the isomorphism

$$
\begin{equation*}
\bar{\Psi}: T \mathcal{C}_{m} \rightarrow \text { Coker } \bar{\partial}_{u} \tag{4.6}
\end{equation*}
$$

Here $\bar{\Psi}$ is given by $\Psi$ composed with the projection to the cokernel of $\bar{\partial}_{u}$. In Section 4.6 we define an orientation of $\operatorname{det} \bar{\partial}_{u}$.

Now recall the gluing of $\bar{\partial}_{A}$ and $\bar{\partial}_{B}$ described in Section 4.2. The direct sum of the conformal structures of the disks $D_{m_{1}+1}$ and $D_{m_{2}+1}$ (which were joined at $q_{0}=p_{k}$, with $q_{0}$ denoting the positive puncture of $D_{m_{1}+1}$ ) can be seen as an element of the boundary of the space $\mathcal{C}_{m}, m=m_{1}+m_{2}-1$. In addition, the outward normal at this conformal structure can be given by $\partial_{q_{1}}=-\partial_{p_{k-1}}$, or alternatively $\partial_{p_{k+1}}=-\partial_{q_{m_{1}}}$. We orient the boundary by outward normal last.

Lemma 4.5. We have

$$
T \mathcal{C}_{m_{2}} \oplus T \mathcal{C}_{m_{1}} \oplus \mathbb{R}=(-1)^{\left(m_{1}-1\right) k+1} T \mathcal{C}_{m}
$$

as oriented vector spaces, where $\mathbb{R}$ is given the orientation from the outward normal.
Proof. This is similar to the proof of [[EES05b], Lemma 4.7].
4.4. Canonical orientation of the closed disk, trivializations, and spin structures. The determinant line bundle of the $\bar{\partial}$-operator over the space of trivialized Lagrangian boundary conditions on the non-punctured unit disk in $\mathbb{C}$ is orientable. Moreover, if we fix an orientation of $\mathbb{R}^{n}$ and of $\mathbb{C}$, then this induces an orientation, via evaluation at the boundary. See [[FOOO09], Proposition 8.1.4]. We denote this induced orientation the canonical orientation (recall that we assume that we have fixed orientations of $\mathbb{C}$ and $\mathbb{R}^{n}$ already, see Remark 2.10).

The following proposition follows from [[EES05b], Section 3.4.2], [[EES07], Section 4.4] and [[FOOO09], Section 8.1].

Proposition 4.6. If $\Lambda$ (or $L$ ) is spin, then a choice of spin structure induces a trivialized Lagrangian boundary condition of $u \in \mathcal{M}_{l, \Lambda}$ (or $u \in \mathcal{M}_{L}$ ), which is well-defined up to homotopy.

In this paper we use the following conventions. If $\Lambda$ is a spin Legendrian and $L$ is the Lagrangian cylinder $\mathbb{R} \times \Lambda$, then we give $L$ the spin structure induced from the spin structure of $\Lambda$ and the trivial spin structure on $\mathbb{R}$. If $L$ is a spin, exact Lagrangian cobordism with cylindrical ends $\Lambda_{ \pm}$, then we require that $\Lambda_{ \pm}$are given the boundary spin structures induced by $L$. We refer to [[EES05b], Section 4.4] for a discussion on how other choices of spin structure affect the orientations of the moduli space of pseudo-holomorphic disks.

From [[EES05b, Lemma 3.11] together with our orientation convention (4.3) we get the following useful result.

Lemma 4.7. Let $\bar{\partial}_{A}, \bar{\partial}_{B}$ be two problems defined on the non-punctured unit disk, where $A$ and $B$ are trivialized Lagrangian boundary conditions. Let $\bar{\partial}_{A \# B}$ denote the problem induced by gluing $\bar{\partial}_{A}$ to $\bar{\partial}_{B}$. If $\operatorname{det} \bar{\partial}_{A}$ and $\operatorname{det} \bar{\partial}_{B}$ are given their canonical orientation,
and $\mathbb{R}^{n}$ is given its fixed orientation, then the gluing sequence

$$
0 \rightarrow \operatorname{Ker} \bar{\partial}_{A \# B} \xrightarrow{\alpha}\left[\begin{array}{l}
\operatorname{Ker} \bar{\partial}_{B}  \tag{4.7}\\
\operatorname{Ker} \bar{\partial}_{A}
\end{array}\right] \xrightarrow{\beta}\left[\begin{array}{c}
\operatorname{Coker} \bar{\partial}_{B} \\
\mathbb{R}^{n} \\
\operatorname{Coker} \bar{\partial}_{A}
\end{array}\right] \xrightarrow{\gamma} \operatorname{Coker} \bar{\partial}_{A \# B} \rightarrow 0
$$

induces the canonical orientation on $\operatorname{det} \bar{\partial}_{A \# B}$. Here the $\mathbb{R}^{n}$-summand comes from gluing non-punctured disks, compare [EES05b], Lemma 3.1].
4.5. Capping operators. Let $u$ be a holomorphic disk of $\Lambda$ or of $L$. As pointed out above, to give a sign to $u$ is related to give an orientation to the determinant line of $\partial_{u}$. All this must be done in a coherent way, so that we get $\partial^{2}=0$ and $\Phi_{L} \circ \partial=\partial \circ \Phi_{L}$ in the very end.

The idea from [EES05b] is to use the trivialized Lagrangian boundary condition of $u$, induced by the spin structure of $\Lambda$ or of $L$, together with the canonical orientation of $\operatorname{det} \bar{\partial}$ over the space of trivialized Lagrangian boundary conditions on the nonpunctured disk. To make this work, we need to choose a way to close up the trivialized boundary conditions of $u$ at the punctures. In EES05b this is done by using something called capping operators, and this is the method that we will use. We give an outline of the constructions, and also explain the modifications needed to carry it over to the symplectization.
4.5.A. Capping trivializations. The capping operators are $\bar{\partial}$-operators defined on the 1-punctured unit disk in $\mathbb{C}$, and we have two operators, $\bar{\partial}_{p,+}$ and $\bar{\partial}_{p,-}$, associated to each Reeb chord $p$ of $\Lambda$. The reason for this is that we need one capping operator for $p$ in the case when $p$ occurs as a positive puncture of a disk, and another capping operator for $p$ when $p$ occurs as a negative puncture.

To each capping operator $\bar{\partial}_{p, \pm}$ we have an associated trivialized Lagrangian boundary condition $R_{p, \pm}$, which is chosen in a way so that we get a trivialized boundary condition on the non-punctured disk after having glued all the capping operators corresponding to the punctures of $u$ to $\bar{\partial}_{u}$. We call the boundary conditions $R_{p, \pm}$ the capping trivializations.

There are different possibilities to define $R_{p, \pm}$. See for example [ EES05b], Section 3.3], [[EES05b], Section 4.5], and [[Kar], Section 3.4.C]. We will not fix a specific system of capping trivializations in the present paper, instead we consider any system that satisfies certain conditions, listed below. In particular, the systems defined in [EES05b] and in [Kar] satisfy these conditions. Before stating the conditions, we first have to discuss a stabilization of the tangent bundle of $\Lambda$ and of $L$, made by adding a trivial bundle.
4.5.B. Auxiliary directions. In [[EES05b], Section 3.3.3], something called auxiliary directions are introduced. These are artificial extra directions that are added to the capping trivializations and to the Lagrangian trivializations induced by the pseudoholomorphic disks. The main reason for doing this is to get the invariance proof of Legendrian contact homology over $\mathbb{Z}$ to work out well. These extra directions also
simplify the work of assuring that we get a trivialized boundary condition on the nonpunctured disk when we glue the capping operators to $\bar{\partial}_{u}$.

In the case when we are considering Legendrian knots $\Lambda \subset \mathbb{R}^{3}$ (i.e. when $n=1$ ) we add one auxiliary direction, to get the stabilized tangent space $\tilde{T} \Pi_{\mathbb{C}}(\Lambda)=T \Pi_{\mathbb{C}}(\Lambda) \oplus \mathbb{R}$. In the more general setting when $n \geq 2$ we add two auxiliary directions, to get the stabilized tangent space $\tilde{T} \Pi_{\mathbb{C}}(\Lambda)=T \Pi_{\mathbb{C}}(\Lambda) \oplus \mathbb{R}^{2}$. In the case of an exact cobordism $L$ we do the similar thing, so that we get a stabilized tangent space $\tilde{T} L=T L \oplus \mathbb{R}^{i}$, where $i=1$ if $n=1$ and $i=2$ if $n \geq 2$. We will in what follows use $d_{A}$ for the dimension of the auxiliary space added. That is, if $n=1$ then $d_{A}=1$, and if $n>1$ then $d_{A}=2$.

Remark 4.8. The reason of adding only one auxiliary direction for $n=1$ is to get compatibility with [[EES05b], Section 4.5]. We can as well consider the case of adding a 2-dimensional auxiliary space for all possible $n$. This is easily seen by tracing the proofs in Subsection 4.7 and Section 5 .

If $u$ is a pseudo-holomorphic disk of $\Lambda$ or of $L$, then the linearized $\bar{\partial}_{u}$-problem is extended to the auxiliary directions so that it gives an isomorphism here. See [ EES05b], Section 3.3.3]. Thus we get a canonical isomorphism between the determinant line of the original $\bar{\partial}_{u}$-problem and the extended one. With abuse of notation, we let $\bar{\partial}_{u}$ denote the extended problem from now on.
4.5.C. System of capping operators for disks in $T^{*} M$. The capping operators $\bar{\partial}_{p, \pm}$ are also extended to the auxiliary directions, but will in general not give isomorphisms in these directions. To describe the properties that we require the capping operators to have, recall that we assume that we have fixed a trivialization of the Lagrangian boundary conditions of $\bar{\partial}_{u}$ (now also extended to the auxiliary directions, using the trivial spin structure here. See [[EES05b], Section 3.4.2]). If $p$ is a puncture of $u$, then notice that we have two Lagrangian subspaces associated to $u$ at $p$, given by the two stabilized tangent spaces of $\Pi_{\mathbb{C}}(\Lambda)$ at $p$. From the fixed trivialization we then get oriented frames for these two spaces. Let $p_{+}, p_{-}$denote the endpoints of the Reeb chord of $\Lambda$ corresponding to $p$, where $p_{+}$corresponds to the end with largest $z$-coordinate. Let $X_{ \pm}$denote the oriented frame of the stabilized tangent space of $\Pi_{\mathbb{C}}(\Lambda)$ at $p$ that lifts to $T_{p \pm} \Lambda$.

We define a system of capping operators for $\Lambda$ to be a set $\mathcal{S}$ consisting of $\bar{\partial}$-operators defined on the one-punctured unit disk in $\mathbb{C}$, such that for each Reeb chord $p$ of $\Lambda$ we have a pair of $\bar{\partial}$-operators $\bar{\partial}_{p,+}, \bar{\partial}_{p,-} \in \mathcal{S}$ with associated trivialized boundary conditions $R_{p, \pm}: \partial D_{1} \rightarrow U\left(n+d_{A}\right)$. Moreover, as a part of the data of $\mathcal{S}$ we choose an orientation of $\operatorname{det} \bar{\partial}_{p,-}$ for each Reeb chord $p$.

We say that the system is admissible if the operators satisfy the following:
(c1) $R_{p,-}$ takes the oriented frame $X_{+}$to the oriented frame $X_{-}$;
(c2) $R_{p,+}$ takes the oriented frame $X_{-}$to the oriented frame $X_{+}$;
(c3)

$$
\begin{aligned}
& \operatorname{dim} \operatorname{Ker} \bar{\partial}_{p,+} \equiv 0, \\
& \operatorname{dim} \text { Coker } \bar{\partial}_{p,+} \equiv|p|+n+d_{A}+1, \\
& \operatorname{dim} \operatorname{Ker} \bar{\partial}_{p,-} \equiv 1, \\
& \operatorname{dim} \text { Coker } \bar{\partial}_{p,-} \equiv|p|,
\end{aligned}
$$

everything modulo 2 .
Remark 4.9. The author has not been able to prove Theorem 2.1 - 2.7 for capping operators not satisfying (c1)-(c3), but believes it should be possible.

Remark 4.10. Note that (c1)- (c3) is not vacuous, since it is satisfied by the capping operators from [EES05b] and from [Kar]. This follows from [[EES05b], Section 3.3.6] for $d_{A}=2$, [ EES05b], Section 4.5.2] together with [[EES05a], Proposition 8.14] for $d_{A}=1$, and from [Kar, Corollary 3.31].
4.5.D. Capping trivialization in the symplectization-direction. We extend the boundary conditions $R_{p, \pm}$ to the symplectization, by defining them to be given by the identity in the $\mathbb{R}_{t}$-direction. We denote the induced capping operators by $\bar{\partial}_{s, p, \pm}$, and we use the notation $\bar{\partial}_{l, p, \pm}$ for the capping operators for disks in $T^{*} M$ defined above (that is, $\bar{\partial}_{l, p, \pm}$ is the restriction of $\bar{\partial}_{s, p, \pm}$ to $T^{*} M$, but still extended to the auxiliary space).

We need to consider weighted Sobolev spaces to get the capping operators $\bar{\partial}_{s, p, \pm}$ to be Fredholm. To that end, we put a small positive exponential weight at the puncture in the $\partial_{t}$-direction. We get the following.

Proposition 4.11. For each Reeb chord $p$ of $\Lambda$ the projection $\pi_{P}$ extends to canonical isomorphisms

$$
\begin{gathered}
\pi_{P}: \operatorname{Ker} \bar{\partial}_{s, p, \pm} \rightarrow \operatorname{Ker} \bar{\partial}_{l, p, \pm}, \\
\pi_{P}: \operatorname{Coker} \bar{\partial}_{s, p, \pm} \rightarrow \operatorname{Coker} \bar{\partial}_{l, p, \pm}
\end{gathered}
$$

Proof. We need to prove that in the $\mathbb{R}_{t}$-direction the capping operators $\bar{\partial}_{s, p, \pm}$ are isomorphisms. But this follows from [[EES05a], Proposition 8.14 and Proposition 8.16] together with the fact that we are considering a $\bar{\partial}$-problem with a one-dimensional Lagrangian boundary condition given by $\mathbb{R}$. More directly, this can be seen by using Fourier expansion as in the proof of [ [MS12], Theorem C.4.1].
4.5.E. Orientation of capping operators. Next we define the orientation of the capping operators $\bar{\partial}_{s, p, \pm}, \bar{\partial}_{l, p, \pm}$, by slightly adjusting the constructions from [ EES05b], Section $3.3]$ to our situation.

Recall that for each Reeb chord $p$ we are assumed to fix an orientation of $\operatorname{det} \bar{\partial}_{l, p,-}$ when we specify our system of capping operators. This will be the capping orientation of $\bar{\partial}_{l, p,-}$. Notice that this canonically induces an orientation of $\operatorname{det} \bar{\partial}_{s, p,-}$ via the isomorphism in Proposition 4.11.

To define the orientation of $\operatorname{det} \bar{\partial}_{s, p,+}$, let $\bar{\partial}_{s, p}$ denote the $\bar{\partial}$-problem on the nonpunctured disk obtained by gluing the $\bar{\partial}_{s, p,+}$-problem to the $\bar{\partial}_{s, p,-}$-problem, and consider the induced exact gluing sequence

$$
0 \rightarrow \operatorname{Ker} \bar{\partial}_{s, p} \rightarrow\left[\begin{array}{c}
\operatorname{Ker} \bar{\partial}_{s, p,+}  \tag{4.8}\\
\mathbb{R}_{t} \\
\operatorname{Ker} \bar{\partial}_{s, p,-}
\end{array}\right] \rightarrow\left[\begin{array}{c}
\operatorname{Coker} \bar{\partial}_{s, p,+} \\
\operatorname{Coker} \bar{\partial}_{s, p,-}
\end{array}\right] \rightarrow \operatorname{Coker} \bar{\partial}_{s, p} \rightarrow 0
$$

Here the $\mathbb{R}_{t}$-summand corresponds to a gluing kernel which is born when gluing positive weighted Sobolev spaces, compare [[Kar], Lemma 3.16]. The chosen capping
orientation of $\bar{\partial}_{s, p,-}$ together with the canonical orientation of $\operatorname{det} \bar{\partial}_{s, p}$ and the natural orientation of $\mathbb{R}_{t}$, induces an orientation $\mathcal{O}\left(p_{+}\right)$of $\operatorname{det} \bar{\partial}_{s, p,+}$, via the sequence (4.8) and the isomorphism (4.2).
Definition 4.12. We define the capping orientation of $\bar{\partial}_{s, p,+}$ to be $(-1)^{|p|+n+d_{A}+1} \mathcal{O}(p+)$, and we will refer to the $\bar{\partial}_{s, p}$-problem as the glued capping disk at $p$.

We give the operator $\bar{\partial}_{l, p,+}$ the capping orientation induced by the capping orientation of $\bar{\partial}_{s, p,+}$ under the isomorphism $\pi_{P}$ from Proposition 4.11. We let $\bar{\partial}_{l, p}$ denote the $\bar{\partial}$ problem on the non-punctured disk obtained from gluing $\partial_{l, p,+}$ to $\bar{\partial}_{l, p,-}$, and we prove the following.

Lemma 4.13. Assume that we have chosen an admissible system of capping operators for $\Lambda$. Then the capping orientations of $\bar{\partial}_{l, p,+}$ and $\bar{\partial}_{l, p,-}$ glue to the canonical orientation of $\bar{\partial}_{l, p}$, times $(-1)^{|p|+n+d_{A}+1}$, under the exact gluing sequence

$$
0 \rightarrow \operatorname{Ker} \bar{\partial}_{l, p} \rightarrow\left[\begin{array}{l}
\operatorname{Ker} \bar{\partial}_{l, p,+}  \tag{4.9}\\
\operatorname{Ker} \bar{\partial}_{l, p,-}
\end{array}\right] \rightarrow\left[\begin{array}{l}
\operatorname{Coker} \bar{\partial}_{l, p,+} \\
\operatorname{Coker} \bar{\partial}_{l, p,-}
\end{array}\right] \rightarrow \operatorname{Coker} \bar{\partial}_{l, p} \rightarrow 0
$$

Remark 4.14. Since we use the gluing convention (4.4), this gives the opposite convention of [[EES05b], Section 3.3.4]. Also notice that the sign $(-1)^{|p|+n+d_{A}+1}$ in the definition of the orientation of the capping operators is not used in that paper.

Proof of Lemma 4.13. By construction we have that Ker $\bar{\partial}_{s, p} \simeq \mathbb{R}_{t} \oplus \operatorname{Ker} \bar{\partial}_{l, p}$, and from Remark 4.2 we see that the first nontrivial map in (4.8) restricted to the $\mathbb{R}_{t}$-factors is given by projection $v \mapsto v$. Indeed, the kernel that is born during the gluing is cut-off and embedded in the Sobolev space of the glued map, and the gluing map $\alpha$ in (4.4) was given by $L^{2}$-projection. Since by the assumptions (c3) we have $\operatorname{dim} \operatorname{Ker} \bar{\partial}_{s, p,+} \equiv 0$ modulo 2 , we can remove $\mathbb{R}_{t}$ from both the first and second nontrivial column without affecting orientations on the remaining spaces. But after removing $\mathbb{R}_{t}$ we get the gluing sequence for the capping operators in the Lagrangian projection, and since the canonical orientation is given via evaluation the result follows.

From now on, we use the notation $\bar{\partial}_{p, \pm}$ to denote the capping operators both in the symplectization-setting and in the setting of the Lagrangian projection.
4.6. Capping orientation of disks. Now we give the definition of the capping orientation of a punctured pseudo-holomorphic disk. Below $X$ denotes either $T^{*} M$ or $\mathbb{R} \times J^{1}(M)$, with almost complex structure $J$ as described in Section 3 .

If $L$ is an exact Lagrangian cobordism with cylindrical Legendrian ends $\Lambda_{ \pm}$, then assume that $\mathcal{S}_{ \pm}$gives a system of capping operators for $\Lambda_{ \pm}$. This gives rise to an induced system of capping operators of $L$, where the positive capping operators $\bar{\partial}_{p,+}$ are taken from the system $\mathcal{S}_{+}$, and the negative capping operators $\bar{\partial}_{p,-}$ are taken from $\mathcal{S}_{-}$. This system is admissible if both $\mathcal{S}_{ \pm}$are admissible.

Let $u: D_{m} \rightarrow X$ be a pseudo-holomorphic disk of $\Lambda$ or of $L$, with positive puncture $a$ and negative punctures $b_{1}, \ldots, b_{m}$. Assume that we have fixed a system of capping
operators, and consider the exact gluing sequence

$$
0 \rightarrow \operatorname{Ker} \bar{\partial}_{\hat{u}} \rightarrow\left[\begin{array}{c}
\operatorname{Ker} \bar{\partial}_{u}  \tag{4.10}\\
\operatorname{Ker} \bar{\partial}_{a,+} \\
\operatorname{Ker} \bar{\partial}_{b_{m},-} \\
\vdots \\
\operatorname{Ker} \bar{\partial}_{b_{1},-}
\end{array}\right] \rightarrow\left[\begin{array}{c}
\operatorname{Coker} \bar{\partial}_{u} \\
\operatorname{Coker} \bar{\partial}_{a,+} \\
\operatorname{Coker} \bar{\partial}_{b_{m},-} \\
\vdots \\
\operatorname{Coker} \bar{\partial}_{b_{1},-}
\end{array}\right] \rightarrow \operatorname{Coker} \bar{\partial}_{\hat{u}} \rightarrow 0 .
$$

Here $\bar{\partial}_{\hat{u}}$ denotes the $\bar{\partial}$-problem on the non-punctured disk with trivialized boundary condition $\hat{u}$, which is obtained by gluing the trivialized boundary condition induced by $u$ to the positive capping trivialization of $a$ at the positive puncture of $D_{m}$, and then to the negative capping trivializations of $b_{m}, \ldots, b_{1}$ at the corresponding negative punctures. We refer to the $\bar{\partial}_{\hat{u}}$-problem as the fully capped problem corresponding to $u$, and to the sequence (4.10) as the capping sequence for $u$.

Remark 4.15. The reason that the capping operators are glued clockwise along $u$, instead of counterclockwise as in [ EES05b], Section 3.3.5], is because of our choice of convention (4.4), which in turn depended on the fact that we have to take into account the extra $\mathbb{R}$-direction coming from the symplectization. This is explained further in Section 5.3.

Let $\operatorname{index}(u)$ denote the Fredholm index of $\bar{\partial}_{u}$, restricted to the space of candidate maps. That is, if $u$ is rigid and has $m$ negative punctures, then

$$
|\operatorname{index}(u)| \equiv m \quad(\bmod 2)
$$

Definition 4.16. We define the capping orientation of $u \in \mathcal{M}_{l, \Lambda}(a, \mathbf{b}), \mathcal{M}_{L}(a, \mathbf{b})$ to be the orientation $\mathcal{O}\left(\bar{\partial}_{u}\right)$ on $\operatorname{det} \bar{\partial}_{u}$ induced by the gluing sequence (4.10), where $\operatorname{det} \bar{\partial}_{\hat{u}}$ is given the canonical orientation, and the capping operators are given their capping orientations. For $u \in \mathcal{M}_{s, \Lambda}(a, \mathbf{b})$ we define the capping orientation to be given by $\operatorname{det} \bar{\partial}_{\pi_{p}(u)} \wedge \partial_{t}=(-1)^{\operatorname{index}\left(\pi_{p}(u)\right)} \partial_{t} \wedge \operatorname{det} \bar{\partial}_{\pi_{p}(u)}$, where $\operatorname{det} \bar{\partial}_{\pi_{p}(u)}$ is given its capping orientation and $\partial_{t}$ gives the positive orientation in the symplectization direction.

Remark 4.17. We will use the notation $\partial_{\mathcal{S}}$ to indicate the dependence of the chosen capping system $\mathcal{S}$ in the definition for the DGA-differential.

In the case when $u$ is a rigid disk (and where we assume that we have divided out the $\mathbb{R}_{t}$-action if $u$ is a disk of $\mathbb{R} \times \Lambda$ ), the capping orientation of $u$ can be understood as an orientation of the kernel or the cokernel of $\bar{\partial}_{u}$. Moreover, by [[EES05b], Section 4.2.3], we may assume that we are in the case when $\operatorname{Ker} \bar{\partial}_{u}$ is trivial, so that an orientation of $\operatorname{det} \bar{\partial}_{u}$ is nothing but an orientation of Coker $\bar{\partial}_{u}$. Let $\kappa$ denote the conformal structure of $u$, and recall that the space of conformal variations at $\kappa$ was given a fixed orientation in Section4.3. Thus, we can compare the capping orientation of $u$ with this orientation via the isomorphism (4.6) and get a sign $\sigma(u) \in\{-1,1\}$. This sign is the capping sign of $u$, and is the one that we use in the the algebraic count of the elements in the moduli spaces when defining the DGA-morphisms and the DGA-differentials in (2.1) and (2.2), respectively. See [[EES05b], Section 3.4.3].

Remark 4.18. In the case when $u$ belongs to a one-dimensional moduli space $\mathcal{M}$ (after having divided out the $\mathbb{R}_{t}$-action if $u$ is a disk of $\mathbb{R} \times \Lambda$ ) we get that the map given in (4.6) is not an isomorphism, but is surjective with one-dimensional kernel $\operatorname{Ker} \bar{\Psi}$. Give this space the orientation so that

$$
T \mathcal{C}_{m}=\operatorname{Ker} \bar{\Psi} \oplus \operatorname{Coker} \bar{\partial}_{u},
$$

as oriented vector spaces. Here $\mathcal{C}_{m}$ is the space of conformal variations at $u$ and is given its fixed orientation, and Coker $\bar{\partial}_{u}$ is given its capping orientation. The capping orientation of $\mathcal{M}$ at $u$ is given by this orientation of $\operatorname{Ker} \Psi$, after having identified $\operatorname{Ker} \bar{\Psi}$ with Ker $d \Gamma_{u}$.
4.7. Proof of Theorem 2.1. To prove Theorem 2.1 it only remains to establish the following.

Lemma 4.19. Let $\mathcal{S}$ be an admissible system of capping operators and let $i=s$ or $i=l$. Then the map defined by

$$
\partial_{\mathcal{S}, i} a=\sum_{\operatorname{dim} \mathcal{M}(a, \mathbf{b})=0}\left|\mathcal{M}_{i, \Lambda}(a, \mathbf{b})\right| \mathbf{b}
$$

on generators and extended by the signed Leibniz rule to rest of the algebra, satisfies $\partial_{\mathcal{S}, i}^{2}=0$. Here $\left|\mathcal{M}_{i, \Lambda}(a, \mathbf{b})\right|$ is the algebraic count of disks in $\mathcal{M}_{i, \Lambda}(a, \mathbf{b})$, where each disk is counted with its capping sign induced by $\mathcal{S}$.
Proof. We follow the proof of Theorem 4.1 in [EES05b], and in particular the notations therein. Briefly, the argument goes as follows.

Let $a$ be a Reeb chord of $\Lambda$, and assume that $\partial^{2}(a)$ has a summand $N \mathbf{d}$, where $N \in \mathbb{Z}$ and $\mathbf{d}=d_{1} \cdots d_{l}$ is a word of Reeb chords. Then $\mathcal{M}(a, \mathbf{d})$ is one-dimensional and can be compactified by broken pairs of disks from zero-dimensional moduli spaces. Let $\mathcal{M} \subset \mathcal{M}(a, \mathbf{d})$ be a component with oriented boundary

$$
\begin{equation*}
\partial \mathcal{M}=\mathcal{M}_{1}-\mathcal{M}_{0} \tag{4.11}
\end{equation*}
$$

where $\mathcal{M}_{0}$ is given by 2 broken disks $\left(u_{1}, u_{2}\right)$ with

$$
\begin{aligned}
& u_{2} \in \mathcal{M}\left(a ; d_{1} \cdots d_{k-1} c d_{k+m+1} \cdots d_{l}\right), \\
& u_{1} \in \mathcal{M}\left(c ; d_{k} \cdots d_{k+m}\right)
\end{aligned}
$$

and $\mathcal{M}_{1}$ is given by 2 broken disks $\left(u_{1}^{\prime}, u_{2}^{\prime}\right)$ with

$$
\begin{aligned}
u_{2}^{\prime} & \in \mathcal{M}\left(a ; d_{1} \cdots d_{k^{\prime}-1} c^{\prime} d_{k^{\prime}+m^{\prime}+1} \cdots d_{l}\right) \\
u_{1}^{\prime} & \in \mathcal{M}\left(c^{\prime} ; d_{k^{\prime}} \cdots d_{k^{\prime}+m^{\prime}}\right)
\end{aligned}
$$

Let $\mu_{i}$ be the capping sign of $u_{i}$, and let $\mu_{i}^{\prime}$ be the capping sign of $u_{i}^{\prime}, i=1,2$. Then the broken disk $\left(u_{1}, u_{2}\right)$ contributes with $(-1)^{\sum_{i=1}^{k-1}\left|d_{i}\right|} \mu_{1} \mu_{2} \mathbf{d}$ to $\partial^{2}(a)$, and the broken disk $\left(u_{1}^{\prime}, u_{2}^{\prime}\right)$ contributes with $(-1)^{\sum_{i=1}^{k^{\prime}-1}\left|d_{i}\right|} \mu_{1}^{\prime} \mu_{2}^{\prime} \mathbf{d}$. We claim that

$$
\begin{equation*}
(-1)^{\sum_{i=1}^{k-1}\left|d_{i}\right|} \mu_{1} \mu_{2}=-(-1)^{\sum_{i=1}^{k^{\prime}-1}\left|d_{i}\right|} \mu_{1}^{\prime} \mu_{2}^{\prime} . \tag{4.12}
\end{equation*}
$$

To prove this claim we would like to use the orientation of $\mathcal{M}$. That is, by gluing, we have that $u_{1} \# u_{2}$ and $u_{1}^{\prime} \# u_{2}^{\prime}$ give elements in $\mathcal{M}$ with associated $\bar{\partial}$-operators $\bar{\partial}_{u_{1}} \# u_{2}$,
$\bar{\partial}_{u_{1}^{\prime} \# u_{2}^{\prime}}$, equipped with capping orientations. Let $o_{c}\left(\bar{\partial}_{u_{1} \# u_{2}}\right)$ denote the capping orientation of $\operatorname{det} \bar{\partial}_{u_{1} \# u_{2}}$ and let $o_{i}\left(\bar{\partial}_{u_{1} \# u_{2}}\right)$ denote the orientation induced on $\operatorname{det} \bar{\partial}_{u_{1} \# u_{2}}$ by the gluing sequence

$$
0 \rightarrow \operatorname{Ker} \bar{\partial}_{u_{1} \# u_{2}} \rightarrow\left[\begin{array}{l}
\operatorname{Ker} \bar{\partial}_{u_{2}}  \tag{4.13}\\
\operatorname{Ker} \bar{\partial}_{u_{1}}
\end{array}\right] \rightarrow\left[\begin{array}{l}
\operatorname{Coker} \\
\bar{\partial}_{u_{2}} \\
\operatorname{Coker} \\
\bar{\partial}_{u_{1}}
\end{array}\right] \rightarrow \operatorname{Coker} \bar{\partial}_{u_{1} \# u_{2}} \rightarrow 0
$$

in the setting of the Lagrangian projection, and by the sequence

$$
0 \rightarrow \operatorname{Ker} \bar{\partial}_{u_{1} \# u_{2}} \rightarrow\left[\begin{array}{c}
\operatorname{Ker} \bar{\partial}_{u_{2}}  \tag{4.14}\\
\operatorname{Ker} \bar{\partial}_{u_{1}}
\end{array}\right] \rightarrow\left[\begin{array}{c}
\operatorname{Coker} \bar{\partial}_{u_{2}} \\
\mathbb{R}_{t} \\
\operatorname{Coker} \bar{\partial}_{u_{1}}
\end{array}\right] \rightarrow \operatorname{Coker} \bar{\partial}_{u_{1} \# u_{2}} \rightarrow 0
$$

in the symplectization setting. Here we assume that $\operatorname{det} \bar{\partial}_{u_{i}}$ is given its capping orientation for $i=1,2$. The $\mathbb{R}_{t}$-summand in (4.14) comes from a gluing cokernel that is born when we glue negative weighted problems, see [[EES05b], Lemma 3.1]. We define $o_{c}\left(\bar{\partial}_{u_{1}^{\prime} \# u_{2}^{\prime}}\right), o_{i}\left(\bar{\partial}_{u_{1}^{\prime} \# u_{2}^{\prime}}\right)$ in a completely analogous way.

Let

$$
\delta=\operatorname{dim} \text { Coker } \bar{\partial}_{u_{1}}+\operatorname{dim} \text { Coker } \bar{\partial}_{u_{2}}+1=\operatorname{dim} \text { Coker } \bar{\partial}_{u_{1}^{\prime}}+\operatorname{dim} \operatorname{Coker} \bar{\partial}_{u_{2}^{\prime}}+1
$$

if we are in the symplectization setting, and

$$
\delta=n+d_{A}+1
$$

if we are in the setting of the Lagrangian projection. The claim (4.12) will follow if we can prove that

$$
\begin{align*}
& o_{c}\left(\bar{\partial}_{u_{1} \# u_{2}}\right)=(-1)^{\left(\operatorname{dim} \operatorname{Coker} \bar{\partial}_{u_{1}}-1\right) k+\sum_{i=1}^{k-1}\left|d_{i}\right|+\delta} o_{i}\left(\bar{\partial}_{u_{1} \# u_{2}}\right)  \tag{4.15}\\
& o_{c}\left(\bar{\partial}_{u_{1}^{\prime} \# u_{2}^{\prime}}\right)=(-1)^{\left(\operatorname{dim} \operatorname{Coker} \bar{\partial}_{u_{1}^{\prime}}-1\right) k^{\prime}+\sum_{i=1}^{k^{\prime}-1}\left|d_{i}\right|+\delta} o_{i}\left(\bar{\partial}_{u_{1}^{\prime} \# u_{2}^{\prime}}\right) . \tag{4.16}
\end{align*}
$$

Before we derive these equations, we prove that they imply (4.12). Indeed, to relate the orientation of $\mathcal{M}$ with (4.15), we should consider the following commutative diagram


Here $\mathcal{C}_{v}$ denotes the space of conformal structures of the domain of the disk $v, v=$ $u_{1}, u_{2}, u_{1} \# u_{2}$. This commuting diagram is similar to the one given in the proof of [ EES05b], Lemma 4.11], and the maps in the diagram are given as follows.
(hu) The upper horizontal map is given by the map in Lemma 4.5.
(hl) The lower horizontal map is the one induced by the gluing sequence (4.13) in the setting of the Lagrangian projection and induced by the gluing sequence (4.14) in the symplectization setting.
(vl) The left vertical map is given by $(x, y, t) \mapsto\left(\bar{\Psi}_{1}(x), \bar{\Psi}_{2}(y)\right)$, where $\bar{\Psi}_{i}$ is the map (4.6) associated to $u_{i}, i=1,2$.
(vr) The right vertical map is given by $z \mapsto \bar{\Psi}(z)$, where $\bar{\Psi}$ is the map (4.6) associated to $u_{1} \# u_{2}$.
Assume that $T \mathcal{C}_{u_{1} \# u_{2}}, T \mathcal{C}_{u_{1}}, T \mathcal{C}_{u_{2}}$ are given their fixed orientations and that $\mathbb{R}$ is endowed with the orientation corresponding to the outward normal of $T \mathcal{C}_{u_{1} \# u_{2}}$, as in Section 4.3. Also assume that Coker $\bar{\partial}_{u_{1} \# u_{2}}$, Coker $\bar{\partial}_{u_{1}}$, Coker $\bar{\partial}_{u_{2}}$ are given their capping orientations. Then Lemma 4.5 implies that (hu) is an isomorphism between oriented spaces of $\operatorname{sign}(-1)^{\nu_{1}}$,

$$
\nu_{1}=\left(\operatorname{dim} T \mathcal{C}_{u_{1}}-1\right) \cdot k+1
$$

and (vl) restricted to $T \mathcal{C}_{u_{1}} \oplus T \mathcal{C}_{u_{2}}$ is by definition an isomorphism between oriented spaces of $\operatorname{sign}(-1)^{\nu_{2}}$,

$$
(-1)^{\nu_{2}}=\mu_{1} \mu_{2} .
$$

From (4.15) we get that the sign of (hl) is given by $(-1)^{\nu_{3}}$,

$$
\nu_{3}=\left(\operatorname{dim} \text { Coker } \bar{\partial}_{u_{1}}-1\right) \cdot k+\sum_{i=1}^{k-1}\left|d_{i}\right|+\delta .
$$

Thus, by Remark 4.18 together with the commutativity of (4.17) we see that the orientation of $T_{u_{1} \# u_{2}} \mathcal{M}$ is given by

$$
\begin{aligned}
(-1)^{\nu_{1}+\nu_{2}+\nu_{3}} \mathbb{R} & =(-1)^{\left(\operatorname{dim} T \mathcal{C}_{u_{1}}-1\right) \cdot k+1+\left(\operatorname{dim} \operatorname{Coker} \bar{\partial}_{u_{1}}-1\right) \cdot k+\sum_{i=1}^{k-1}\left|d_{i}\right|+\delta} \mu_{1} \mu_{2} \mathbb{R} \\
& =(-1)^{1+\sum_{i=1}^{k-1}\left|d_{i}\right|+\delta} \mu_{1} \mu_{2} \mathbb{R}
\end{aligned}
$$

where $\mathbb{R}$ is given the orientation of the outward normal of $T \mathcal{C}_{u_{1} \# u_{2}}$ at $u_{1} \# u_{2}$.
Using the same argument at $u_{1}^{\prime} \# u_{2}^{\prime}$ we get in total that the orientation of $\mathcal{M}$ at the boundary component $\mathcal{M}_{0}$ is given by $(-1)^{1+\sum_{i=1}^{k-1}\left|d_{i}\right|+\delta} \mu_{1} \mu_{2}$ times the outer normal and the orientation of $\mathcal{M}$ at the boundary component $\mathcal{M}_{1}$ is given by $(-1)^{1+\sum_{i=1}^{k^{\prime}-1}\left|d_{i}\right|+\delta} \mu_{1}^{\prime} \mu_{2}^{\prime}$ times the outer normal. But since the orientation of $\mathcal{M}_{1}$ is opposite to the orientation of $\mathcal{M}_{0}$ we get (4.12).

To prove (4.15) and (4.16), consider the general situation where $A$ and $B$ are trivialized Lagrangian boundary conditions associated to punctured disks $D_{m}$ and $D_{r+1}$, respectively, and assume that we glue them together as described in Section 4.2. That is, we glue the positive puncture of $\bar{\partial}_{A}$ to the $k$ :th negative puncture of $\bar{\partial}_{B}$.

Note that $\operatorname{Ker} \bar{\partial}_{s, A} \simeq \mathbb{R}_{t} \oplus \operatorname{Ker} \bar{\partial}_{l, A}$, Coker $\bar{\partial}_{s, A} \simeq \operatorname{Coker} \bar{\partial}_{l, A}$, and similarly for $\hat{A}, B$ and $\hat{B}$. We write $\bar{\partial}_{C}=\bar{\partial}_{l, C}$ to simplify notation, where $C$ is any trivialized Lagrangian boundary condition on the (possibly punctured) disk.

Assume that $\bar{\partial}_{A}$ corresponds to a disk $u_{1} \in \mathcal{M}\left(b_{k}, f_{1} \cdots f_{m-1}\right)$ and that $\bar{\partial}_{B}$ corresponds to a disk $u_{2} \in \mathcal{M}\left(a, b_{1} \cdots b_{r}\right)$, and that both these disks are rigid. Also assume that we are in the symplectization setting (the computations in the setting of the Lagrangian projection are similar), and that $m>2, r>1$.

The sequence (4.14) now reads

$$
0 \rightarrow \operatorname{Ker} \bar{\partial}_{s, A \# B} \rightarrow\left[\begin{array}{l}
\operatorname{Ker} \bar{\partial}_{s, B}  \tag{4.18}\\
\operatorname{Ker} \bar{\partial}_{s, A}
\end{array}\right] \rightarrow\left[\begin{array}{c}
\operatorname{Coker} \bar{\partial}_{s, B} \\
\mathbb{R}_{t} \\
\operatorname{Coker} \bar{\partial}_{s, A}
\end{array}\right] \rightarrow \operatorname{Coker} \bar{\partial}_{s, A \# B} \rightarrow 0
$$

which moreover can be simplified to

$$
0 \rightarrow \mathbb{R}_{t}^{A \# B} \rightarrow\left[\begin{array}{c}
\mathbb{R}_{t}^{B}  \tag{4.19}\\
\mathbb{R}_{t}^{A}
\end{array}\right] \rightarrow\left[\begin{array}{c}
\operatorname{Coker} \bar{\partial}_{B} \\
\mathbb{R}_{t} \\
\operatorname{Coker} \bar{\partial}_{A}
\end{array}\right] \rightarrow \text { Coker } \bar{\partial}_{A \# B} \rightarrow 0
$$

Here we use the notation $\mathbb{R}_{t}^{A \# B}$ for the $\mathbb{R}_{t}$-factor in $\operatorname{Ker} \bar{\partial}_{A \# B}$, and similar for $\mathbb{R}_{t}^{A}, \mathbb{R}_{t}^{B}$. We have also used the assumption that $m>2, r>1$, so that $\operatorname{Ker} \bar{\partial}_{A}=\operatorname{Ker} \bar{\partial}_{B}=$ $\operatorname{Ker} \bar{\partial}_{A \# B}=0$.

By Remark 4.2 and the proof of [[EES05b], Lemma 3.11], we may assume that the first non-trivial map in (4.19) is given by $t \mapsto(t, t)$ and that the second map is given by $(s, t) \mapsto(0, t-s, 0)$. By our orientation conventions (4.3) it follows that if we move $\mathbb{R}_{t}$ over Coker $\bar{\partial}_{A}$, with a cost of $(-1)^{\sigma_{0}}$,

$$
\begin{equation*}
\sigma_{0}=\operatorname{dim} \operatorname{Coker} \bar{\partial}_{A}, \tag{4.20}
\end{equation*}
$$

we can reduce (4.19) to

$$
0 \rightarrow 0 \rightarrow 0 \rightarrow\left[\begin{array}{l}
\text { Coker } \bar{\partial}_{B}  \tag{4.21}\\
\text { Coker } \bar{\partial}_{A}
\end{array}\right] \rightarrow \text { Coker } \bar{\partial}_{A \# B} \rightarrow 0
$$

where the non-trivial map is the one that occurs in (4.17) as (hl).
To compute the difference between the capping orientation of det $\bar{\partial}_{s, A \# B}$ and the orientation induced by the capping orientations of $\operatorname{det} \bar{\partial}_{s, A}$ and $\operatorname{det} \bar{\partial}_{s, B}$ from the sequence (4.19), consider the following two gluing sequences (4.22)

$$
\left.\left.\left.\left.\left[\begin{array}{c}
\mathbb{R}_{t} \\
\operatorname{Ker} \bar{\partial}_{\hat{A} \# \hat{B}}
\end{array}\right] \rightarrow\left[\begin{array}{c}
\mathbb{R}_{t}^{B} \\
\hat{\oplus}_{j=1}^{r} \operatorname{Ker} \bar{\partial}_{b_{j},-}
\end{array}\right)\right] \rightarrow\left[\begin{array}{c}
\operatorname{Coker} \bar{\partial}_{B} \\
\mathbb{R}_{t}^{A} \\
\operatorname{Coker} \bar{\partial}_{a,+} \\
\hat{\oplus}_{j=1}^{m-1} \operatorname{Ker} \bar{\partial}_{f_{j},-}
\end{array}\right)\right] \rightarrow\left[\begin{array}{c}
\operatorname{Coker} \bar{\partial}_{b_{j},-}
\end{array}\right)\right] \mathbb{R}_{t} \mathbb{R}^{n+d_{A}},\left[\begin{array}{c}
\operatorname{Coker} \bar{\partial}_{A} \\
\operatorname{Coker} \bar{\partial}_{\hat{b_{k},+}} \\
\left(\hat{\oplus}_{j=1}^{m-1} \operatorname{Coker}, \bar{\partial}_{f_{j},-}\right.
\end{array}\right)\right] \rightarrow
$$

$$
\left.\left[\begin{array}{c}
\mathbb{R}_{t}  \tag{4.23}\\
\operatorname{Ker} \bar{\partial}_{\hat{A} \# \hat{B}}
\end{array}\right] \rightarrow\left[\left(\begin{array}{c}
\mathbb{R}_{t}^{B} \\
\mathbb{R}_{t}^{A} \\
\hat{\oplus}_{j=k+1}^{r} \operatorname{Ker} \bar{\partial}_{b_{j},-} \\
\hat{\oplus}_{j=1}^{m-1} \operatorname{Ker} \bar{\partial}_{f_{j},-} \\
\hat{\oplus}_{j=1}^{k-1} \operatorname{Ker} \bar{\partial}_{b_{j},-}
\end{array}\right)\right] \rightarrow\left[\begin{array}{c}
\operatorname{Coker} \bar{\partial}_{B} \\
\mathbb{R}_{t} \\
\mathbb{R}_{t} \\
\operatorname{Coker} \bar{\partial}_{A} \\
\operatorname{Ker} \bar{\partial}_{b_{k},-}
\end{array}\right)\right]\left[\begin{array}{c}
\left(\begin{array}{c}
\text { Coker } \bar{\partial}_{a,+} \\
\hat{\bigoplus}_{j=k+1}^{r} \operatorname{Coker} \bar{\partial}_{b_{j},-} \\
\hat{\oplus}_{j=1}^{m-1} \operatorname{Coker} \bar{\partial}_{f_{j},-} \\
\hat{\oplus}_{j=1}^{k-1} \operatorname{Coker} \bar{\partial}_{b_{j},-}
\end{array}\right) \\
\mathbb{R}_{t} \\
\mathbb{R}^{n+d_{A}} \\
\binom{\operatorname{Coker} \bar{\partial}_{b_{k},+}}{\operatorname{Coker} \bar{\partial}_{b_{k},-}}
\end{array}\right] \rightarrow \text { Coker } \bar{\partial}_{\hat{A} \# \hat{B}} .
$$

Here we use the notation $\hat{\bigoplus}_{j=1}^{r} V_{j}=V_{r} \oplus \cdots \oplus V_{1}$. We have also omitted the trivial maps $0 \rightarrow \mathbb{R}_{t} \oplus \operatorname{Ker} \bar{\partial}_{\hat{A} \# \hat{B}}$ and Coker $\bar{\partial}_{\hat{A} \# \hat{B}} \rightarrow 0$ to fit the sequences within page margins. In addition, we have dropped some spaces which by assumption have even dimension, since they will not affect the calculations below.

The first sequence corresponds to the gluing of $\bar{\partial}_{s, \hat{A}}$ to $\bar{\partial}_{s, \hat{B}}$, and the second one to the gluing of $\bar{\partial}_{s, \widehat{A \# B}}$ to the glued capping disk at $b_{k}$. Here we have used the associativity of orientations under gluing, see [ EES05b], Section 3.2.3], together with the capping sequences for $\bar{\partial}_{s, A}, \bar{\partial}_{s, B}$ and $\bar{\partial}_{s, A \# B}$, respectively. By Lemma 4.7 we get that both sequences induce the canonical orientation on $\bar{\partial}_{s, \hat{A} \# \hat{B}}$, given that $\bar{\partial}_{s, \hat{A}}, \bar{\partial}_{s, \hat{B}}, \bar{\partial}_{s, \widehat{A \# B}}$ and the glued capping disk at $b_{k}$ all are given their canonical orientation.

Remark 4.20. Notice that, if we compensate by an overall sign $(-1)^{\text {index }} \bar{\partial}_{A}+$ index $\bar{\partial}_{B}+$ index $\bar{\partial}_{A \# B}=1$ at the end, we can instead of the capping orientations of $\bar{\partial}_{s, A}, \bar{\partial}_{s, B}, \bar{\partial}_{s, A \# B}$ consider the capping orientations of $\bar{\partial}_{A}, \bar{\partial}_{B}, \bar{\partial}_{A \# B}$ (assuming that all $\mathbb{R}_{t}$-summands are given their natural orientation). This follows from Definition 4.16.

Thus, if we assume that $\bar{\partial}_{A}$ and $\bar{\partial}_{B}$ are given their capping orientations, we can compute the difference between the capping orientation of $\bar{\partial}_{A \# B}$ and the one induced by the sequence $(4.19)$ by rearranging the spaces in $(4.22)$ to be in the same order as the spaces in 4.23), in the same time as we keep track of the change in orientations that these rearrangements induce.

First, by Remark 4.2 and the proof of [[EES05b], Lemma 3.11], we may assume that the bottom-most $\mathbb{R}_{t}$-summand in the second column of (4.23) is mapped by the identity to the bottom-most $\mathbb{R}_{t}$-summand in the third column. Thus these two spaces can be removed if we compensate by a sign

$$
(-1)^{\operatorname{dim} \operatorname{Ker}} \bar{\partial}_{b_{k},-+} \operatorname{dim} \mathbb{R}^{n+d_{A}}+\operatorname{dim} \operatorname{Coker} \bar{\partial}_{b_{k},+}+\operatorname{dim} \operatorname{Coker} \bar{\partial}_{b_{k},-}=(-1)^{1+n+d_{A}+\left|b_{k}\right|+n+1+d_{A}+\left|b_{k}\right|}=1
$$

Here we have used (c3) repeatedly.

Next, notice that by (c3), (3.1) and by the assumption that $u_{2}$ is rigid, we have (4.24)
$\operatorname{dim} \operatorname{Coker} \bar{\partial}_{a,+}+\operatorname{dim}\left(\hat{\bigoplus}_{j=1}^{r} \operatorname{Coker} \bar{\partial}_{b_{j},-}\right) \equiv|a|+1+n+d_{A}+\sum_{j=1}^{r}\left|b_{j}\right| \equiv n+d_{A} \quad(\bmod 2)$.
Thus, by moving $\mathbb{R}_{t}^{A}$ in the sequence (4.22) to the position right under $\mathbb{R}_{t}^{B}$, in the same time as we move the $\mathbb{R}_{t}$-factor in the third column to the position right under Coker $\bar{\partial}_{B}$, we get a sign $(-1)^{\sigma_{1}}$,

$$
\begin{aligned}
\sigma_{1} & =1 \cdot \operatorname{dim}\left(\hat{\bigoplus}_{j=1}^{r} \operatorname{Ker} \bar{\partial}_{b_{j},-}\right)+1 \cdot\left(\operatorname{dim}\left(\hat{\bigoplus}_{j=1}^{r} \operatorname{Coker} \bar{\partial}_{b_{j},-}\right)+\operatorname{dim} \operatorname{Coker} \bar{\partial}_{a,+}\right) \\
& \equiv r+n+d_{A} \quad(\bmod 2)
\end{aligned}
$$

Again we have used (c3).
Then we move Coker $\bar{\partial}_{A}$, which has dimension $m-1$ modulo 2 , to the place just below Coker $\bar{\partial}_{B} \oplus \mathbb{R}_{t}$. Using (4.24) we see that this costs

$$
(-1)^{(m-1)\left(n+d_{A}+n+d_{A}\right)}=1 .
$$

Then we change places of $\hat{\bigoplus}_{j=1}^{m-1} \operatorname{Ker} \bar{\partial}_{f_{j},-}$ and $\operatorname{Ker} \bar{\partial}_{b_{k},-}$, which $\operatorname{costs}(-1)^{\sigma_{2}}$,

$$
\begin{aligned}
\sigma_{2}= & \left(\operatorname{dim}\left(\hat{\bigoplus}_{j=1}^{m-1} \operatorname{Ker} \bar{\partial}_{f_{j},-}\right)+\operatorname{dim} \operatorname{Ker} \bar{\partial}_{b_{k},-}\right) \cdot \operatorname{dim}\left(\hat{\bigoplus}_{j=1}^{k-1} \operatorname{Ker} \bar{\partial}_{b_{j},-}\right) \\
& +\operatorname{dim}\left(\hat{\bigoplus}_{j=1}^{m-1} \operatorname{Ker} \bar{\partial}_{f_{j},-}\right) \cdot \operatorname{dim} \operatorname{Ker} \bar{\partial}_{b_{k},-} \\
\equiv & m(k-1)+m-1 \equiv m k+1 \quad(\bmod 2),
\end{aligned}
$$

and then we do the similar thing for the cokernels. Using that

$$
\operatorname{dim}\left(\hat{\bigoplus}_{j=1}^{m-1} \operatorname{Coker} \bar{\partial}_{f_{j},-}\right) \equiv \sum_{j=1}^{m-1}\left|f_{j}\right| \equiv\left|b_{k}\right|+1 \quad(\bmod 2)
$$

again by (c3), (3.1) and since $u_{1}$ is rigid, we see that this permutation costs $(-1)^{\sigma_{3}}$,

$$
\begin{aligned}
\sigma_{3}= & \left(\operatorname{dim}\left(\hat{\bigoplus}_{j=1}^{m-1} \operatorname{Coker} \bar{\partial}_{f_{j},-}\right)+\operatorname{dim} \operatorname{Coker} \bar{\partial}_{b_{k},-}\right) \\
& \left(\operatorname{dim} \operatorname{Coker} \bar{\partial}_{b_{k},+}+\operatorname{dim} \mathbb{R}^{n+d_{A}}+\operatorname{dim}\left(\hat{\bigoplus}_{j=1}^{k-1} \operatorname{Coker} \bar{\partial}_{b_{j},-}\right)\right) \\
& +\operatorname{dim}\left(\hat{\bigoplus}_{j=1}^{m-1} \operatorname{Coker} \bar{\partial}_{f_{j},-}\right) \cdot \operatorname{dim} \operatorname{Coker} \bar{\partial}_{b_{k},-} \\
\equiv & \left(\left|b_{k}\right|+1+\left|b_{k}\right|\right)\left(\left|b_{k}\right|+1+n+d_{A}+n+d_{A}+\sum_{i=1}^{k-1}\left|b_{i}\right|\right)+\left(\left|b_{k}\right|+1\right)\left|b_{k}\right| \\
\equiv & \sum_{i=1}^{k}\left|b_{i}\right|+1 \quad(\bmod 2) .
\end{aligned}
$$

Thus we get a total sign $(-1)^{\sigma}$,

$$
\sigma=\sigma_{1}+\sigma_{2}+\sigma_{3} \equiv r+n+d_{A}+m k+\left|b_{k}\right|+\sum_{i=1}^{k-1}\left|b_{i}\right| \quad(\bmod 2) .
$$

Now, notice that the second gluing sequence does not induce the canonical orientation of $\operatorname{det} \bar{\partial}_{\hat{A} \# \hat{B}}$, but $(-1)^{\left|b_{k}\right|+n+d_{A}+1}$ times the canonical orientation. This is because of Definition 4.12, which implies that

$$
0 \rightarrow \operatorname{Ker} \bar{\partial}_{s, b_{k}} \rightarrow\left[\begin{array}{c}
\operatorname{Ker} \bar{\partial}_{s, b_{k},+} \\
\mathbb{R}_{t} \\
\operatorname{Ker} \bar{\partial}_{s, b_{k},-}
\end{array}\right] \rightarrow\left[\begin{array}{c}
\operatorname{Coker} \bar{\partial}_{s, b_{k},+} \\
\operatorname{Coker} \bar{\partial}_{s, b_{k},-}
\end{array}\right] \rightarrow \operatorname{Coker} \bar{\partial}_{s, b_{k}} \rightarrow 0
$$

induces the canonical orientation times $(-1)^{\left|b_{k}\right|+n+d_{A}+1}$ on $\operatorname{det} \bar{\partial}_{s, b_{k}}$, given that the capping operators are given their capping orientations. (In the Lagrangian setting, the similar conclusion follows from Lemma 4.13.)

Hence the difference in orientation of $\operatorname{det} \partial_{\hat{A} \# \hat{B}}$ given by (4.22) and (4.23), assuming the capping operators are given their capping orientations, is given by $(-1)^{\tilde{\sigma}}$,

$$
\begin{equation*}
\tilde{\sigma}=\sigma+\left|b_{k}\right|+n+d_{A}+1 \equiv m k+\sum_{i=1}^{k-1}\left|b_{i}\right|+r+1 \quad(\bmod 2) . \tag{4.25}
\end{equation*}
$$

Now recall form Definition 4.16 and Remark 4.20 that we would like to express the capping orientation of $\operatorname{det} \bar{\partial}_{s, A \# B}$ as a wedge $\partial_{t} \wedge \operatorname{det} \bar{\partial}_{A \# B}=\partial_{t} \wedge \wedge^{\max } \operatorname{Coker} \bar{\partial}_{A \# B}$. From (4.20) and 4.25 it follows that

$$
\partial_{t} \wedge \bigwedge_{\text {max }} \operatorname{Coker} \bar{\partial}_{A \# B}=(-1)^{\tilde{\sigma}+\operatorname{dim} \operatorname{Coker} \bar{\partial}_{A}} \partial_{t} \wedge \bigwedge^{\max } \operatorname{Coker} \bar{\partial}_{B} \wedge \bigwedge^{\max } \operatorname{Coker} \bar{\partial}_{A}
$$

given that Coker $\bar{\partial}_{A}$, Coker $\bar{\partial}_{B}$ and Coker $\bar{\partial}_{A \# B}$ are given their capping orientations. Using Remark 4.20 again, noting that
$\tilde{\sigma}+\operatorname{dim}$ Coker $\bar{\partial}_{A} \equiv\left(\operatorname{dim} \operatorname{Coker} \bar{\partial}_{A}-1\right) \cdot k+\sum_{i=1}^{k-1}\left|b_{i}\right|+\operatorname{dim} \operatorname{Coker} \bar{\partial}_{A}+\operatorname{dim} \operatorname{Coker} \bar{\partial}_{B}+1$ we deduce that 4.15 holds.

Proof of Theorem 2.1. The first statement follows by [[DR16], Theorem 2.1] together with Definition 4.16. The second statement follows from Lemma 4.19,

## 5. DGA-morphisms induced by exact Lagrangian cobordisms

Let $L$ be an exact Lagrangian cobordism with cylindrical Legendrian ends $\Lambda_{ \pm}$, and assume that we are given admissible systems $\mathcal{S}_{ \pm}$of capping operators for $\Lambda_{ \pm}$. Let $\partial_{ \pm}=\partial_{\mathcal{S}_{ \pm}}$to simplify notation. Moreover, let $\mathcal{S}$ denote the induced system of $L$, and let $\Phi_{L}:\left(\mathcal{A}\left(\Lambda_{+}\right), \partial_{+}, \mathbb{Z}\right) \rightarrow\left(\mathcal{A}\left(\Lambda_{-}\right), \partial_{-}, \mathbb{Z}\right)$ be defined by (2.2) - (2.4), where now $\left|\mathcal{M}_{L}(a, \mathbf{b})\right|$ denotes the algebraic count induced by the capping orientation of $\mathcal{M}_{L}$ corresponding to the system $\mathcal{S}$. When we want to emphasize that $\Phi_{L}$ is given with respect to the system $\mathcal{S}$ we write $\Phi_{L, \mathcal{S}}$.

In this section we prove that this setup gives the statements in Theorem 2.5. Theorem 2.6 and Theorem 2.7.
5.1. Proof of Theorem 2.5 and Theorem 2.7. To prove Theorem 2.5, we must show that

$$
\begin{equation*}
\Phi_{L} \circ \partial_{+}=\partial_{-} \circ \Phi_{L} \tag{5.1}
\end{equation*}
$$

This uses similar techniques as the proof of Theorem 2.1. That is, we will use compactness results from [ $\left[\overline{\mathrm{BEH}^{+} 03}\right]$, Section 11.3] to pair up 2-level buildings that emanate from the left hand side of (5.1) with 2-level buildings that emanate from the the right hand side. We perform this pairing in a way so that each pair can be interpreted as the boundary of a 1-dimensional moduli space. Then we compute the difference in orientations induced by gluings of such buildings, and argue that all the signs cancel.

Proof of Theorem 2.5. Assume that $L \subset \mathbb{R} \times J^{1}(M)$ is an exact Lagrangian cobordism with cylindrical Legendrian ends $\Lambda_{ \pm}$. Let $a$ be a Reeb chord of $\Lambda_{+}$, and let $u_{0} \in$ $\mathcal{M}_{s, \Lambda_{+}}\left(a, b_{1} \cdots b_{m}\right), v_{0} \in \mathcal{M}_{L}\left(a, c_{1} \cdots c_{l}\right)$ be rigid disks. Also pick rigid disks $v_{i} \in$ $\mathcal{M}_{L}\left(b_{i}, b_{1}^{i} \cdots b_{m_{i}}^{i}\right)$ for $i=1, \ldots, m$, and $u_{j} \in \mathcal{M}_{s, \Lambda_{-}}\left(c_{j}, f_{1} \cdots f_{k}\right)$ for some $j \in\{1, \ldots, l\}$, such that we can interpret $u_{0} \#_{i=1}^{m} v_{i}$ and $v_{0} \# u_{j}$ as broken boundary components of a 1-dimensional component $\mathcal{M} \subset \mathcal{M}_{L}$. In particular, we assume that

$$
b_{1}^{1} \cdots b_{m_{1}}^{1} b_{1}^{2} \cdots b_{m_{2}}^{2} \cdots b_{1}^{m} \cdots b_{m_{m}}^{m}=c_{1} \cdots c_{j-1} f_{1} \cdots f_{k} c_{j+1} \cdots c_{l}
$$

Let $\bar{\partial}_{T}$ denote the dbar-problem we get when we glue the fully capped $\bar{\partial}_{\hat{u}_{0}}$-problem to the fully capped $\bar{\partial}_{\hat{v}_{i}}$-problems, $i=1, \ldots, m$. This gives the same problem as if we first glue $u_{0}$ to $v_{1}, \ldots, v_{m}$, then glue the capping operators to the punctures of this new problem, and then glue this to the glued capping disks at $b_{1}, \ldots, b_{m}$.

We also have to analyze the situation at the other boundary component of $\mathcal{M}$. To that end, let $\bar{\partial}_{\tilde{T}}$ denote the dbar-problem that we get if we glue the fully capped $\bar{\partial}_{\hat{v}_{0}}-$ problem to the fully capped $\bar{\partial}_{\hat{u}_{j}}$-problem. This is the same dbar-problem as we get if we first glue $v_{0}$ to $u_{j}$, then glue the capping operators to the punctures of this new problem, and then glue this fully capped problem to the glued capping disk at $c_{j}$.

Now, following the arguments in the proof of Lemma 4.19, we first calculate the difference in orientation of $\operatorname{det} \bar{\partial}_{T}$, induced by the 2 different gluings described above, and then we do the same thing for $\operatorname{det} \bar{\partial}_{\tilde{T}}$. If these differences cancel when we take the orientation of the space of conformal variations associated to $\mathcal{M}$ into account, then we get that $\Phi_{L} \circ \partial_{+}=\partial_{-} \circ \Phi_{L}$.

From the gluings for $\bar{\partial}_{T}$ we get the following two exact sequences. To simplify notation, we assume that $u_{i}, v_{j}, i=0, \ldots, l, j=0, \ldots, m$, all have at least 2 negative punctures.

The first exact sequence has the form

$$
\left.\operatorname{Ker} \bar{\partial}_{T} \rightarrow\left[\begin{array}{c}
\left(\begin{array}{c}
\operatorname{Ker} \bar{\partial}_{u_{0}} \\
\operatorname{Ker} \bar{\partial}_{a,+} \\
\operatorname{Ker} \bar{\partial}_{b_{m},-} \\
\vdots \\
\operatorname{Ker} \bar{\partial}_{b_{1},-}
\end{array}\right)  \tag{5.2}\\
\operatorname{Ker} \bar{\partial}_{v_{m}} \\
\operatorname{Ker} \bar{\partial}_{b_{m},+} \\
\operatorname{Ker} \operatorname{cap}\left(v_{m},-\right)
\end{array}\right) \rightarrow\left[\begin{array}{c}
\operatorname{Coker} \bar{\partial}_{u_{0}} \\
\vdots \\
\operatorname{Coker} \bar{\partial}_{a,+} \\
\operatorname{Coker} \bar{\partial}_{b_{m},-} \\
\vdots \\
\operatorname{Coker} \bar{\partial}_{b_{1,-}}
\end{array}\right) \rightarrow\left[\begin{array}{c}
\mathbb{R}_{t, m} \\
\mathbb{R}^{n+d_{A}} \\
\operatorname{Coker} \bar{\partial}_{v_{m}} \\
\operatorname{Coker} \bar{\partial}_{b_{m},+} \\
\operatorname{Ker} \bar{\partial}_{v_{1}} \\
\operatorname{Ker} \bar{\partial}_{b_{1},+} \\
\operatorname{Ker~cap}\left(v_{1},-\right)
\end{array}\right)\right] \rightarrow \text { Coker } \bar{\partial}_{T},
$$

where $\operatorname{Ker} \operatorname{cap}\left(v_{i},-\right)=\hat{\oplus}_{j=1}^{m_{i}} \operatorname{Ker} \bar{\partial}_{b_{j}^{i},-}$, and similar for the cokernel, and where we use the notation $\mathbb{R}_{t, i}$ to indicate the cokernel which is born when we glue the $\hat{v}_{i}$-disk to the bigger problem.

Similarly, the second gluing sequence has the form

$$
\operatorname{Ker} \bar{\partial}_{T} \rightarrow\left[\left(\begin{array}{c}
\operatorname{Ker} \bar{\partial}_{u_{0}}  \tag{5.3}\\
\operatorname{Ker} \bar{\partial}_{v_{m}} \\
\vdots \\
\operatorname{Ker} \bar{\partial}_{v_{1}} \\
\operatorname{Ker} \bar{\partial}_{a,+} \\
\operatorname{Ker} \operatorname{cap}\left(v_{m},-\right) \\
\vdots \\
\operatorname{Ker~cap}\left(v_{1},-\right)
\end{array}\right) \rightarrow\left[\begin{array}{c}
\operatorname{Coker} \bar{\partial}_{u_{0}} \\
\mathbb{R}_{t, m} \\
\operatorname{Coker} \bar{\partial}_{v_{m}} \\
\vdots \\
\mathbb{R}_{t, 1} \\
\operatorname{Coker} \bar{\partial}_{v_{1}} \\
\operatorname{Coker} \bar{\partial}_{a,+} \\
\operatorname{Ker} \bar{\partial}_{b_{m},+} \\
\mathbb{R}_{t} \\
\operatorname{Coker} \operatorname{cap}\left(v_{m},-\right) \\
\vdots \\
\operatorname{Ker} \bar{\partial}_{b_{m},-}
\end{array}\right)\right]\left(\begin{array}{c} 
\\
\vdots \\
\operatorname{Coker~cap}\left(v_{1},-\right) \\
\mathbb{R}_{t} \\
\mathbb{R}^{n+d_{A}} \\
\operatorname{Cer} \bar{\partial}_{b_{1},+} \\
\mathbb{R}_{t} \\
\operatorname{Ker} \bar{\partial}_{b_{1},-}
\end{array}\right] \rightarrow \text { Coker } \bar{\partial}_{T} .
$$

Again we have omitted the maps $0 \rightarrow \operatorname{Ker} \bar{\partial}_{T}$ and Coker $\bar{\partial}_{T} \rightarrow 0$ in (5.2) and (5.3) to fit the sequences within page margins.

Perform rearrangements similar to those in the proof of Lemma 4.19. That is, first notice that by construction of the gluing map, each $\mathbb{R}_{t}$-summand in the second column in (5.3) is mapped by the identity to the corresponding $\mathbb{R}_{t}$-summand in the third column. That is, the $\mathbb{R}_{t}$-summand in the kernel of the glued capping disk at $b_{i}$ is mapped by the identity to the $\mathbb{R}_{t}$-summand that corresponds to the cokernel which is born when we glue the glued capping disk at $b_{i}$ to the larger problem. Thus, using that we require the capping operators to satisfy (c3) we can remove all these occurrences of $\mathbb{R}_{t}$ from the sequence (5.3) without changing any induced orientation. This is done by moving all these space to the bottom of column 2 and 3, respectively, and recalling our orientation convention (4.3).

Next we rearrange vector spaces in the sequence (5.2), and we start with letting $\operatorname{Ker} \bar{\partial}_{b_{i},-}$ switch position with $\operatorname{Ker} \operatorname{cap}\left(v_{i},-\right)$ for $i=m, \ldots, 1$. By (c3) we have that $\operatorname{dim} \operatorname{Ker} \operatorname{cap}\left(v_{i},-\right)=m_{i}$, so that we get that this rearrangement costs $(-1)^{\sigma_{1}}$,

$$
\begin{aligned}
\sigma_{1} & =\left(m_{m}+1\right) \cdot(m-1)+m_{m}+\ldots+\left(m_{1}+1\right) \cdot(m-1)+m_{1} \\
& \equiv m \cdot \sum_{i=1}^{m} m_{i}+m(m+1) \equiv m \cdot \sum_{i=1}^{m} m_{i} \quad(\bmod 2)
\end{aligned}
$$

Next we move $\mathbb{R}_{t, m}$ and Coker $\bar{\partial}_{v_{m}}$ to the place just below Coker $\bar{\partial}_{u_{0}}$. Using a calculation similar to (4.24) we see that this costs $(-1)^{\nu}$,

$$
\begin{align*}
\nu= & \operatorname{dim} \mathbb{R}_{t, m} \cdot \operatorname{dim} \mathbb{R}^{n+d_{A}}+\left(\operatorname{dim} \mathbb{R}_{t, m}+\operatorname{dim} \operatorname{Coker} \bar{\partial}_{v_{m}}\right) \\
& \cdot\left(\operatorname{dim} \mathbb{R}^{n+d_{A}}+\operatorname{dim}\left(\hat{\bigoplus}_{i=1}^{m} \operatorname{Coker} \bar{\partial}_{b_{i},-}\right)+\operatorname{dim} \operatorname{Coker} \bar{\partial}_{a,+}\right) \\
\equiv & n+d_{A}+\left(1+m_{m}\right) \cdot\left(n+d_{A}+n+d_{A}\right) \equiv n+d_{A} \quad(\bmod 2) \tag{5.4}
\end{align*}
$$

Perform the similar move with the other such spaces, so that we end up with

$$
\begin{equation*}
\text { Coker } \bar{\partial}_{u_{0}} \oplus \mathbb{R}_{t, m} \oplus \operatorname{Coker} \bar{\partial}_{v_{m}} \oplus \ldots \oplus \mathbb{R}_{t, 1} \oplus \operatorname{Coker} \bar{\partial}_{v_{1}} \tag{5.5}
\end{equation*}
$$

at the top of the third column in the sequence (5.2). These moves have a total cost $(-1)^{\sigma_{2}}$,
$\sigma_{2}=m \cdot\left(n+d_{A}\right)+\sum_{i=1}^{m}(m-i)\left(m_{i}+1\right) \equiv m \cdot\left(n+d_{A}\right)+m \cdot \sum_{i=1}^{m} m_{i}+m+\sum_{i=1}^{m} i \cdot\left(m_{i}+1\right)$, modulo 2.

Indeed, to move $\mathbb{R}_{t, i}$ and Coker $\bar{\partial}_{v_{i}} \operatorname{costs}(-1)^{n+d_{A}+(m-i)\left(m_{i}+1\right)}$. Here $n+d_{A}$ is calculated just as in (5.4), and $(m-i)\left(m_{i}+1\right)$ comes from moving $\mathbb{R}_{t, i} \oplus$ Coker $\bar{\partial}_{v_{i}}$ over $m-i$ copies of $\mathbb{R}^{n+d_{A}}$ and over the cokernels of the capping operators associated to $v_{m}, v_{m-1}, \ldots v_{i+1}$. Here we have used an equation similar to (4.24), namely that by (c3), (3.2) and again (c3) we have that

$$
\begin{equation*}
\operatorname{dim} \operatorname{Coker} \bar{\partial}_{b_{i},-} \equiv\left|b_{i}\right| \equiv \sum_{j=1}^{m_{i}}\left|b_{j}^{i}\right| \equiv \operatorname{dim} \text { Coker } \operatorname{cap}\left(v_{i},-\right) \quad(\bmod 2) \tag{5.6}
\end{equation*}
$$

In the last step we switch position of Coker $\bar{\partial}_{b_{i},-}$ and $\operatorname{Coker} \operatorname{cap}\left(v_{i},-\right)$ for $i=$ $m, \ldots, 1$. Using (5.6), we see that this move costs $(-1)^{\sigma_{3}}$,

$$
\begin{aligned}
\sigma_{3} & =\operatorname{dim}\left(\operatorname{Coker} \bar{\partial}_{b_{i},-} \oplus \operatorname{Coker} \operatorname{cap}\left(v_{i},-\right)\right) \cdot E+\operatorname{dim} \operatorname{Coker} \bar{\partial}_{b_{i},-} \cdot \operatorname{dim} \operatorname{Coker} \operatorname{cap}\left(v_{i},-\right) \\
& \equiv 0 \cdot E+\sum_{i=1}^{m}\left|b_{i}\right|^{2} \equiv \sum_{i=1}^{m}\left|b_{i}\right|
\end{aligned}
$$

Here $E$ is an expression involving dimensions of cokernels of capping operators and of a number of copies of $\mathbb{R}^{n+d_{A}}$.

Thus, in total we get a permutation sign $(-1)^{\sigma}$,

$$
\begin{align*}
\sigma & =\sigma_{1}+\sigma_{2}+\sigma_{3} \equiv m \cdot\left(n+d_{A}\right)+m+\sum_{i=1}^{m} i \cdot\left(m_{i}+1\right)+\sum_{i=1}^{m}\left|b_{i}\right| \\
& \equiv \sum_{i=1}^{m} i \cdot\left(m_{i}+1\right)+\sum_{i=1}^{m}\left(\left|b_{i}\right|+n+d_{A}+1\right) \quad(\bmod 2) \tag{5.7}
\end{align*}
$$

(Recall that we assume that $m_{i}>1$ so that $\operatorname{Ker} \bar{\partial}_{v_{i}}=0$ for $i=1, \ldots, m$.)

Now we do the similar thing for the $\bar{\partial}_{\tilde{T}}$-problem, which gives a total permutation $\operatorname{sign}(-1)^{\tilde{\sigma}}$, where

$$
\begin{equation*}
\tilde{\sigma}=\left(\left|c_{j}\right|+n+d_{A}+1\right)+j \cdot(k+1)+k+l+\sum_{i=1}^{j-1}\left|c_{i}\right| . \tag{5.8}
\end{equation*}
$$

Indeed, in this case we get the following two different gluing sequences

$$
\left.\operatorname{Ker} \bar{\partial}_{\tilde{T}} \rightarrow\left[\begin{array}{c}
\operatorname{Ker} \bar{\partial}_{v_{0}}  \tag{5.9}\\
\operatorname{Ker} \bar{\partial}_{a,+} \\
\operatorname{Ker} \bar{\partial}_{c_{l,-}} \\
\vdots \\
\operatorname{Ker} \bar{\partial}_{c_{j},-} \\
\vdots \\
\operatorname{Ker} \bar{\partial}_{c_{1},-}
\end{array}\right) \rightarrow\left[\begin{array}{c}
\operatorname{Coker} \bar{\partial}_{v_{0}} \\
\operatorname{Coker} \bar{\partial}_{a_{a,+}} \\
\operatorname{Coker} \bar{\partial}_{c_{l},-} \\
\vdots \\
\operatorname{Ker} \overline{\partial_{u}} \\
\operatorname{Coker} \bar{\partial}_{c_{j},-} \\
\vdots \\
\operatorname{Ker} \bar{\partial}_{c_{j},+} \\
\operatorname{Kercap}\left(u_{j},-\right)
\end{array}\right)\right] \rightarrow \text { Coker } \bar{\partial}_{\tilde{T}},
$$

and

Here $\operatorname{Ker} \operatorname{cap}\left(u_{j},-\right)=\hat{\oplus}_{i=1}^{k} \operatorname{Ker} \bar{\partial}_{f_{i},-}$, and similar for the cokernel. Again we have omitted the maps $0 \rightarrow \operatorname{Ker} \bar{\partial}_{\tilde{T}}$ and Coker $\bar{\partial}_{\tilde{T}} \rightarrow 0$ to fit the sequences within page margins.

To compare these two sequences we do the usual rearrangements. First consider the sequence 5.10, and move the $\mathbb{R}_{t}$-summand in the second column and the lowest
$\mathbb{R}_{t}$-summand in the third column to the bottom. This costs nothing, just like in the case for the $\bar{\partial}_{T}$-problem.

Next consider the sequence (5.9). Begin by moving Ker $\bar{\partial}_{u_{j}}$ to the place just below Ker $\bar{\partial}_{v_{0}}$. Again we assume that both disks have more than one negative puncture, so that Ker $\bar{\partial}_{u_{j}}$ is 1-dimensional. Hence this costs $(-1)^{\sigma_{0}}$,

$$
\sigma_{0}=l
$$

Here we have as usual used (c3).
Then switch places of $\operatorname{Ker} \partial_{c_{j},-}$ and $\operatorname{Ker} \operatorname{cap}\left(u_{j},-\right)$, which $\operatorname{costs}(-1)^{\sigma_{1}}$,

$$
\sigma_{1}=k j+j+1
$$

This is calculated similar to how $\sigma_{1}$ was calculated in the $\bar{\partial}_{T}$-case.
Next we move $\mathbb{R}_{t} \oplus$ Coker $\bar{\partial}_{u_{j}}$ to the place just below Coker $\bar{\partial}_{v_{0}}$. This costs $(-1)^{\sigma_{2}}$,

$$
\sigma_{2}=n+d_{A}+k+1
$$

and is calculated similar to $\sigma_{2}$ in the $\bar{\partial}_{T}$-case.
Finally we switch position of Coker $\bar{\partial}_{c_{j},-}$ and Coker cap $\left(u_{j},-\right)$, with a cost of $(-1)^{\sigma_{3}}$,

$$
\sigma_{3}=1+\sum_{i=1}^{j}\left|c_{i}\right| .
$$

The reason for the extra 1 here compared with the $\bar{\partial}_{T}$-calculation of $\sigma_{3}$ is that we now have dim Coker $\bar{\partial}_{c_{j},-} \equiv\left|c_{j}\right| \equiv \sum_{i=1}^{k}\left|f_{i}\right|+1 \equiv \operatorname{dim}$ Coker cap $\left(u_{j},-\right)+1$, modulo 2.

We see that all this sum up to a total sign $(-1)^{\tilde{\sigma}}$, given in (5.8).
Now it remains to calculate the contribution from the orientation of the space of conformal variations. To that end, let $\mu_{i}$ be the capping sign of $v_{i}, i=0, \ldots, m$, and $\epsilon_{i}$ the capping sign of $u_{i}, i=0, j$. To finish the proof of the theorem we copy the arguments from the proof of Lemma 4.19. That is, we add together the signs we get from the maps in the commutative diagrams corresponding to the diagram (4.17). In the case of the $\bar{\partial}_{u_{j} \# v_{0}}$-problem this diagram now reads


We assume that the vector spaces are oriented as usual; the cokernels are given their capping orientations, the spaces of conformal variations are given their fixed orientation from Section 4.3, and the $\mathbb{R}$-summand is given orientation as the outward normal from the space $T \mathcal{C}_{u_{j} \# v_{0}}$.

It follows that the left vertical map restricted to $T \mathcal{C}_{v_{0}} \oplus T \mathcal{C}_{u_{j}}$ is an isomorphism of sign

$$
\mu_{0} \epsilon_{j}
$$

and from Lemma 4.5 we get that the upper horizontal map is an isomorphism of sign

$$
(-1)^{(k-1) j+1} .
$$

It remains to compute the sign of the lower horizontal map. We claim that this is an isomorphism of $\operatorname{sign}(-1)^{\sigma_{\tilde{T}}}$

$$
\sigma_{\tilde{T}}=\tilde{\sigma}+\tilde{\sigma}_{0}+k+\left(\left|c_{j}\right|+n+d_{A}+1\right)
$$

Here $\tilde{\sigma}_{0}$ is the sign that corresponds to the sign $\sigma_{0}$ in 4.20 and will be computed below, $k$ comes from Definition 4.16 applied to the capping orientation of $u_{j}$, and $\left(\left|c_{j}\right|+n+d_{A}+1\right)$ comes from the fact that the orientation of the glued capped disk at $c_{j}$ is given by $(-1)^{\left(\left|c_{j}\right|+n+d_{A}+1\right)}$ times the canonical orientation, see Definition 4.12.

Now we argue that $\tilde{\sigma}_{0}$ is given by

$$
\tilde{\sigma}_{0}=\operatorname{dim} \operatorname{Coker} \bar{\partial}_{u_{j}}=k
$$

Indeed, the gluing sequence that corresponds to 4.18 now reads

$$
0 \rightarrow \operatorname{Ker} \bar{\partial}_{u_{j} \# v_{0}} \rightarrow\left[\begin{array}{l}
\operatorname{Ker} \bar{\partial}_{v_{0}} \\
\operatorname{Ker} \bar{\partial}_{u_{j}}
\end{array}\right] \rightarrow\left[\begin{array}{c}
\operatorname{Coker} \bar{\partial}_{v_{0}} \\
\mathbb{R}_{t} \\
\operatorname{Coker} \bar{\partial}_{u_{j}}
\end{array}\right] \rightarrow \text { Coker } \bar{\partial}_{u_{j} \# v_{0}} \rightarrow 0
$$

which moreover can be simplified to

$$
0 \rightarrow \mathbb{R}_{t} \rightarrow\left[\begin{array}{c}
0  \tag{5.12}\\
\mathbb{R}_{t}
\end{array}\right] \rightarrow\left[\begin{array}{c}
\text { Coker } \bar{\partial}_{v_{0}} \\
\mathbb{R}_{t} \\
\text { Coker } \bar{\partial}_{u_{j}}
\end{array}\right] \rightarrow \text { Coker } \bar{\partial}_{u_{j} \# v_{0}} \rightarrow 0
$$

and which in turn can be reduced to

$$
0 \rightarrow 0 \rightarrow 0 \rightarrow\left[\begin{array}{l}
\text { Coker } \\
\operatorname{Coker} \\
\bar{\partial}_{u_{0}} \\
\hline
\end{array}\right] \rightarrow \operatorname{Coker} \bar{\partial}_{u_{j} \# v_{0}} \rightarrow 0
$$

with a cost of $(-1)^{\sigma_{0}}$, using that the leftmost non-trivial map in (5.12) can be seen as given by $t \mapsto(0, t)$, and the map between the third and fourth column can be seen as given by $s \mapsto(0, s, 0)$.

So what we get is that

$$
\sigma_{\tilde{T}}=\tilde{\sigma}+\tilde{\sigma}_{0}+k+\left(\left|c_{j}\right|+n+d_{A}+1\right) \equiv j \cdot(k+1)+l+k+\sum_{i=1}^{j-1}\left|c_{i}\right| \quad(\bmod 2) .
$$

Hence it follows that the orientation of the boundary component of $\mathcal{M}$ that corresponds to the $\bar{\partial}_{u_{j} \# v_{0}}$-problem is given by

$$
\begin{equation*}
(-1)^{\sigma_{\tilde{T}}+(k-1) j+1} \mu_{0} \epsilon_{j}=(-1)^{1+l+k+\sum_{i=1}^{j-1}\left|c_{i}\right|} \mu_{0} \epsilon_{j} \tag{5.13}
\end{equation*}
$$

times the outward normal.
The situation for the $\bar{\partial}_{T}$-problem is slightly more involved. To simplify notation let $\bar{\partial}_{h}=\bar{\partial}_{v_{1} \# \cdots \# v_{m} \# u_{0}}$.

To compute the sign that corresponds to $\sigma_{0}$ in 4.20), one should consider the iterated gluing sequence

$$
0 \rightarrow \operatorname{Ker} \bar{\partial}_{h} \rightarrow\left[\begin{array}{c}
\operatorname{Ker} \bar{\partial}_{u_{0}} \\
\operatorname{Ker} \bar{\partial}_{v_{m}} \\
\vdots \\
\operatorname{Ker} \bar{\partial}_{v_{1}}
\end{array}\right] \rightarrow\left[\begin{array}{c}
\text { Coker } \bar{\partial}_{u_{0}} \\
\mathbb{R}_{t, m} \\
\operatorname{Coker} \bar{\partial}_{v_{m}} \\
\vdots \\
\mathbb{R}_{t, 1} \\
\operatorname{Coker} \bar{\partial}_{v_{1}}
\end{array}\right] \rightarrow \operatorname{Coker} \bar{\partial}_{h} \rightarrow 0
$$

which simplifies to

$$
0 \rightarrow 0 \rightarrow\left[\begin{array}{c}
\mathbb{R}_{t}  \tag{5.14}\\
0 \\
\vdots \\
0
\end{array}\right] \rightarrow\left[\begin{array}{c}
\operatorname{Coker} \bar{\partial}_{u_{0}} \\
\mathbb{R}_{t, m} \\
\operatorname{Coker} \bar{\partial}_{v_{m}} \\
\vdots \\
\mathbb{R}_{t, 1} \\
\operatorname{Coker} \bar{\partial}_{v_{1}}
\end{array}\right] \rightarrow \operatorname{Coker} \bar{\partial}_{h} \rightarrow 0
$$

and which we can reduce to

$$
0 \rightarrow 0 \rightarrow\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right] \rightarrow\left[\begin{array}{c}
\operatorname{Coker} \bar{\partial}_{u_{0}} \\
\operatorname{Coker} \bar{\partial}_{v_{m}} \\
\mathbb{R}_{t, \bar{m}^{m}} \\
\operatorname{Coker} \bar{\partial}_{v_{m-1}} \\
\vdots \\
\mathbb{R}_{t, 2} \\
\operatorname{Coker} \bar{\partial}_{v_{1}}
\end{array}\right] \rightarrow \operatorname{Coker} \bar{\partial}_{h} \rightarrow 0
$$

if we compensate by the sign $(-1)^{\nu_{0}}$,

$$
\nu_{0}=1+\sum_{i=1}^{m} m_{i}
$$

Here $\sum_{i=1}^{m} m_{i}$ comes from moving the $\mathbb{R}_{t, i}$-summand over Coker $\bar{\partial}_{v_{i}}$ for $i=1, \ldots, m$, and the 1 comes from removing the $\mathbb{R}_{t}$ and the $\mathbb{R}_{t, 1}$ summand together with the fact that the leftmost non-trivial map in (5.14) can now be seen as given by $t \mapsto(0,-t, 0, \ldots,-t, 0)$.

To compute the orientation of the boundary component of $\mathcal{M}$ that corresponds to the $\bar{\partial}_{h}$-problem we consider the commuting diagram


Coker $\bar{\partial}_{u_{0}} \oplus$ Coker $\bar{\partial}_{v_{m}} \oplus \mathbb{R} \oplus \ldots \oplus \operatorname{Coker} \bar{\partial}_{v_{2}} \oplus \mathbb{R} \oplus \operatorname{Coker} \bar{\partial}_{v_{1}} \longrightarrow$ Coker $\bar{\partial}_{w \# u_{0}}$
Here $w=v_{1} \# \cdots \# v_{m}$. We assume that the vector spaces are oriented as usual; the cokernels are given their capping orientations, the spaces of conformal variations are
given their fixed orientation from Section 4.3 , and the $\mathbb{R}$-summand to the right of $T \mathcal{C}_{v_{i}}$ is given orientation as the outward normal from the space $T \mathcal{C}_{v_{i} \# \cdots \# v_{m} \# u_{0}}$ for $i=1, \ldots, m$. The $\mathbb{R}$-summands in the lower row are given orientations from $\mathbb{R}_{t}$.

The left vertical map is given by

$$
\left(x, y_{m}, t_{m}, \ldots, y_{1}, t_{1}\right) \mapsto\left(\bar{\Psi}_{0}(x), \bar{\Psi}_{m}\left(y_{m}\right), t_{m}, \ldots, t_{2}, \bar{\Psi}_{1}\left(y_{1}\right)\right) .
$$

Here $\bar{\Psi}_{i}$ is the map 4.6) associated to $v_{i}, i=1, \ldots, m$, and to $u_{0}$ for $i=0$. Using the fact that the gluing cokernel which occurs in the $\mathbb{R}_{t}$-direction can be interpreted as the outward normal of the space of conformal variations corresponding to the glued problem, we get that this map restricted to the complement of the last $\mathbb{R}$-summand is an isomorphism of sign

$$
\epsilon_{0} \mu_{1} \cdots \mu_{m}
$$

The upper horizontal map is an isomorphism of sign $(-1)^{\nu_{2}}$,
$\nu_{2}=\left(\left(m_{m}-1\right) m+1\right)+\left(\left(m_{m+1}-1\right)(m-1)+1\right)+\ldots+\left(\left(m_{1}-1\right) 1+1\right) \equiv m+\sum_{i=1}^{m} i \cdot\left(m_{i}+1\right)$,
modulo 2. To see this, we inductively note that by Lemma 4.5 we have that the inclusion of $T \mathcal{C}_{v_{i+1} \# \cdots \# v_{m} \# u_{0}} \oplus T \mathcal{C}_{v_{i}} \oplus \mathbb{R}$ into $T \mathcal{C}_{v_{i} \# \cdots \# v_{m} \# u_{0}}$ is an isomorphism of sign $(-1)^{\left(m_{i}-1\right) i+1}$.

Finally, we have that the lower horizontal map is an isomorphism of $\operatorname{sign}(-1)^{\sigma_{T}}$,

$$
\sigma_{T}=\sigma+\nu_{0}+m+\sum_{i=1}^{m}\left(\left|b_{i}\right|+n+d_{A}+1\right) \equiv \sum_{i=1}^{m} i \cdot\left(m_{i}+1\right)+1+\sum_{i=1}^{m} m_{i}+m .
$$

Here $m$ comes from Definition 4.16 applied to the capping orientation of $u_{0}$, and $\sum_{i=1}^{m}\left(\left|b_{i}\right|+n+d_{A}+1\right)$ comes from the fact that the orientation of the glued capped disk at $b_{i}$ is given by $(-1)^{\left(\left|b_{i}\right|+n+d_{A}+1\right)}$ times the canonical orientation for $i=1, \ldots, m$. Recall that $\sigma$ was computed in (5.7).

By the commutativity of the diagram (5.15), and since the right vertical map is the one we use to get the orientation of the one-dimensional moduli space, it follows that the orientation of the boundary component of $\mathcal{M}$ that corresponds to the $\bar{\partial}_{h}$-problem is given by

$$
\begin{aligned}
(-1)^{\sigma_{T}+\nu_{2}} \epsilon_{0} \mu_{1} \cdots \mu_{m} & =(-1)^{\sum_{i=1}^{m} i \cdot\left(m_{i}+1\right)+1+\sum_{i=1}^{m} m_{i}+m+m+\sum_{i=1}^{m} i \cdot\left(m_{i}+1\right)} \epsilon_{0} \mu_{1} \cdots \mu_{m} \\
& =(-1)^{l+k} \epsilon_{0} \mu_{1} \cdots \mu_{m}
\end{aligned}
$$

times the outward normal. Here we have used that $\sum_{i=1}^{m} m_{i}=l+k-1$.
Since the orientation of $\mathcal{M}$ at the boundary component that corresponds to the $\bar{\partial}_{h}$-problem is opposite to the orientation at the boundary component of $\mathcal{M}$ that corresponds to the $\bar{\partial}_{u_{j} \# v_{0}}$-problem, it follows that

$$
(-1)^{l+k} \epsilon_{0} \mu_{1} \cdots \mu_{m}=-(-1)^{1+l+k+\sum_{i=1}^{j-1}\left|c_{i}\right|} \mu_{0} \epsilon_{j}
$$

Since $(-1)^{\sum_{i=1}^{j-1}\left|c_{i}\right|}$ comes from the Leibniz rule it follows that $\Phi_{L} \circ \partial_{+}=\partial_{-} \circ \Phi_{L}$, and we have proved the theorem.

Proof of Theorem 2.7. From Remark 4.10, Lemma 4.19 and the proof of invariance in [[EES05b], Section 4.3] we get that there exists an admissible system $\mathcal{S}$ of capping operators satisfying the first statement in the theorem. Now, if $\mathcal{S}^{\prime}$ is another admissible system of capping operators, then lift both systems to the symplectization, as described in Section 4.5.

In this setting, the result about the DGA-isomorphism follows by exactly the same arguments as above, with $L=\mathbb{R} \times \Lambda$ and where $\Lambda_{+}=\Lambda$ is equipped with the system $\mathcal{S}$ and $\Lambda_{-}=\Lambda$ is equipped with the system $\mathcal{S}^{\prime}$. The DGA-isomorphism is then given by

$$
\Phi_{\mathcal{S}, \mathcal{S}^{\prime}}(a)=\sigma\left(u_{a}\right) a
$$

where $a$ is a Reeb chord of $\Lambda, u_{a}=\mathbb{R} \times a$, and $\sigma\left(u_{a}\right)$ is the capping sign of $u_{a}$ with respect to the induced system of $L$.

Thus, any admissible system gives rise to a DGA which is isomorphic to the system in [EES05b], and the result follows.
5.2. Proof of Theorem 2.6. In this section we prove that $\Phi$ satisfies the functorial properties stated in Theorem 2.6. To that end, if $L=\mathbb{R} \times \Lambda$ and we wish to prove (2.6), note that we shall assume that the capping system $\mathcal{S}$ of $\Lambda_{+}=\Lambda$ equals that of $\Lambda_{-}=\Lambda$, which in turn equals the induced system of $L$.

To prove (2.5), we need to have the following setup. Assume that $L_{1}$ is an exact Lagrangian cobordism from $\Lambda_{0}$ to $\Lambda_{1}$, and that $L_{2}$ is an exact Lagrangian cobordism from $\Lambda_{1}$ to $\Lambda_{2}$. Assume that $L_{1}$ and $L_{2}$ are equipped with spin structures such that the induced spin structure on $\Lambda_{1}$ from $L_{1}$, regarded as the negative boundary of $L_{1}$, equals the induced spin structure on $\Lambda_{1}$ induced from $L_{2}$, regarded as the positive boundary of $L_{2}$. Let $\mathcal{S}_{i}$ be fixed admissible systems of capping operators for $\Lambda_{i}, i=0,1,2$, let $\mathcal{S}_{01}$ denote the induced system on $L_{1}, \mathcal{S}_{12}$ the induced system on $L_{2}$, and $\mathcal{S}_{02}$ the induced system on the concatenation $L_{1} \# L_{2}$.
Proof of Theorem 2.6. We must prove that

$$
\Phi_{\mathbb{R} \times \Lambda, \mathcal{S}}=\mathrm{id}, \quad \Phi_{L_{2}, \mathcal{S}_{12}} \circ \Phi_{L_{1}, \mathcal{S}_{01}}=\Phi_{L_{1} \# L_{2}, \mathcal{S}_{02}}
$$

We prove the statement for the identity map. The statement for the concatenation is similar to the proof of Theorem 2.5 and details are left to the reader. Indeed, the only thing that has to be checked in that case is the following. Let $u_{0} \in \mathcal{M}_{L_{1}}\left(a, b_{1} \cdots b_{m}\right)$, $v_{i} \in \mathcal{M}_{L_{2}}\left(b_{i}, b_{1}^{i} \cdots b_{m_{i}}^{i}\right), i=1, \cdots, m, u_{1} \in \mathcal{M}_{L_{1} \# L_{2}}\left(a, b_{1}^{1} \cdots b_{m_{1}}^{1} \cdots b_{1}^{m} \cdots b_{m_{m}}^{m}\right)$ be rigid disks. Then one must prove that the gluing sequence for $\bar{\partial}_{\hat{u}_{0}} \#_{i=1}^{m} \bar{\partial}_{\hat{v}_{i}}$ induces the same orientation on the total glued problem as the gluing sequence we get when we glue the glued capping disks at $b_{1}, \ldots, b_{m}$, with respect to the $\mathcal{S}_{1}$-system, to the dbar-problem $\bar{\partial}_{\hat{u}_{1}}$, capped off with the $\mathcal{S}_{02}$-system. But this follows from similar arguments as in the proof of Theorem 2.5 .

We turn to the trivial cobordism. Let $a$ be a Reeb chord of $\Lambda$, let $u=\mathbb{R} \times a$, and assume that $\Phi_{\mathbb{R} \times \Lambda, \mathcal{S}}(a)=(-1)^{\sigma} a$. Here the sign $(-1)^{\sigma}$ satisfies that $\operatorname{Ker} \bar{\partial}_{u} \simeq \mathbb{R}_{t}$ is given the capping orientation $(-1)^{\sigma} \partial_{t}$ with respect to the system $\mathcal{S}$. We must prove that $\sigma \equiv 0(\bmod 2)$.

Consider the situation when we concatenate two trivial cobordisms. That is, let $L_{1}=L_{2}=\mathbb{R} \times \Lambda$, let $u_{1}$ denote the disk $\mathbb{R} \times a$ of $L_{1}$, let $u_{2}$ denote the disk $\mathbb{R} \times a$ of $L_{2}$ and let $u$ denote the disk $\mathbb{R} \times a$ in $L_{1} \# L_{2}$. Let $\bar{\partial}_{a,+}^{h}$ denote the capping operator associated to $a$, regarded as a Reeb chord of the positive end of $L_{1}$, and let $\bar{\partial}_{a,-}^{m}$ denote the capping operator associated to $a$, regarded as a Reeb chord of the negative end of $L_{1}$. Similarly, let $\bar{\partial}_{a,+}^{m}, \bar{\partial}_{a,-}^{l}$ denote the capping operators of $a$ regarded as a Reeb chord of the positive and negative end of $L_{2}$, respectively.

From the concatenation we get the following exact sequence

$$
0 \rightarrow \operatorname{Ker} \bar{\partial}_{u} \rightarrow\left[\begin{array}{l}
\operatorname{Ker} \bar{\partial}_{u_{1}}  \tag{5.16}\\
\operatorname{Ker} \bar{\partial}_{u_{2}}
\end{array}\right] \rightarrow \mathbb{R}_{t} \rightarrow 0 \rightarrow 0
$$

where all non-trivial spaces are isomorphic to $\mathbb{R}_{t}$. Notice that this sequence induces $+\mathbb{R}_{t}$-orientation of Ker $\bar{\partial}_{u}$, given that Ker $\bar{\partial}_{u_{i}}$ is given the orientation $(-1)^{\sigma} \mathbb{R}_{t}, i=1,2$.

Now, following our standard arguments, consider the exact gluing sequence

By Lemma 4.7, this sequence induces the canonical orientation of $\operatorname{det} \bar{\partial}_{T}$, where $T$ is the totally glued problem, given that the capping operators are given their capping orientation and Ker $\bar{\partial}_{u_{i}}$ is given the capping orientation $(-1)^{\sigma} \mathbb{R}_{t}, i=1,2$. But, similar to our arguments in the proof of Theorem 2.5, the $\bar{\partial}_{T}$-problem can also be obtained from the following gluing sequence

$$
\left.0 \rightarrow \operatorname{Ker} \bar{\partial}_{T} \rightarrow\left[\begin{array}{c}
\left(\begin{array}{c}
\operatorname{Ker} \bar{\partial}_{u_{1}} \\
\operatorname{Ker} \bar{\partial}_{u_{2}} \\
\text { Ker } \bar{\partial}_{a,+}^{h} \\
\operatorname{Ker} \bar{\partial}_{a,-}^{l}
\end{array}\right)  \tag{5.18}\\
\left(\begin{array}{c}
\operatorname{Ker} \bar{\partial}_{a,+}^{m} \\
\mathbb{R}_{t}^{m} \\
\operatorname{Ker} \bar{\partial}_{a,-}^{m}
\end{array}\right)
\end{array}\right] \rightarrow\left[\begin{array}{c}
\mathbb{R}_{t} \\
\text { Coker } \bar{\partial}_{a,+}^{h} \\
\text { Coker } \bar{\partial}_{a,-}^{l}
\end{array}\right)\right] \rightarrow \operatorname{Coker} \bar{\partial}_{T} \rightarrow 0 .
$$

We see that the orientation of $\operatorname{det} \bar{\partial}_{T}$ induced by this sequence, where we assume that all spaces in columns 2 and 3 are oriented as in sequence (5.17), equals the canonical orientation times $(-1)^{\sigma_{1}}$,

$$
\begin{equation*}
\sigma_{1}=|a|+n+d_{A}+1 \tag{5.19}
\end{equation*}
$$

Indeed, this sign we get if we do the usual rearrangements, comparing (5.17) with (5.18): we can remove the bottom-most $\mathbb{R}_{t}$ in columns 2 and 3 in (5.18) without any cost, then move Ker $\bar{\partial}_{u_{2}}$ and the gluing cokernel in (5.17) to the corresponding position
in (5.18) with the cost of $(-1)^{1+|a|+|a|+n+d_{A}+1}$, and then switch positions of Ker $\bar{\partial}_{a,-}^{m}$ and $\operatorname{Ker} \bar{\partial}_{a,-}^{l}$, and similar for the cokernels, with a cost of $(-1)^{1+|a|}$.

Now we return to the original sequence (5.18). Using associativity of orientations under gluing (see [[EES05b], Section 3.2.3]), we can use the sequence (5.16] to replace the pair $\left(\operatorname{Ker} \bar{\partial}_{u_{1}} \oplus \operatorname{Ker} \bar{\partial}_{u_{2}}, \mathbb{R}_{t}\right)$ in (5.18) by the pair $\left(\operatorname{Ker} \bar{\partial}_{u}, 0\right)$. We then get the exact sequence

$$
0 \rightarrow \operatorname{Ker} \bar{\partial}_{T} \rightarrow\left[\begin{array}{c}
\left(\begin{array}{c}
\operatorname{Ker} \bar{\partial}_{u} \\
\operatorname{Ker} \bar{\partial}_{a,+}^{h} \\
\operatorname{Ker} \bar{\partial}_{a,-}^{l}
\end{array}\right)  \tag{5.20}\\
\left(\begin{array}{c}
\operatorname{Ker} \bar{\partial}_{a,+}^{m} \\
\mathbb{R}_{t}^{m} \\
\operatorname{Ker}_{a,-}^{m}
\end{array}\right)
\end{array}\right] \rightarrow\left[\begin{array}{c}
\binom{\text { Coker } \bar{\partial}_{a,+}^{h}}{\text { Coker } \bar{\partial}_{a,-}^{l}} \\
\mathbb{R}_{t} \\
\mathbb{R}^{n+d_{A}} \\
\left(\begin{array}{c}
\text { Coker } \\
\text { (oker } \\
\text { Coket } \\
\bar{\partial}_{a,-}^{m}
\end{array}\right)
\end{array}\right] \rightarrow \operatorname{Coker} \bar{\partial}_{T} \rightarrow 0
$$

Moreover, from [[EES05b], Lemma 3.7] we get that this sequence induces the same orientation on $\operatorname{det} \bar{\partial}_{T}$ as the sequence (5.18) does. That is, (5.20) induces the canonical orientation times $(-1)^{\sigma_{1}}$, given that the capping operators are given their capping orientation and that $\operatorname{Ker} \bar{\partial}_{u}$ is given the orientation induced by the sequence (5.16). Recall that the latter orientation is given by $\mathbb{R}_{t}$, which differs from the capping orientation of Ker $\bar{\partial}_{u}$ by a $\operatorname{sign}(-1)^{\sigma}$.

Now we change the orientation of $\operatorname{Ker} \bar{\partial}_{u}$ to its capping orientation $(-1)^{\sigma} \mathbb{R}_{t}$, keeping the capping orientation of the capping operators. Then the orientation of $\operatorname{det} \bar{\partial}_{T}$ induced by (5.20) should change by a $\operatorname{sign}(-1)^{\sigma}$, to be given by $(-1)^{\sigma_{2}}$ times the canonical orientation of $\operatorname{det} \bar{\partial}_{T}$, where

$$
\begin{equation*}
\sigma_{2}=\sigma+\sigma_{1}=\sigma+n+d_{A}+|a|+1 \tag{5.21}
\end{equation*}
$$

However, by our standard arguments it follows that this orientation should be given by $(-1)^{\sigma_{3}}$ times the canonical orientation of $\operatorname{det} \bar{\partial}_{T}$, where

$$
\begin{equation*}
\sigma_{3}=n+d_{A}+|a|+1 \tag{5.22}
\end{equation*}
$$

This follows from Lemma 4.7 together with the fact that the upper part of (5.20) corresponds to the capping sequence for $\bar{\partial}_{u}$ which by assumption is given the canonical orientation, and the lower part of (5.20) corresponds to the gluing sequence for the capping disk at $a$ which by the assumptions together with Definition 4.12 is given the canonical orientation times $(-1)^{n+d_{A}+|a|+1}$.

Comparing (5.21) with (5.22) we get that we should have

$$
(-1)^{\sigma+n+d_{A}+|a|+1}=(-1)^{n+d_{A}+|a|+1}
$$

implying that $(-1)^{\sigma}=1$. This concludes the proof of $\Phi_{\mathbb{R} \times \Lambda, \mathcal{S}}=\mathrm{id}$.
5.3. A remark on orientation conventions. The reason that we choose the convention (4.4) instead of the convention

$$
0 \rightarrow \operatorname{Ker} \bar{\partial}_{A \# B} \xrightarrow{\alpha}\left[\begin{array}{l}
\operatorname{Ker} \\
\operatorname{Ker} \\
\operatorname{Ker} \\
\bar{\partial}_{B}
\end{array}\right] \xrightarrow{\beta}\left[\begin{array}{l}
\operatorname{Coker} \bar{\partial}_{A} \\
\operatorname{Coker} \bar{\partial}_{B}
\end{array}\right] \xrightarrow{\gamma} \text { Coker } \bar{\partial}_{A \# B} \rightarrow 0
$$

from EES05b], is that our choice seems to simplify the calculations in the proofs. That is, it is easier to have the $\mathbb{R}_{t}$-summand of the kernel of the $\bar{\partial}_{u}$-operator, for $u$ a pseudo-holomorphic disks of $\mathbb{R} \times \Lambda$, as close to the top of the columns in the gluing sequences as possible.

In the same time as we want to use this simplification, we also want to take advantage of the calculations in the proofs of [[EES05b], Lemma 4.9 and Lemma 4.11]. This forces us to have all exact sequences (except for the ones for the glued capping disks) from [EES05b "mirrored" in the horizontal axis. For example, we have to glue the capping operators in the clockwise direction, starting at the positive puncture, and we also have to choose the orientations of the spaces of conformal variations to be "opposite" to the one in EES05b.

The reason that we keep the same convention for the gluing sequences for the glued capping disks as in EESO5b] (these are not mirrored!) is to get rid of the sign $(-1)^{(n-1)(|a|+1)}$ in Remark 2.3 . This also has to do with the sign in Definition 4.12. However, the reason for this sign is mostly to get the calculations in the proof of Theorem 2.5 and Theorem 2.6 to work out well.

## 6. Morse flow trees and abstract perturbations

In [EHK16] the techniques of abstractly perturbed flow trees are used to give explicit descriptions of DGA-morphisms $\Phi_{L}$ associated to elementary Legendrian isotopies, with coefficients in $\mathbb{Z}_{2}$. Here we explain how this can be done also with integer coefficients.

Let $L \subset \mathbb{R} \times J^{1}(M)$ be an exact Lagrangian cobordism. To this cobordism we associate a Morse cobordism $L^{M O}$, which will be exact Lagrangian isotopic to $L$ relative the ends. See [[EHK16], Section 2]. The advantage of considering $L^{M O}$ instead of $L$ is that we can use the Morse flow tree techniques from Ekh07] to define $\Phi_{L^{M O}}$ to be given by a count of rigid flow trees instead of rigid disks.

For a definition of Morse flow trees we refer to [Ekh07], Section 2.2] and [[EHK16], Section 4]. Briefly, these trees are built out of flow lines of local gradient differences associated to $L^{M O}$, and there is a one-to-one correspondence between the rigid Morse flow trees and the rigid pseudo-holomorphic disks of $L^{M O}$. Thus, if we let $\mathcal{M}_{T, L}(a, \mathbf{b})$ denote the moduli space of Morse flow trees of $L^{M O}$ with positive puncture $a$ and negative punctures b, it follows from [[EHK16], Lemma 5.12] that $\Phi_{L}$ can be given by

$$
\Phi_{L}(a)=\sum_{\operatorname{dim} \mathcal{M}_{T, L}(a, \mathbf{b})=0}\left|\mathcal{M}_{T, L}(a, \mathbf{b})\right| \mathbf{b}
$$

Here $\left|\mathcal{M}_{T, L}(a, \mathbf{b})\right|$ denotes the algebraic count of elements in the moduli space, where we have used the oriented identification of $\mathcal{M}_{T, L}(a, \mathbf{b})$ and $\mathcal{M}_{L}(a, \mathbf{b})$ from [ $[\mathrm{Kar}]$, Theorem 1.1]. In summary, the orientation of a tree $\Gamma \in \mathcal{M}_{T, L}(a, \mathbf{b})$ is defined by considering the cotangent lift of the tree, which gives rise to a Lagrangian boundary condition for a corresponding punctured disk, and we get an associated linearized $\bar{\partial}$-operator $\bar{\partial}_{\Gamma}$. Moreover, we can glue capping operators associated to the punctures of $\Gamma$ to this operator, to get a corresponding fully capped problem $\bar{\partial}_{\hat{\Gamma}}$ on the non-punctured disk. This gives rise to exactly the same gluing sequences as in the case of true $J$-holomorphic
disks, and the capping orientation of $\Gamma$ is defined completely analogous to how it is done for $J$-holomorphic disks. For details we refer to [[Kar, Section 4].

To get the explicit formulas for the DGA-maps in [EHK16], the trees of $L^{M O}$ are perturbed. See [[EHK16], Section 6.3]. This is first done by a geometric perturbation, which is a perturbation of $L^{M O}$ together with a perturbation of the Riemannian metric. If we extend the orientation scheme of $\mathcal{M}_{T, L}$ to also be defined for the geometrically perturbed trees, it follows by straightforward arguments that for a generic geometric perturbation, the algebraic count of trees in $\mathcal{M}_{T, L}$ will be equal to the algebraic count of rigid, geometrically perturbed trees. We let $\Phi_{L, g}$ denote the DGA-map defined by the count of the rigid geometric perturbed trees.

Next we consider an abstract perturbation of the trees, as defined in [[EK08], Section 3.3 - 3.4], compare also with [EHK16], Section 6.3.1]. In [[EHK16], Lemma 6.4] it is proven that the induced map $\Phi_{L, a}$, given by a count of rigid, abstractly perturbed flow trees, is a DGA-morphism which is chain homotopic to $\Phi_{L, g}$, given that we are using $\mathbb{Z}_{2}$-coefficients. We claim that this chain homotopy can be lifted to $\mathbb{Z}$-coefficients.

Indeed, the proof of [[EHK16], Lemma 6.4] makes use of a 1-parameter family of abstract perturbations, starting at the geometric perturbation (which we can interpret as an abstract perturbation) and ending at the desired abstract perturbation. The chain homotopy is then defined by a count of certain Morse flow trees of $L^{M O} \times D$, where $D$ is the unit disk and where the trees are induced by the 1-parameter family of perturbations.

From [[EK08], Section 3.4] it follows that the boundary conditions of the abstractly perturbed trees are close to being boundary conditions for true trees. Hence we can extend the orientation scheme for flow trees to also include abstractly perturbed trees, both for the trees occurring in the formula for $\Phi_{L, a}$ and also for the flow trees in the chain homotopy just described. Thus it follows that the algebraic count of abstractly perturbed trees given by $\Phi_{L, a}$ is signed chain homotopic to the algebraic count of geometrically perturbed trees given by $\Phi_{L, g}$. It follows that $\Phi_{L, a}$ is chain homotopic to $\Phi_{L}$ over $\mathbb{Z}$.
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