
RELATIONS IN QUANTIZED FUNCTION ALGEBRAS

PAVEL ETINGOF AND SERGEY NESHVEYEV

Abstract. We develop a method to give presentations of quantized function algebras of complex reductive
groups. In particular, we give presentations of quantized function algebras of automorphism groups of finite

dimensional simple complex Lie algebras.

1. Introduction

A reductive group can often be conveniently defined as the group of symmetries of a given collection of
tensors on a finite dimensional vector space V . For example, the orthogonal, respectively symplectic, group
is the group of symmetries of a symmetric, respectively skew-symmetric, nondegenerate inner product, and
the special orthogonal group is the joint symmetry group of the inner product and the volume form. More
interesting examples are the group G2, which may be defined as the group of symmetries of the inclusion
V → V ⊗V , where V is the 7-dimensional irreducible representation, and E6, which is the group of symmetries
of the invariant cubic form on the 27-dimensional irreducible representation V . Finally, if g is a simple Lie
algebra, then Aut(g) is the group of symmetries of the bracket g ⊗ g → g. This gives rise to presentations
of the function algebras O(G) of such groups G by generators and relations, where the generators are the
matrix coefficients of V or of V and V ∗, and the relations come from the condition that the given tensors
are preserved.

The goal of this paper is to extend such presentations to the q-deformed setting. If q = e~, where ~ is a
formal parameter, and we consider formal (~-adically complete) quantum deformations Oq(G) of O(G), then
such an extension is rather straightforward: we just need to deform the relations so that they are satisfied in
the q-deformed case, and this will give a presentation of Oq(G) by a standard formal deformation argument.
However, if we work over C(q) or with numerical q, this argument does not work and it is not clear why
the deformed relations are sufficient to define Oq(G). Showing the sufficiency of the relations, or, in other
words, that the algebra they define has at most the expected size, is normally called the “easy part of the
PBW theorem”, but in absence of suitable filtrations, as in our case, it is actually not so easy.

We propose a general method of proving the sufficiency of the deformed relations for generic q, i.e., outside
of countably many complex values of q or over C(q). This method is based on an idea from the theory of C∗-
tensor categories. Namely, we replace the reductive group G with the corresponding compact real form K.
Then we show that if K is defined as the group of unitary transformations of V preserving a collection
of tensors Ti, then the category RepG = RepK is generated by Ti and their (Hermitian) adjoints T ∗i ,
the duality morphisms and their adjoints, and the braiding, i.e., any morphism in this category can be
expressed through them. The main idea of proving this is that the Karoubian category generated by all
these morphisms is in fact semisimple abelian because of unitarity, and hence by Tannakian formalism must
be the category of representations of some closed subgroup K ′ ⊂ U(V ) containing K, and then it is not hard
to show that in fact K ′ = K.

This allows us to argue that for generic q the representation category RepGq of the corresponding quan-
tum group Gq is still generated by appropriate q-deformations of the classical morphisms. We then get
a presentation of Oq(G) as the Hopf algebra of quantum symmetries of the q-deformations of Ti and T ∗i
for generic q (and even over Q(q), if Ti are defined over Q), which is a generalization of the description of
quantum groups of classical series due to Faddeev, Reshetikhin and Takhtadzhyan [FRT]. This presentation
gives a somewhat larger set of relations than one wanted, but one can hope that with additional work some
of these relations turn out to be redundant.
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We implement this strategy in full detail in the case of G = Aut(g), where g is a simple complex Lie
algebra. Moreover, we use a certain noncommutative version of Grothendieck’s generic freeness theorem,
due to Artin, Small and Zhang [ASZ], to show that our presentations of quantized function algebras are
valid outside of finitely many values of q. This, in particular, implies that they are valid for almost all roots
of unity.

We expect that these results can be extended without significant changes to many other examples, but
leave this outside the scope of the paper.

The organization of the paper is as follows. In Section 2 we outline the strategy. In Section 3 we prove
the main theorem. In Section 4 we strengthen it so that it applies to all values of q except finitely many,
and give an application to classifying tensor autoequivalences.

Acknowledgements. The authors thank Ken Brown and Milen Yakimov for useful discussions. The
work of P.E. was partially supported by the NSF grant DMS-1502244. The work of S.N. was partially
supported by the ERC grant no. 307663.

2. The strategy

Our starting point is the following simple consequence of the Tannaka–Krein duality.

Theorem 2.1. Let V be a finite dimensional complex Hilbert space. Consider the standard representation
of the unitary group U(V ) on V and the contragredient representation on the dual Hilbert space V ∗. Assume
we are given a collection of tensors Ti ∈ (V ∗)⊗mi ⊗ V ⊗ni , i ∈ I, and let K ⊂ U(V ) be the closed subgroup
stabilizing all these tensors. Then the monoidal category RepK of finite dimensional complex representations
of K is generated by V and V ∗ and the following morphisms:

(a) the flip σ : V ⊗ V → V ⊗ V ;
(b) the morphisms r : C → V ∗ ⊗ V , r(1) =

∑
k e

k ⊗ ek, and r̄ : C → V ⊗ V ∗, r̄(1) =
∑
k ek ⊗ ek, and

their adjoints, where {ek}k is a basis in V and {ek}k is the dual basis in V ∗;
(c) the tensors Ti, viewed as morphisms C→ (V ∗)⊗mi ⊗ V ⊗ni , and their adjoints.

In other words, any irreducible representation of K appears as a subrepresentation of a tensor product of the
representations on V and V ∗, and any K-intertwiner between such tensor products can be written as a linear
combination of compositions of morphisms of the form ι ⊗ · · · ⊗ ι ⊗ f ⊗ ι ⊗ · · · ⊗ ι, where f is a morphism
from the above list.

We stress that we consider Hermitian adjoints here. Recall also that the Hermitian scalar product on the
dual space V ∗ is defined so that the dual basis for an orthonormal basis in V is orthonormal.

Proof. Since any finite dimensional representation of K is unitarizable, we can equally well prove a similar
statement in the setting of C∗-tensor categories (see, e.g., [NT2, Chapter 2]).

Consider the monoidal subcategory of the category Hilbf of finite dimensional Hilbert spaces with objects
the tensor products of the spaces V and V ∗ (in all possible orders) and morphism spaces generated by the
morphisms in the formulation of the theorem. Completing this category with respect to subobjects and finite
direct sums we get a C∗-tensor category C. Since r and r̄ are morphisms in C, V ∗ is dual to V in C. Hence C
is rigid. Next, observe that the flip maps V ∗ ⊗ V → V ⊗ V ∗, V ⊗ V ∗ → V ∗ ⊗ V and V ∗ ⊗ V ∗ → V ∗ ⊗ V ∗
are morphisms in C, since they can be expressed in terms of σ, r, r̄ and their adjoints. It follows that
the flip maps on tensor products of Hilbert spaces define a unitary symmetry on C. We have an obvious
symmetric unitary fiber functor C → Hilbf . Hence, by the Tannaka–Krein duality, C is the category of finite
dimensional unitary representations of a compact group H.

Since C is generated as a C∗-tensor category by the object V , the representation of H on V is faithful, so H
can be considered as a subgroup of the unitary group U(V ). Since the morphisms Ti are H-intertwiners, we
then get H ⊂ K. This implies that

HomK((V ∗)⊗m ⊗ V ⊗n, (V ∗)⊗k ⊗ V ⊗l) ⊂ HomH((V ∗)⊗m ⊗ V ⊗n, (V ∗)⊗k ⊗ V ⊗l).

But by the definition of C = RepH we also have the opposite inclusion, so

HomK((V ∗)⊗m ⊗ V ⊗n, (V ∗)⊗k ⊗ V ⊗l) = HomH((V ∗)⊗m ⊗ V ⊗n, (V ∗)⊗k ⊗ V ⊗l).
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Finally, since the representation of K on V ⊕V ∗ is faithful and self-dual, any irreducible representation of K
appears as a subrepresentation of (V ⊕ V ∗)⊗n. �

Remark 2.2. 1. It is not really necessary to work with C∗-categories. The main point is that any ∗-algebra
of operators on a finite dimensional Hilbert space is semisimple. This implies that the Karoubi envelope of
the category with objects the tensor products of the spaces V and V ∗ and morphisms as in the proof of the
theorem is a rigid semisimple monoidal category.

2. The tensors Ti can be viewed as morphisms V ⊗mi → V ⊗ni , and we could equally well use this
interpretation in part (c) of the theorem, since the two ways of considering Ti as morphisms are related by
the duality morphisms r and r̄ and their adjoints.

3. While this paper was being written, N. Snyder informed us that a similar result to Theorem 2.1 appears
independently in the work in progress by S. Morrison, N. Snyder and D. Thurston.

A similar result holds for subgroups of compact orthogonal and symplectic groups, or, in other words, for
representation categories generated by real and quaternionic representations. Namely, we have the following.

Theorem 2.3. Assume V is a finite dimensional complex Hilbert space with a real or quaternionic structure,
so we are given an antilinear isometry J : V → V such that J2 = 1 or J2 = −1. Assume also that we
are given a collection of tensors Ti ∈ (V ∗)⊗mi ⊗ V ⊗ni , i ∈ I. Let K be the compact group of unitary
transformations of V stabilizing all these tensors and commuting with J . Then the monoidal category RepK
of finite dimensional complex representations of K is generated by V and the following morphisms:

(a) the flip σ : V ⊗ V → V ⊗ V ;
(b) the morphism s : C → V ⊗ V , s(1) =

∑
k ek ⊗ Jek, and its adjoint, where {ek}k is an orthonormal

basis in V ;
(c) the tensors Ti, viewed as morphisms V ⊗mi → V ⊗ni , and their adjoints.

In other words, any irreducible representation of K appears as a subrepresentation of V ⊗n, and any K-
intertwiner V ⊗m → V ⊗n can be written as a linear combination of compositions of morphisms of the form
ι⊗ · · · ⊗ ι⊗ f ⊗ ι⊗ · · · ⊗ ι, where f is a morphism from the above list.

Proof. The proof is similar to that in the unitary case. Briefly, the Karoubi envelope of the category with
objects V ⊗n and morphism spaces generated by the morphisms in the formulation of the theorem is the
representation category of a closed subgroup H ⊂ U(V ). Since s is an H-intertwiner, the elements of H
commute with J . As in the unitary case, we then conclude that the spaces of K- and H-intertwiners
coincide. �

Theorems 2.1 and 2.3 allow us, in principle, to find different generators of representation categories
of compact Lie groups, or, equivalently, of reductive complex Lie groups. In fact, it follows from [GG,
Theorem 15.1] that if we start with a compact connected simple Lie group K and a faithful irreducible
unitary representation of K on V , then, apart from a few cases, we can find a tensor T ∈ SkV ∗ such
that K coincides with the connected component of the identity of the stabilizer of T in U(V ). For some
exceptional Lie groups, their realizations as stabilizers of homogeneous polynomials on representations of
small dimensions can be found in [SV]. For example, the compact simply connected group of type E6 has
dimension 78, while its smallest nontrivial irreducible representation V has dimension 27. It is known that
there is a unique up to a scalar factor homogeneous cubic polynomial on V invariant under E6, and then E6

is exactly the group of unitary transformations stabilizing this polynomial.

Similar descriptions of representation categories can then be obtained for the q-deformations of reductive
complex Lie groups G, at least for generic values of the deformation parameter or when q is an indeterminate.
For this we have to deform morphisms of G-modules. Let us explain, or rather remind, in detail how to do
this.

In order to simplify the discussion, let us consider only the simply connected semisimple case. So, let G be
a simply connected semisimple complex Lie group with Lie algebra g. Fix a maximal torus and a system of
simple roots. Consider the quantized universal enveloping algebra Uqg over Q(q), where q is an indeterminate.
Denote by U res

q g ⊂ Uqg Lusztig’s restricted integral form, but with the scalars extended from Z[q, q−1] to

Q[q, q−1], see [L1] or [CP, Section 9.3].
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Recall that a representation of Uqg over Q(q) is called admissible, or of type 1, if it decomposes into a
direct sum of weight spaces. Every finite dimensional admissible Uqg-module admits a U res

q g-stable Q[q, q−1]-
lattice M . Then on the specialization M1 = M/(q − 1)M of M to q = 1 we get a representation of the
rational form gQ of g generated over Q by the Chevalley generators of g. Up to isomorphism this module
does not depend on the choice of M . If V is simple, with a highest weight vector ξ of weight λ, then taking
M = (U res

q g)ξ we get that M1 is also irreducible, with highest weight λ. It follows that for arbitrary V and M ,
the Uqg-module V decomposes into simple highest weight modules in the same way as the gQ-module M1

does.

Lemma 2.4. Let V ′ and V ′′ be finite dimensional admissible Uqg-modules, M ′ ⊂ V ′ and M ′′ ⊂ V ′′ be
U res
q g-stable Q[q, q−1]-lattices. Then any morphism M ′1 →M ′′1 of gQ-modules lifts to a morphism M ′ →M ′′

of U res
q g-modules.

Proof. The Q[q, q−1]-module HomUres
q g(M ′,M ′′), being a submodule of a free finite rank module, is itself free

and of finite rank. Since any morphism V ′ → V ′′ of Uqg-modules can be multiplied by a nonzero element of
Q[q, q−1] to define a morphism M ′ →M ′′ of U res

q g-modules, the rank is equal to dimQ(q) HomUqg(V ′, V ′′) =

dimQ HomgQ(M ′1,M
′′
1 ). Therefore it suffices to show that if morphisms Ti, 1 ≤ i ≤ n, form a Q[q, q−1]-basis

in HomUres
q g(M ′,M ′′), then their specializations Ti1 : M ′1 →M ′′1 are linearly independent over Q.

Assume
∑
i aiTi1 = 0 for some numbers ai ∈ Q not all of which are zero. Then the specialization of

T =
∑
i aiTi to q = 1 is zero, so that TM ′ ⊂ (q − 1)M ′′. But this implies that (q − 1)−1T defines a

morphism M ′ → M ′′, which contradicts the assumption that the morphisms Ti form a Q[q, q−1]-basis in
HomUres

q g(M ′,M ′′). �

Assume now that M1 is a gQ-module which integrates to a faithful representation of G. Assume also
that a compact form of G is the group of unitary transformations of C ⊗Q M1 (with respect to a scalar
product which is rational on M1) commuting with operators 1 ⊗ Ti : C ⊗Q M

⊗mi
1 → C ⊗Q M

⊗ni
1 . Take

any admissible Uqg-module V with a U res
q g-stable Q[q, q−1]-lattice M such that its specialization to q = 1

gives M1. Then, using Lemma 2.4, we can lift the morphisms Ti to morphisms Tiq : M⊗mi → M⊗ni of
U res
q g-modules. Similarly for their adjoints, as well as for the morphisms r, r̄ and σ (or more precisely, their

analogues over Q for the space M1) and their adjoints.
Theorem 2.1 implies that each space HomgQ(M⊗m1 ,M⊗n1 ) has a basis over Q consisting of compositions of

morphisms ι⊗· · ·⊗ ι⊗f ⊗ ι⊗· · ·⊗ ι, where f is one of the morphisms Ti, r, r̄, σ or their adjoints. The same
compositions of morphisms with f replaced by the corresponding lifts fq to morphisms of U res

q g-modules are
easily seen to be linearly independent over Q(q). Since the admissible Uqg-modules have the same fusion
rules as in the classical case, we conclude that these compositions span HomUqg(V ⊗m, V ⊗n) over Q(q). We
thus see that the Q(q)-linear monoidal category of finite dimensional admissible Uqg-modules is generated
by V and V ∗ and the lifts of Ti, r, r̄, σ and their adjoints.

We can also specialize the lifts of morphisms to q 6= 0. At least for transcendental q we then get generators
of the category of complex finite dimensional admissible representations of quantized universal enveloping
algebras.

If we know generators of the category of finite dimensional admissible Uqg-modules, then, in turn, we can
get generators and a complete set of relations for the quantized algebra of regular functions on G, since this
algebra is the coend of the forgetful fiber functor, and therefore it is generated by the matrix coefficients of
any generating set of modules and the relations are given by any generating set of morphisms, see, e.g., [S,
Corollary 2.3.13].

3. The main theorem

In this section, following the strategy described above, we will find a particular presentation of quantized
function algebras of automorphism groups of simple complex Lie algebras.

Let G be a connected simple complex Lie group of adjoint type and g be its Lie algebra. Fix a Cartan
subalgebra h ⊂ g and a system (αk)k of simple roots. Let B ∈ g∗⊗g∗ be the standard ad-invariant symmetric
form on g, so that B(hα, hα) = 2 for every short root α, where hα ∈ h is defined by B(hα, h) = α(h) for
h ∈ h. Denote by t ∈ g⊗ g the corresponding invariant tensor.
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As a compact form of g we take the real Lie algebra k generated by the elements ihk, i(ek + fk), ek − fk,
where hk, ek, fk are the Chevalley generators of g, and denote by K ⊂ G the corresponding compact form
of G. The form B is negative definite on k, so −B|k extends to a positive definite Hermitian scalar product
on g. Then the adjoint of the morphism B : g⊗ g→ C is given by B∗(1) = t.

Next, consider the group Γ of automorphisms of the Dynkin diagram of g. It acts by B-preserving
automorphisms on g. Together with the adjoint representation of G this gives us a faithful representation of
the semidirect product GoΓ on g. Since Out(K) ∼= Γ, it follows that we can identify the compact form KoΓ
of Go Γ with the subgroup of the orthogonal group O(k,−B|k) stabilizing the Lie bracket L ∈ g∗ ⊗ g∗ ⊗ g.
By Theorem 2.3 we therefore get the following result.

Proposition 3.1. The monoidal category of finite dimensional complex representations of GoΓ is generated
by g and the following morphisms: the flip σ : g⊗ g→ g⊗ g, B : g⊗ g→ C, t : C→ g⊗ g, L : g⊗ g→ g and
L∗ : g→ g⊗ g.

Let V be a finite dimensional admissible Uqg-module which is a deformation of the adjoint representation
of gQ, that is, it is a simple module with highest weight equal to the maximal root αmax. Fix a highest
weight vector ξ and put M = (U res

q g)ξ. We identify M1 with gQ.
The group Γ acts on Uqg by automorphisms αγ , γ ∈ Γ, permuting the generators. We have a unique

representation of Γ on V which respects this action and such that its specialization to q = 1 gives the action
of Γ on gQ. Namely, this representation is given by γ(Xξ) = χ(γ)αγ(X)ξ for X ∈ Uqg, where χ : Γ→ {−1, 1}
is the same character as in the classical case.

Now we can use Lemma 2.4 to lift the Lie bracket L|gQ : gQ ⊗ gQ → gQ to a morphism

Lq : M ⊗Q[q,q−1] M →M

of U res
q g-modules and then, by averaging over Γ, assume that Lq is Γ-equivariant. The following shows that

this determines Lq in an essentially unique way.

Lemma 3.2. The Lie bracket is the unique up to a scalar factor Γ-equivariant morphism g ⊗ g → g of
g-modules.

Proof. Recall that we assume that g is simple. It is known then, see, e.g., [KW] for a more general statement,
that if g 6∼= sln(C) for n ≥ 3, then g⊗ g contains a single copy of g, so in this case we do not even need the
Γ-equivariance to get uniqueness. On the other hand, if g = sln(C) for some n ≥ 3, then the multiplicity of g
in g⊗g equals 2: there is an extra copy of g in S2g. Namely, a morphism S2g→ g, or equivalently, a pairing
between S2g and g, comes from the nonzero invariant cubic form Tr(X3) on g = sln(C). Up to an inner
automorphism, the only nontrivial outer automorphism of sln(C) is given by X 7→ −Xt. Since the cubic
form is anti-invariant with respect to this automorphism, we see that the corresponding morphism S2g→ g
is not Γ-equivariant. �

It follows that the space of Γ-equivariant morphisms V ⊗Q(q) V → V of Uqg-modules is one-dimensional.
Hence to get Lq we just have to take any such nonzero morphism and multiply it by an element of Q(q) so
that it maps M ⊗Q[q,q−1] M into M and specializes to a nonzero morphism at q = 1, and then rescale it by
a rational number to get the right specialization at q = 1. Furthermore, we may require Lq to be indivisible
in the free rank one Q[q, q−1]-module Hom(Ures

q g)oΓ(M ⊗Q[q,q−1] M,M). This determines Lq uniquely up to

a factor qn, n ∈ Z.

Remark 3.3. Instead of the Γ-equivariance we could equivalently require Lq to be zero on the quantum
symmetric tensors. Namely, assume g = sln(C) for some n ≥ 3, which is the only case we have to take care
of. Then on the isotypic component of V ⊗Q(q)V corresponding to V the braiding defined by the R-matrix has

eigenvalues ±q−n or ±qn, depending on which of the two standard R-matrices we take, see [KS, Corollary 23
in Section 8.4.3]. Then up to a scalar factor the morphism Lq of Uqg-modules is specified by requiring it to
kill the eigenvectors of the braiding with eigenvalue q−n or qn. Note also that explicit formulas for Lq are
known, see, e.g., [DHGZ].

Similarly, we lift B|gQ : gQ ⊗ gQ → Q to a morphism

Bq : M ⊗Q[q,q−1] M → Q[q, q−1]
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of U res
q g-modules. Since V is simple and self-dual, the space of morphisms V ⊗Q(q) V → Q(q) is one-

dimensional. Hence, again, Bq is unique up to a scalar factor, and if we require Bq to be indivisible in the
free rank one Q[q, q−1]-module HomUres

q g(M ⊗Q[q,q−1] M,Q[q, q−1]), then Bq is unique up to a factor qn,
n ∈ Z. Clearly, Bq is also Γ-equivariant.

In a similar way we can define Γ-equivariant lifts

B′q : Q[q, q−1]→M ⊗Q[q,q−1] M and L′q : M →M ⊗Q[q,q−1] M

of B∗|Q and L∗|gQ . Note that up to a factor, the morphism B′q is given by 1 7→
∑
k x

k ⊗ xk, where (xk)k is

a basis in V and (xk)k is the dual basis: Bq(xk, x
l) = δkl.

Next, consider the quantized algebra Oq(G) of regular functions on G over Q(q). By this we mean
the algebra of matrix coefficients of finite dimensional admissible Uqg-modules with weights in the root
lattice. Put

Oq(Go Γ) = Oq(G)⊗Q O(Γ;Q),

where O(Γ;Q) is the algebra of Q-valued functions on Γ. Equivalently, Oq(G o Γ) is the algebra of matrix
coefficients of finite dimensional representations of UqgoΓ over Q(q) such that their restrictions to Uqg have
only weights in the root lattice. Denote by Cq the Q(q)-linear monoidal category of such representations.

Proposition 3.4. The monoidal category Cq is semisimple and braided, with braiding defined by the universal
R-matrix Rq of Uqg. Denote by Rq the image of Rq under the representation on V ⊗Q(q) V . Then Cq is
generated by V and the following morphisms: σRq : V ⊗Q(q) V → V ⊗Q(q) V , Bq : V ⊗Q(q) V → Q(q),
B′q : Q(q)→ V ⊗Q(q) V , Lq : V ⊗Q(q) V → V , and L′q : V → V ⊗Q(q) V .

Proof. The first statement follows from semisimplicity of the category of finite dimensional admissible Uqg-
modules using the standard Clifford–Mackey type analysis of representations of crossed products. Further-
more, the irreducible finite dimensional admissible representations of Uqg o Γ are classified by the Γ-orbits
of pairs (λ, π), where λ is a dominant integral weight and π : Γλ → GL(Hπ) is an irreducible representation
(over Q(q)) of the stabilizer Γλ of λ in Γ. The representation corresponding to (λ, π) is defined as follows.
Consider the irreducible Uqg-module Vλ with a highest weight vector ξλ of weight λ. We have a represen-
tation ρλ of Γλ on Vλ defined by ρλ(γ)Xξλ = αγ(X)ξλ for X ∈ Uqg. The obvious representation of Uqg on
Vλ ⊗Q(q) Hπ together with the representation ρλ ⊗ π of Γλ define an irreducible representation of Uqgo Γλ.
Finally, we induce this representation to a representation of Uqgo Γ.

The statement about the braiding follows from the fact that the universal R-matrix Rq is Γ-invariant.
This, in turn, can be checked either by looking at the explicit formula for Rq or by using the characterization
of Rq by its action on the tensor product of lowest and highest weight vectors.

Observe next that any irreducible representation of Γλ over Q(q) has a unique up to isomorphism rational
form. This can be seen either by noticing that the only nontrivial stabilizer groups we can get are S2 and S3,
or by using the general fact that any finite dimensional division algebra over Q remains a division algebra
after extending the scalars to Q(q). Therefore the simple objects of Cq are parametrized by the Γ-orbits of
pairs (λ, π), where λ is a dominant weight in the root lattice and π is an irreducible representation of Γλ
over Q. The same set parametrizes the irreducible finite dimensional representations of U(gQ) o Γ over Q
with weights in the root lattice. It is clear that if we take the simple UqgoΓ-module V ′ ∈ Cq corresponding
to (λ, π) and a U res

q go Γ-stable Q[q, q−1]-lattice M ′ ⊂ V ′, then the specialization of M ′ to q = 1 gives us a
simple U(gQ)oΓ-module corresponding to (λ, π). This implies that the fusion rules in Cq are the same as in
the representation category of U(gQ)oΓ. We can also conclude that if V ′, V ′′ ∈ Cq and M ′ ⊂ V ′, M ′′ ⊂ V ′′
are U res

q go Γ-stable Q[q, q−1]-lattices, then

dimQ(q) HomUqgoΓ(V ′, V ′′) = dimQ HomU(gQ)oΓ(M ′1,M
′′
1 ).

Now, if W is a simple finite dimensional U(gQ) o Γ module with weights in the root lattice, then by
Proposition 3.1 we know that the UgoΓ-module C⊗QW has a nonzero morphism into g⊗n = C⊗Q (M⊗n1 )
for some n. Hence W embeds into M⊗n1 . By the above discussion it follows that any simple object in Cq
embeds into V ⊗n for some n.

Repeating the discussion at the end of the previous section, Proposition 3.1 implies that the space
HomU(gQ)oΓ(M⊗m1 ,M⊗n1 ) has a basis over Q consisting of compositions of morphisms ι⊗· · ·⊗ι⊗f⊗ι⊗· · ·⊗ι,
where f is the restriction to the appropriate rational forms of one of the morphisms σ, B, B∗, L, L∗. The
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same compositions of morphisms with f replaced, resp., by σRq, Bq, B
′
q, Lq, L

′
q, are then linearly indepen-

dent over Q(q). Hence they span HomUqgoΓ(V ⊗m, V ⊗n). �

Fix a basis (xk)k of the Q[q, q−1]-lattice M ⊂ V . Let tkl ∈ Oq(G o Γ) be the matrix coefficients of the
representation of Uqg o Γ on V in this basis. In the next theorem, which is our main result, we view Rq
and Lq as matrices over Q[q, q−1] with respect to the bases (xk ⊗ xl)k,l of M ⊗Q[q,q−1] M and (xk)k of M .

Theorem 3.5. The Q(q)-algebra Oq(Go Γ) is generated by the coefficients of the matrix T = (tkl)k,l, and
the following is a complete set of relations:

RqT1T2 = T2T1Rq, (R1)

A−1
q T tAqT = 1 = TA−1

q T tAq, (R2)

LqT1T2 = TLq, (R3)

where Aq is the matrix (Bq(xk ⊗ xl))k,l.

Proof. As we already discussed in the previous section, since the category Cq is semisimple, the algebra of
matrix coefficients of Uqg o Γ-modules in Cq is nothing but the coend of the forgetful fiber functor on Cq.
Hence, by Proposition 3.4, we conclude that Oq(Go Γ) is generated by the elements tkl and a complete set
of relations is given by (R1), (R3) and

BqT1T2 = Bq, T1T2B
′
q = B′q, (R2′)

T1T2L
′
q = L′qT, (R4)

where we again view B′q and L′q as matrices.

In terms of the matrix Aq the first relation in (R2′) reads as T tAqT = Aq. Since up to a factor from Q(q)
the morphism B′q is given by

1 7→
∑
k

xk ⊗ xk =
∑
k,l

(A−1
q )klxk ⊗ xl,

the second relation in (R2′) reads as TA−1
q T t = A−1

q . Thus relations (R2) and (R2′) are equivalent.
It remains to show that (R4) follows from relations (R1)-(R3). For this we use the following description

of L′q. Equip V ⊗Q(q) V with the nondegenerate invariant form

B(2)
q (x⊗ y, z ⊗ w) = Bq(x⊗ w)Bq(y ⊗ z).

Then consider the adjoint L†q of Lq with respect to the invariant forms B
(2)
q and Bq on V ⊗Q(q) V and V ,

so B
(2)
q (L†qx, y ⊗ z) = Bq(x ⊗ Lq(y ⊗ z)). In the classical case this would give us exactly the Hermitian

adjoint L∗ we considered before. Hence by multiplying L†q by a polynomial f ∈ Q[q, q−1] with value 1 at
q = 1, we can get a morphism L′q : M → M ⊗Q[q,q−1] M such that its specialization to q = 1 equals L∗|gQ .
Since Bq is Γ-equivariant, L′q is Γ-equivariant as well, so this is the required morphism.

Now, by taking adjoints (with respect to the forms B
(2)
q and Bq) of both sides of (R3) we get

(A−1T tA)2(A−1T tA)1L
′
q = L′qA

−1T tA,

where we used that the adjoint of an operator C on V is A−1CtA in our basis, and then that the adjoints of
T1 and T2 are (A−1T tA)2 and (A−1T tA)1, resp. In view of (R2), the above identity is equivalent to (R4). �

Next we want to relax relation (R2) to invertibility of T . This is possible by the following general result.

Proposition 3.6. Assume U is a quasitriangular Hopf algebra with invertible antipode and R-matrix R,
and V is a finite dimensional U-module. Fix a basis v1, . . . , vn in V and consider a universal unital algebra A
with generators tij and t̃ij and relations

RT1T2 = T2T1R, T T̃ = 1 = T̃ T,

where T = (tij)i,j, T̃ = (t̃ij)i,j, and R is the matrix of the operator R on V ⊗ V in the basis (vi ⊗ vk)i,k.
Then A is a Hopf algebra with coproduct ∆(tij) =

∑
k tik ⊗ tkj, ∆(t̃ij) =

∑
k t̃kj ⊗ t̃ik and antipode

S(T ) = T̃ , S(T̃ ) = uTu−1,
7



where u is the Drinfeld element m(S ⊗ ι)(R21) acting on V .

Proof. It is easy to see that the coproduct is well-defined. The opposite algebra is defined by the relations
RT2T1 = T1T2R and T̃ tT t = 1 = T tT̃ t. From this we see that in order to prove that S is a well-defined
anti-homomorphism, it suffices to check that (uTu−1)t and T̃ t are inverse to each other in A. This will also

imply that S is indeed an antipode, since both T and T̃ t are corepresentations of (A,∆) and their entries
generate A.

Viewing T and T−1 = T̃ as elements of End(V ) ⊗ A rather than as matrices, say, T =
∑
k ck ⊗ tk,

T−1 =
∑
i c
′
i ⊗ t′i, we thus have to check that∑

i,k

c′iucku
−1 ⊗ tkt′i = 1 =

∑
i,k

ucku
−1c′i ⊗ t′itk. (3.1)

For this purpose take the relation T−1
23 R12T13 = T13R12T

−1
23 . Thus, if R =

∑
j aj ⊗ bj , we have∑

i,j,k

ajck ⊗ c′ibj ⊗ t′itk =
∑
i,j,k

ckaj ⊗ bjc′i ⊗ tkt′i in End(V )⊗ End(V )⊗A.

Since R−1 =
∑
j S(aj)⊗ bj , we have

∑
l,j S

−1(al)aj ⊗ bjbl = 1, hence we get∑
i,k

ck ⊗ c′i ⊗ t′itk =
∑
i,j,k,l

S−1(al)ckaj ⊗ bjc′ibl ⊗ tkt′i.

Let us apply the operation m21 to both sides of this identity. We get

1 =
∑
i,j,k,l

bjc
′
iblS

−1(al)ckaj ⊗ tkt′i,

i.e., since u = m(ι⊗ S−1)(R21),

1 =
∑
i,j,k

bjc
′
iuckaj ⊗ tkt′i.

Therefore, using that
∑
l,j ajS

−1(al)⊗ blbj = 1, we get∑
i,k

c′iuck ⊗ tkt′i =
∑
l

blS
−1(al)⊗ 1 = u⊗ 1,

which gives the first identity in (3.1). The second identity is proved similarly, by starting with the relation
T23R

−1
12 T

−1
13 = T−1

13 R
−1
12 T23 and using that u−1 = m(S−1 ⊗ ι)(R−1

21 ). �

Remark 3.7. The proof shows that the only properties of the invertible operator R that we need are that
both R and R−1 are invertible in End(V )op ⊗ End(V ), and if

∑
i pi ⊗ qi and

∑
j rj ⊗ sj are these inverses,

then u =
∑
i qipi and v =

∑
j sjrj are invertible in End(V ). Then the antipode is given by S(T ) = T−1,

S(T−1) = uTu−1 = v−1Tv.

We are now ready to prove the second version of our main result.

Theorem 3.8. In the notation of Theorem 3.5, the Q(q)-algebra Oq(Go Γ) is generated by the coefficients
of T and T−1, and a complete set of relations is given by

RqT1T2 = T2T1Rq, LqT1T2 = TLq.

Proof. Consider a universal algebra O with generators and relations as in the formulation. In other words,
O is the quotient of the Hopf algebra A from Proposition 3.6 by the additional relation LqT1T2 = TLq. It is
immediate that both the comultiplication and the antipode pass to the quotient, so O is a Hopf algebra with
antipode S(T ) = T−1, S(T−1) = uTu−1, where u is the Drinfeld element of Uqg acting on V . (Note that
Uqg is not, strictly speaking, quasitriangular, as its R-matrix lives only in a completion of Uqg ⊗Q(q) Uqg,
but the proof of Proposition 3.6 goes through without any change; see also Remark 3.7.)

The matrix T defines a right O-comodule structure on V . To prove the theorem, it suffices to show that
Bq : V ⊗Q(q) V → Q(q) is a morphism of O-comodules, since, as we already used in the proof of Theorem 3.5,
this is equivalent to the identity T tAqT = Aq.
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Consider the dual O-comodule V ∗. We have the following standard morphisms of comodules:

e : V ⊗Q(q) V
∗ → Q(q), x⊗ f 7→ f(ux),

i : Q(q)→ V ⊗Q(q) V
∗, 1 7→

∑
i

xi ⊗ xi,

where (xi)i is a basis in V and (xi)i is the dual basis. We can then define a morphism of O-comodules

B̃q = e(Lq ⊗ ι)(ι⊗ Lq ⊗ ι)(ι⊗ ι⊗ i) : V ⊗Q(q) V → Q(q).

Since Oq(GoΓ) is a quotient of O, this is also a morphism of (UqgoΓ)-modules. Hence it coincides with Bq
up to a scalar factor. Therefore we only need to check that B̃q 6= 0.

For this we consider the specialization of B̃q to q = 1. More precisely, recall that we fixed a Q[q, q−1]-
lattice M in V and identified M1 with gQ. As a lattice in V ∗ we take M∗ = HomQ[q,q−1](M,Q[q, q−1]). Its

specialization to q = 1 is g∗Q = HomQ(gQ,Q). The morphism B̃q restricts to a morphism M ⊗Q[q,q−1] M →
Q[q, q−1] and this restriction is defined in exactly the same way as B̃q, but using M and M∗ instead of V
and V ∗. Specializing this restriction to q = 1 and using that then Lq becomes the Lie bracket, while u

becomes equal to 1, we see that the restriction of B̃q becomes the Killing form X ⊗ Y 7→ Tr((adX)(adY ))
on gQ. �

4. Extension to all q except finitely many points

As in the previous section, assume that G is a connected simple complex Lie group of adjoint type. Denote
the algebra Q[q, q−1] by A and consider the quantized algebra of functions OAq (G) ⊂ Oq(G) over A defined
by Lusztig [L2]. We can then consider the subalgebra

OAq (Go Γ) = OAq (G)⊗Q O(Γ;Q) ⊂ Oq(Go Γ)

and specialize it to any nonzero q0 ∈ C. We consider these specialized algebras over C. Thus, we take the
homomorphism A→ C, q 7→ q0, and put

Oq0(Go Γ) = C⊗A OAq (Go Γ).

Note that it follows from the definition of OAq (G) in [L2] that for q0 not a nontrivial root of unity the algebra
Oq0(Go Γ) can be defined in the same way as in the previous section but working over C instead of Q(q).

Theorem 4.1. Theorem 3.8 holds over C for all numerical values of q except finitely many algebraic numbers.
In fact, the following stronger statement holds: there is a polynomial f ∈ Q[q] with f(1) 6= 0 such that for the
ring B = Q[q, q−1, 1/f ] the B-algebra OBq (Go Γ) ⊂ Oq(Go Γ) is described by the generators and relations
as in Theorem 3.8.

Recall that when q is an indeterminate, then, by the discussion before Theorem 3.5, we view Rq and Lq as
matrices over Q[q, q−1] with respect to bases (xk ⊗ xl)k,l of M ⊗Q[q,q−1] M and (xk)k of M . These matrices
can be specialized to any nonzero complex number, and it is these specializations that we use in Theorem 4.1.
For finitely many roots of unity we might even get zero matrices, but this is allowed by the formulation of
the theorem. When we take values different from nontrivial roots of unity, then the specializations are never
zero, and we conjecture that Theorem 4.1 is true for all such values.

Proof. It is clear that Theorem 3.8 holds for all transcendental values of q, since we then have an inclusion
Q(q) ↪→ C. To extend the result to all but finitely many algebraic numbers, we argue as follows.

The generators and relations of Theorem 3.8 make sense over the ring A. Let OA be the algebra defined
by these generators and relations. We have a natural algebra homomorphism ψ : OA → OAq (G o Γ). Since

the algebra OAq (GoΓ) is finitely generated by [L2, Proposition 3.3], the homomorphism ψ becomes surjective

after inverting a polynomial f1(q). Using the fact that the specialization of OAq (G o Γ) to q = 1 maps an

A-basis into a basis of OQ(Go Γ) it is easy to see that we may assume that f1(1) 6= 0. (For similar reasons
we can actually assume that the roots of f1 are nontrivial roots of unity.)

Let K = Kerψ. By the arguments in the proof of [BG, Proposition I.8.17], the algebra OA is N-filtered,
and gr(OA) is locally finite and strongly left Noetherian (more precisely, that proposition is proved when q is
specialized to a numerical value, but it generalizes verbatim to our setting). Hence K is a finitely generated
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OA-module. Thus, it follows from [ASZ, Theorem 0.3] that K is generically free over SpecA. In other
words, K becomes free after inverting some polynomial f2(q). But Theorem 3.8 implies that K⊗AQ(q) = 0.
Hence K becomes zero after inverting f2(q).

This means that the map ψ becomes an isomorphism after inverting f = f1f2. In particular, we get an
isomorphism if we specialize q to any nonzero value except the roots of f .

It remains to show that f can be chosen so that f(1) 6= 0, or equivalently, that the localization of K to
some Zariski neighbourhood of q = 1 is zero. Clearly, we can choose a polynomial f such that f(1) 6= 0, ψ
is surjective after inverting f , and (q − 1)NK[1/f ] = 0 for some N ≥ 0. Pick the smallest such N .

Assume that N > 0. Pick v ∈ K[1/f ] such that (q−1)N−1v 6= 0 (it exists since N was chosen the smallest
possible). Then v /∈ (q − 1)K[1/f ], i.e., K[1/f ]/(q − 1)K[1/f ] = K/(q − 1)K 6= 0. On the other hand, let us
reduce the short exact sequence

0→ K[1/f ]→ OA[1/f ]→ OAq (Go Γ)[1/f ]→ 0

modulo q− 1. Since OAq (Go Γ) is a free A-module, we have Tor1
A(A/(q− 1)A,OAq (Go Γ)[1/f ]) = 0. Hence

we get a short exact sequence

0→ K/(q − 1)K → OA/(q − 1)→ OQ(Go Γ)→ 0.

But OQ(GoΓ) is defined by the specialization of the relations of Theorem 3.8 to q = 1, hence K/(q−1)K = 0.
This is a contradiction. Thus N = 0 and K[1/f ] = 0, as desired. �

Corollary 4.2. Outside of finitely many values of q (not including 1), every braided tensor autoequivalence
of the category C of comodules over Oq(Go Γ) is trivial.

Proof. Denote as before by V a quantum deformation of the g-module g. It is not difficult to check using the
arguments of the proof [DEN, Theoreom 4.4(ii)] that for every autoequivalence F : C → C one has F (V ) ∼= V .
Also, by [DEN, Proposition 3.12], Theorem 4.1 implies that outside of finitely many values of q, every braided
tensor functor out of C is determined by the image of V and of the quantum Lie bracket Lq : V ⊗ V → V .
Thus, every braided tensor functor F : C → C is determined by λ ∈ C∗ such that F (Lq) = λLq. But by
rescaling the isomorphism V ∼= F (V ), we can make λ = 1. This implies the corollary. �

This provides a new proof of [NT1, Theorem 2.1] (for all but finitely many q not a nontrivial root of
unity) and of [DEN, Theorem 4.4(ii)] for the groups G2, F4, Ead

7 , E8, for which Γ = 1. For E6 there is a
similar proof based on an analogue of Theorem 3.8 representing quantum E6 as the symmetries of the unique
(up to scaling) cubic form on the 27-dimensional representation. Note that for the classical groups SL(n),
SO(n), Sp(2n), there is a direct argument in [DEN, Theorem 4.6] giving an even stronger statement, with
a description of the set of forbidden values of q.
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