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Abstract

We consider a model for flow of liquid and gas in a pipe. We assume that the gas is ideal
and that the liquid is incompressible. Under this assumption the resulting system of equations,
expressing conservation of mass and momentum, splits into two subsystems such that the gas
flow is independent of the liquid flow, and the liquid flow is described by a conservation law
parameterized by the mass fraction of gas. When solving these equations numerically, we
propose to stagger the gas and liquid variables with respect to each other. The advantage of
this is that in finite volume methods one can use numerical flux functions designed for 2 × 2
systems of hyperbolic conservation laws to solve both the gas flow and the liquid flow, rather
than a much more complicated numerical flux for the whole 4 × 4 system. We test this using
the Roe numerical flux for both subsystems, and compare the results with results produced
by using the second-order Nessyahu–Tadmor scheme for the second subsystem.

1 Introduction

We consider the four-equation two-fluid model for stratified pipe flow with zero mass transfer.
This model can be derived by averaging of the conservation equations across the cross-sectional
area (see for example [11, 6, 3, 2]). The resulting equations are commonly written

∂

∂t
(ρKαK) +

∂

∂x
(ρKαKvK) = 0,

∂

∂t
(ρKαKvK) +

∂

∂x

(
ρKαKv

2
K + αKpK

)
+ ρKαKgy

∂

∂x
h = sK ,

where ρK denotes the density, αK denotes the volume fraction and vK the velocity of phase K
(K is “gas” or “liquid”). Furthermore, h is the height of the interface between the two fluids and
the momentum sources are

sK = τK
σK
A
± τI

σI
A
− ρKαKgx,

where τK and τI are the wall respectively interface shear stress, σK and σI are the wetted lengths
(see Figure 1) of the K phase and the interface respectively and A the pipe cross-sectional area.
The axial and transverse components of the gravitational acceleration are given by gx = g sinφ and
gy = g cosφ, where φ is the pipe inclination relative to the horizontal plane. Figure 1 illustrates
the pipe geometry and the aforementioned quantities. Note that the mass mK = ρKαK and
momentum mKuK are conserved properties. We assume that phase K is occupied by either gas,
K = G, or liquid, K = L, and that the two phases are segregated from each other (see Figure 1).
Note that for two phase flow

αG + αL = 1.
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Figure 1: Pipe cross section and geometry

In the following we will make some simplifying assumptions. First we assume zero momentum
sources and no pipe inclination. Next we assume that the gas is ideal so that ρG = pGCG for some
constant CG. Then

αGpG =
mG

CG
.

Lastly, assuming that the liquid is incompressible, with constant density ρL, and assuming hydro-
static balance we find

pL = pG +
1

2
αGmG +

1

2
αLmL

=
mG

αGCG
+

1

2
(1− αL)mG +

1

2

mL

ρL
mL

=
mG

(1− αL)CG
+

1

2

(
1− mL

ρL

)
mG +

m2
L

2ρL

=
mG

(1− mL

ρL
)CG

+
1

2

(
1− mL

ρL

)
mG +

m2
L

2ρL
.

Therefore the system of equations we consider is{
∂
∂tmG + ∂

∂x (mGvG) = 0,
∂
∂t (mGvG) + ∂

∂x

(
mGv

2
G + mG

CG

)
= 0,{

∂
∂tmL + ∂

∂x (mLvL) = 0,
∂
∂t (mLvL) + ∂

∂x

(
mLv

2
L + mLmG

(ρL−mL)CG
+ mLmG

2ρ2L
(ρL −mL) +

m3
L

2ρ2L

)
= 0.

(1.2)

If we let u = (mG,mGvG) and w = (mL,mLvL) we see that this can be written as

ut + f(u)x = 0,

wt + g(u,w)x = 0,

for some nonlinear functions f and g. This means that the 4 × 4 model partially decouples into
two 2 × 2 systems, where the second system is dependent on the first, but not vice versa. The
situation is reminiscent of so-called triangular systems of (scalar) conservation laws considered
in [1], in which the convergence of a finite volume scheme was proved for such a system, in the
case that u and w are scalars. In our case u and w are vectors, but when approximating, we can
stagger the discretizations of u and w so that the approximation of u is continuous (constant)
across each cell interface in the approximation of w. The advantage of this is that the numerical
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Figure 2: Schematics of the numerical discretization and approximation.

flux for w can be a standard numerical flux for 2 × 2 system of conservation laws. In this paper
we investigate using the Roe flux as a numerical flux for w. While not investigated in the present
work, higher order methods can easily be built from first order numerical fluxes by higher order
reconstruction.

The rest of this paper is organized as follows. In Section 2 we detail the construction of the
Roe method for the gas and the liquid phase, as well as the Nessahu–Tadmor second order scheme.
In Section 3 we describe how to calculate the exact solution to some Riemann problems, and test
our scheme on these.

2 Numerical Methods

In this section we will describe the numerical methods we use to find approximate solutions to the
two-phase flow problem (1.2). For the gas phase we will use Roe’s method and for the liquid phase
we will use either Roe’s method or the second-order nonstaggered Nessyahu–Tadmor scheme.

We discretize the domain [a, b] using two grids that are staggered with respect to each other.
Let ∆x = (b − a)/N and ∆t = T

M+1 and approximate u = (mG,mGvG) and w = (mL,mLvL) as
follows:

u(xj , t
n) ≈ unj j = 0, . . . , N,

w(xj+ 1
2
, tn) ≈ wnj+ 1

2
j = 0, . . . , N − 1,

where xj = a+j∆x, j = 0, . . . , N and xj+ 1
2

= a+(j+ 1
2 )∆x, j = 0, . . . , N−1, as well as tn = n∆t,

n = 0, . . . ,M . Thus the approximation to u(·, tn) is a piecewise constant function which may have
discontinuities at xj+ 1

2
, and the approximation to w(x, tn) is a piecewise constant function which

may have discontinuities at xj . Figure 2 illustrates the staggered grid and the approximations to
u and w.

2.1 The Roe method

Roe’s Riemann solver is a method to approximate the solution of the Riemann problem for the
hyperbolic system

∂

∂t
u+

∂

∂x
f(u) = 0

with

u =

(
m
mv

)
and f(u) =

(
mv

mv2 + p(m)

)
.
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Here m can be either mG or mL and v can be vG or vL respectively, depending on which phase
we consider. Roe’s approximate Riemann solver [10] (cf. also [4] and [8]) yields the solution of the
following linear problem

∂

∂t
u+A(uL, uR)

∂

∂x
u = 0, u(x, 0) =

{
uL x < 0,

uR x > 0.

The so-called Roe matrix A(uL, uR) has to satisfy the following properties:

(1) A(uL, uR) is diagonizable with real eigenvalues,

(2) A(uL, uR)→ f ′(u) as uL, uR → u and

(3) A(uL, uR)(uR − uL) = f(uR)− f(uL).

The first property is required for hyperbolicity and the second for consistency with the original
conservation law. The third property ensures that single shocks of the nonlinear system are also
discontinuous solutions of the linear system. In order to find such a matrix A = A(uL, uR) we
define the parameter vector

z(u) =

(
z1

z2

)
=

( √
m√
mv

)
.

Then u and f(u) can be written as

u(z) =

(
z2

1

z1z2

)
and f(z) =

(
z1z2

z2
2 + p(z2

1)

)
and therefore

∂u

∂z
(z) =

(
2z1 0
z2 z1

)
and

∂f

∂z
(z) =

(
z2 z1

2z2p
′(z2

1) 2z2

)
Considering the straight line segment

γ(ξ) = zL + (zR − zL)ξ, ξ ∈ [0, 1],

where zL = z(uL) and zR = z(uR), we find

uR − uL =

∫ 1

0

du(γ(ξ))

d ξ
d ξ =

∫ 1

0

du(γ(ξ))

d γ
z′(ξ) d ξ =

∫ 1

0

du(γ(ξ))

d γ
d ξ(zR − zL) =: B(zR − zL)

and similarly

f(uR)−f(uL) =

∫ 1

0

d f(γ(ξ))

d ξ
d ξ =

∫ 1

0

d f(γ(ξ))

d γ
γ′(ξ) d ξ =

∫ 1

0

d f(γ(ξ))

d γ
d ξ(zR−zL) =: C(zR−zL)

Then, by setting A = CB−1 we have

f(uR)− f(uL) = A(uR − uL).

Note that

C :=

∫ 1

0

d f(z(ξ))

d γ
d ξ =

(
z2 z1

2z1p′(z2
1) 2z2

)
(2.1)

and

B :=

∫ 1

0

du(z(ξ))

d γ
d ξ =

(
2z1 0
z2 z1

)
and thus

B−1 =
1

2z1
2

(
z1 0
−z2 2z1

)
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where

h(zk) =

∫ 1

0

h(zLk + (zRk − zLk )ξ) d ξ, k = 1, 2

for a function h. Therefore

A = CB−1 =
1

2z1
2

(
0 2z1

2

2z1z1p′(z2
1)− 2z2

2 4z1 z2

)
. (2.2)

The matrix A has the eigenvalues

λ1,2 =
z2

z1
∓

√
z1p′(z2

1)

z1
,

which are real provided that m > 0 and p′(m) > 0, and eigenvectors r1,2 =

(
1
λ1,2

)
. From this

Roe’s method can be defined using

|A| = R diag(|λ1|, |λ2|)R−1 =
1

λ2 − λ1

(
λ2|λ1| − λ1|λ2| |λ2| − |λ1|
λ2λ

2
1 − λ1λ

2
2 λ2

2 − λ2
1

)
(2.3)

where R = (r1, r2) is the matrix consisting of the right eigenvectors to define the numerical flux

FRoe(uL, uR) =
1

2

(
f
(
uL
)

+ f
(
uR
))
− 1

2

∣∣A (uL, uR)∣∣ (uR − uL) (2.4)

which can then be used in the following Roe scheme:

un+1
j = unj −

∆t

∆x

(
FRoe

(
unj , u

n
j+1

)
− FRoe

(
unj−1, u

n
j

))
.

2.1.1 The Roe method for the gas phase

The pressure in the gas phase is

p(mG) =
mG

CG
(2.5)

with derivative

p′(mG) =
1

CG
.

Thus the Roe matrix A becomes

A(uL, uR) =

(
0 1

−
(
z2
z1

)2

− 1
CG

2 z2z1

)
=

(
0 1

−û2 + 1
CG

2û

)
where

û =
z2

z1
=

√
mL
Gv

L
G +

√
mR
Gv

R
G√

mL
G +

√
mR
G

.

The eigenvalues of A(uL, uR) are

λ1 = û− 1√
CG

, λ2 = û+
1√
CG

and hence ∣∣A(uL, uR)
∣∣ =

√
CG
2

(
λ2|λ1| − λ1|λ2| |λ2| − |λ1|
λ2λ

2
1 − λ1λ

2
2 λ2

2 − λ2
1

)
.
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2.1.2 The Roe method for the liquid phase

The pressure in the liquid phase is

P (mG,mL) =
mLmG

(ρL −mL)CG
+
mLmG

2ρ2
L

(ρL −mL) +
m3
L

2ρ2
L

(2.6)

with

PmL
(mG,mL) =

mGρL
(ρL −mL)2CG

+
mG

2ρL
− mLmG

ρ2
L

+
3m2

L

2ρ2
L

In order to use the Roe scheme here, we will have to evaluate the integral

z1PmL
(mG, z2

1)

in (2.1) numerically. This can be done up to machine precision with an appropriate quadra-
ture since PmL

is a rational function. After calculating the eigenvalues of the resulting matrix
A(uL, uR) given by (2.2) we can then assemble the Roe matrix A(uL, uR) and the corresponding
flux FRoe(uL, uR) as in (2.3) respectively (2.4).

2.2 Nonstaggered second-order Nessyahu–Tadmor scheme for the liquid
phase

We will now discuss a second-order scheme for the liquid phase. We want to solve the conservation
law

∂

∂t
w +

∂

∂x
g(w, u) = 0

with

w =

(
mL

mLvL

)
, g(w, u) =

(
mLvL

mLv
2
L + mLmG

(ρL−mL)CG
+ mLmG

2ρ2L
(ρL −mL) +

m3
L

2ρ2L

)

and u as before. Starting from the (staggered) second-order Nessyahu–Tadmor scheme [9]

w
n+ 1

2

j+ 1
2

= wnj+ 1
2
− λ

2
g′j+ 1

2
,

wn+1
j =

1

2

(
wnj+ 1

2
+ wnj− 1

2

)
+

1

8

(
w′j− 1

2
− w′j+ 1

2

)
− λ

(
g
(
w
n+ 1

2

j+ 1
2

)
− g

(
w
n+ 1

2

j− 1
2

))
.

where λ = ∆t
∆x and the discrete derivatives g′

j+ 1
2

and w′
j+ 1

2

are made precise below. We use the

averaging procedure described in [7] to get a nonstaggered version. To this end we reconstruct a
piecewise-linear interpolant through the staggered cell-averages at time tn+1:

Ln+1
j (x) = wn+1

j + w′j

(
x− xj

∆x

)
, x ∈

(
xj− 1

2
, xj+ 1

2

)
where the staggered discrete derivative w′j is given by

w′j = minmod
(

∆wn+1
j+ 1

2

,∆wn+1
j− 1

2

)
(2.7)

with

∆wn+1
j+ 1

2

= wn+1
j+1 − w

n+1
j

=
1

2

(
wnj+ 3

2
− wnj− 1

2

)
− 1

8

(
w′j+ 3

2
− 2w′j+ 1

2
+ w′j− 1

2

)
− λ

(
g
(
w
n+ 1

2

j+ 3
2

)
− 2g

(
w
n+ 1

2

j+ 1
2

)
+ g

(
w
n+ 1

2

j− 1
2

))
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Here, the minmod limiter is defined as

minmod(a1, . . . , an) =

{
sign(a1) min1≤k≤n |ak| if sign(a1) = . . . = sign(an),

0 otherwise.

We then average these interpolants over the cell (xj , xj+1) to obtain a nonstaggered scheme:

wn+1
j+ 1

2

=
1

∆x

∫ x
j+1

2

xj

Ln+1
j (x)dx+

∫ xj+1

x
j+1

2

Ln+1
j+1 (x)dx


=

1

2

(
wn+1
j + wn+1

j+1

)
− 1

8

(
w′j+1 − w′j

)
=

1

4

(
wnj+ 3

2
+ 2wnj+ 1

2
+ wnj− 1

2

)
− 1

16

(
w′j+ 3

2
− w′j− 1

2

)
− λ

2

(
g
(
w
n+ 1

2

j+ 3
2

)
− g

(
w
n+ 1

2

j− 1
2

))
− 1

8

(
w′j+1 − w′j

)
.

Here, (w′j) and (w′
j+ 1

2

) are given by (2.7) and

w′j+ 1
2

= minmod

(
∆wnj+1,

1

2

(
∆wnj+1 + ∆wnj

)
,∆wnj

)
respectively, where ∆wnj = wn

j+ 1
2

− wn
j− 1

2

. Note that, in our application, the flux g depends on

both w and u, i.e.,

g
(
w
n+ 1

2

j+ 1
2

)
= g

(
wnj+ 1

2
− λ

2
g′j+ 1

2
, unj+ 1

2

)
,

where the discrete derivatives of the flux are given by

g′j+ 1
2

= minmod
(
g
(
wnj+ 3

2
, unj+1

)
− g

(
wnj+ 1

2
, unj+1

)
, g
(
wnj+ 1

2
, unj

)
− g

(
wnj− 1

2
, unj

))
and un

j+ 1
2

denotes the solution of the Riemann problem

∂

∂t
u+A(unj , u

n
j+1)

∂

∂x
u = 0, t > tn,

u(x, tn) =

{
unj , x < xj+ 1

2

unj+1, x > xj+ 1
2

discussed in the previous section evaluated at x = xj+ 1
2
, i.e.,

unj+ 1
2

=


unj , if λ1, λ2 > 0
√
CG

2

(
(λ2u

1
j+1 − u2

j+1)r1 + (−λ1u
1
j + u2

j )r2

)
, if λ1 < 0 < λ2

unj+1, if λ1, λ2 < 0,

where u1
k and u2

k denote the first and second component of uk respectively (see [8]). Figure 3
illustrates all the values of (unj ) and (wn

j+ 1
2

) that are used when calculating wn+1
j+ 1

2

.

Note that the same averaging procedure detailed above can also be applied for higher-order
schemes, cf. [7].

3 Numerical experiments

In order to have available exact solutions to which we can compare our approximations, we consider
Riemann problems, i.e., the initial value problem for (1.2) where the initial data consists of a single
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Figure 3: Stencil of the numerical method for the liquid phase.

jump between two constant values, viz.,


mG

vG
mL

vL

 (0, x) =




mL
G

vLG
mL
L

vLL

 , if x < 0,


mR
G

vRG
mR
L

vRL

 , if x > 0.

If we fix the left state, we can find Riemann problems and their solution by following solution
curves (rarefaction curves and Hugoniot loci) in phase space, see [5]. In the following sections we
will first detail the ingredients necessary to find Riemann problems and their entropy solutions,
and then present some example test cases and finally compare our schemes to those test cases.

3.1 Ingredients to solve the Riemann problem

We will now describe how one can find solutions to certain Riemann problems in two cases. Define

p(mG) =
mG

CG
, and

P (mG,mL) =
mLmG

(ρL −mL)CG
+
mLmG

2ρ2
L

(ρL −mL) +
m3
L

2ρ2
L

.

and introduce the variables qL = mLvL and qG = mGvG, and the flux function

F


mG

qg
mL

qL

 =


qG

q2G
mG

+ p(mG)

qL
q2L
mL

+ P (mG,mL)


so that (1.2) reads

∂

∂t


mG

qG
mL

qL

+
∂

∂x
F


mG

qg
mL

qL

 = 0.
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The Jabobian of F reads
0 1 0 0

p′(mG)− v2
G 2vG 0 0

0 0 0 1
PmG

(mG,mL) 0 PmL
(mG,mL)− v2

L 2vL

 , (3.1)

where PmL
= ∂P

∂mL
and PmG

= ∂P
∂mG

. This matrix has eigenvalues

λ1 = vG −
√
p′(mG), λ2 = vG +

√
p′(mG),

µ1 = vL −
√
PmL

(mG,mL), µ2 = vL +
√
PmL

(mG,mL).

Observe that this system is not strictly hyperbolic since the eigenvalues of the µ families can
coincide with the eigenvalues of the λ families.

3.1.1 Shocks

In the following, we will let
JaK = aR − aL

denote the jump in some quantity a. Given mL,mR and either vL or vR the Rankine-Hugoniot
loci in either phase can be computed by solving

sJmK = JmvK (3.2)

sJmvK = Jmv2K + JpK (3.3)

for vR respectively vL, i.e. solving

JvK2 =
1

mRmL
JmKJpK. (3.4)

Here, the shock speed is

s =
JmvK
JmK

.

Note that all four variables change over shocks of the λ families. More specifically, rearranging
the terms in (3.3) for the liquid phase we find

sJmLK = JmLvLK ⇔ mR
L(s− vRL ) = mL

L(s− vLL) (3.5)

and also

sJmLK = JmLvLK ⇔ JvLK =
1

mR
L

(s− vLL)JmLK (3.6)

Hence, using (3.5) and (3.6) in (3.3) we get

JP (·, ·)K = sJmLvLK− JmLv
2
LK

= vRLm
R
L(s− vRL )− vLLmL

L(s− vLL)

= mL
L(s− vLL)JvLK

=
mL
L

mR
L

(s− vLL)2JmLK

Here, JP (·, ·)K = P (mR
G,m

R
L)− P (mL

G,m
L
L).

Thus given a shock in the gas phase separating (mL
G, v

L
G) and (mR

G, v
R
G) traveling with speed s,

and values mL
L and vLL we can find the right state (mR

L , v
R
L ) by solving

H(mR
L ;mL

L,m
L
G,m

R
G, v

L
L , s) :=

mR
L

mL
L

JP (·, ·)K− JmLK(s− vLL)2 = 0

for mR
L and computing the corresponding vRL with (3.6).
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3.1.2 Rarefactions of the µ families

Since the eigenvectors of the Jacobian (3.1) associated with µ1,2 are

rµ1,2 =


0
0
1
µ1,2


Rarefaction curves in the liquid phase are solutions of

d

dξ

(
mL

qL

)
=

(
1
µ1,2

)
or

dqL
dmL

= µ1,2 =
qL
mL
∓
√
PmL

(mG,mL)

If we use vL = vL(mL, qL) instead, we get

dvL
dmL

=
∂vL
∂mL

+
∂vL
∂qL

dqL
dmL

= ±
√
PmL

(mG,mL)

mL

From this we see that rarefaction curves through a point (mL
L, q

L
L) are given by

vRL = vLL ±
∫ mR

L

mL
L

√
PmL

(mG, ξ)

ξ
dξ. (3.7)

3.1.3 Rarefactions of the λ families

The eigenvectors associated with λ1,2, after renormalizing such that ∇λ1,2 · rλ1,2 = 1, are

rλ1,2 = ±

(
p′′(mG)

2
√
p′(mG)

+

√
p′(mG)

mG

)
1
λ1,2

c(mG, vG,mL, vL)
c(mG, vG,mL, vL)λ1,2


where

c(mG, vG,mL, vL) =
PmG

(mg,mL)

λ2
1,2 − PmL

(mG,mL) + v2
L − 2vLλ1,2

.

By solving

d

dξ


mG

qG
mL

qL

 (ξ) = rλ1,2 (3.8)

with the initial condition 
mG

qG
mL

qL

 (λ1,2(mL
G, v

L
G)) =


mL
G

qLG
mL
L

qLL


we get a rarefaction wave in all four variables.

3.2 Finding suitable Riemann problems and their solutions

We will now formulate two algorithms to find a Riemann problem whose solution consists of a
shock in the liquid phase, followed by a shock over which all four components change, followed by
a second shock in the liquid phase, and a Riemann problem whose solution consists of a rarefaction
wave in the liquid phase, followed by a rarefaction wave over which all four components change,
followed by a second rarefaction wave in the liquid phase respectively.
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Algorithm 1: All-shock Riemann solution

(1) Choose parameters

(
mL
G

vLG

)
,mR

G as well as mL
L,m

′
L and mR

L .

(2) Find vRG by solving the Rankine-Hugoniot equation (3.4) in the liquid phase such that the

shock separating the left state

(
mL
G

vLG

)
and right state

(
mR
G

vRG

)
(with speed s) is a Lax shock of

the λ1 family.

(3) Find vLL by solving the Rankine-Hugoniot equation (3.4) in the liquid phase such that the

shock separating the left state

(
mL
L

vLL

)
and right state

(
m′L
v′L

)
(with speed sLL such that sLL < s)

is a Lax shock of the µ1 family. Here, JP K = p(mL
G,m

′
L)− p(mL

G,m
L
L).

(4) Solve H(m′′L,m
′
L,m

L
G,m

R
G, v

′
L, s) = 0 for m′′L and find the corresponding v′′L with equation

(3.6) so that the liquid phase has a shock with the same speed as the one in the gas phase.

(5) Check that s < µ2(m′′L, v
′′
L,m

R
G). If not, choose different values for the parameters and start

again.

(6) Find vRL by solving the Rankine-Hugoniot equation (3.4) such that the shock separating the

left state

(
m′′L
v′′L

)
and right state

(
mR
L

vRL

)
(with speed sRL > s) is a Lax shock of the µ2 family.

Here, JP K = p(mR
G,m

R
L)− p(mR

G,m
′′
L).

Following this procedure we arrive at the following constant states in an all-shock solution of the
Riemann problem: 

mL
G

vLG
mL
L

vLL

 µ1−→
sLL


mL
G

vLG
m′L
v′L

 λ1−→
s


mR
G

vRG
m′′L
v′′L

 µ2−→
sRL


mR
G

vRG
mR
L

vRL


It is straightforward to extend this algorithm to include two shock waves associated with λ1 and
λ2 by repeating Algorithm 1 for a shock of the λ2 family and paying close attention to the ordering
of the wave speeds.

Algorithm 2: All-rarefaction Riemann solution:

(1) Chose parameters

(
mL
G

vLG

)
,

(
m′L
v′L

)
and mL

L as well as mR
L .

(2) Find

(
mR
G

vRG

)
and

(
m′′L
v′′L

)
by solving (3.8) to get a rarefaction over which all four components

change of the λ1 family.

(3) Find vLL by solving (3.7) such that we get the rarefaction wave connecting the left state

(
mL
L

vLL

)
and right state

(
m′L
v′L

)
is of the µ1 family.

(4) Find vRL by solving (3.7) such that we get the rarefaction wave connecting the left state

(
m′′L
v′′L

)
and right state

(
mR
L

vRL

)
is of the µ2 family.
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Following this procedure we arrive at the following constant states in an all-rarefaction solution
of the Riemann problem: 

mL
G

vLG
mL
L

vLL

 µ1−→


mL
G

vLG
m′L
v′L

 λ1−→


mR
G

vRG
m′′L
v′′L

 µ2−→


mR
G

vRG
mR
L

vRL


It is straightforward to extend this algorithm to include two rarefaction waves associated with λ1

and λ2 or combine it with the algorithm above to include a λ2 shock.

Experiment 1: All-shock Riemann solution By following Algorithm 1 we can create our
first test case: (

mL
G

vLG

)
=

(
2

1.5

)
λ1−→
s

(
mR
G

vRG

)
=

(
2.5

1.2764

)
(
mL
L

vLL

)
=

(
3
1

)
µ1−→
sLL

(
m′L
v′L

)
=

(
3.25

0.7487

)
λ1−→
s

(
m′′L
v′′L

)
=

(
3.4995
0.7226

)
µ2−→
sRL

(
mR
L

vRL

)
=

(
3

0.2475

)
.

Here we have used p(mG) and p(mG,mL) as defined in (2.5) respectively (2.6) with CG = 1 and
ρL = 1. The solution to this Riemann problem consists of a shock in the liquid phase followed
by a shock over which all four components change followed by a second shock in the liquid phase.
Specifically, we have

µ1(mL
L, v

L
L ,m

L
G) = −2 > sLL ≈ −2.2667 > µ1(m′L, v

′
L,m

L
G) ≈ −2.5283,

λ1(mL
G, v

L
G) = 0.5 > s ≈ 0.3820 > λ1(mR

G, v
R
G) ≈ 0.2764,

µ2(m′′L, v
′′
L,m

R
G) ≈ 4.0798 > sRL ≈ 3.5761 > µ2(mR

L , v
R
L ,m

R
G) ≈ 3.0537

so all shocks are Lax shocks.

Experiment 2: All-rarefaction Riemann solution Following Algorithm 2 we arrive at the
second test case: (

mL
G

vLG

)
=

(
0.4
1.5

)
λ1−→
(
mR
G

vRG

)
=

(
0.2963

1.8

)
(
mL
L

vLL

)
=

(
0.7

0.4141

)
µ1−→
(
m′L
v′L

)
=

(
0.5
1

)
λ1−→
(
m′′L
v′′L

)
=

(
0.5695
0.9566

)
µ2−→
(
mR
L

vRL

)
=

(
0.7

1.3021

)
.

Again we used p(mG) and P (mG,mL) as defined in (2.5) respectively (2.6) with CG = 1 and
ρL = 1. To solve the ODE (3.8) numerically we used a very high-order Runge–Kutta method and
evaluated the integrals (3.7) using appropriate quadrature rules. Since

µ1(mL
L, v

L
L ,m

L
G) ≈ −1.8441 < µ1(m′L, v

′
L,m

L
G) ≈ −0.4053

λ1(mL
G, v

L
G) = 0.5 < λ1(mR

G, v
R
G) = 0.8

µ2(m′′L, v
′′
L,m

R
G) ≈ 2.3936 < µ2(mR

L , v
R
L ,m

R
G) ≈ 3.2941

the rarefaction waves are ordered as described above.

3.3 Comparison with numerical solutions

Figures 4 and 5 show the exact and numerical solutions of Experiment 1 and 2 respectively with
open boundaries. Here we divided the spatial domain [−5, 5] into 54 respectively 55 (N = 55)
cells and use the time discretization parameter ∆t = 1

150 to approximate the solution at T = 1.
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Figure 4: Exact and numerical solutions for the all-shock Riemann problem.
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Figure 5: Exact and numerical solutions for the all-rarefaction Riemann problem.
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N rel. L1 error (Roe) rel. L1 error (NT)

16 2.93 3.52
32 1.81 2.24
64 1.09 1.31

128 0.65 0.72
256 0.37 0.39

(a) Liquid mass.

N rel. L1 error (Roe) rel. L1 error (NT)

16 10.55 12.26
32 6.46 8.72
64 3.90 5.13

128 2.34 2.81
256 1.34 1.48

(b) Liquid velocity.

Table 1: L1 error between numerical approximations and exact solution of Experiment 1. (λ = 4)

N rel. L1 error (Roe) rel. L1 error (NT)

16 3.67 7.53
32 2.29 4.68
64 1.57 2.77

128 1.10 1.59
256 0.80 0.89

(a) Liquid mass.

N rel. L1 error (Roe) rel. L1 error (NT)

16 6.78 11.16
32 4.42 8.44
64 2.92 5.76

128 1.99 3.09
256 1.42 1.70

(b) Liquid velocity.

Table 2: L1 error between numerical approximations and exact solution of Experiment 2. (λ = 4)

Tables 1 and 2 show the relative L1 errors between each of the two numerical approximations
and the exact solution of the liquid mass and liquid velocity in Experiment 1 and 2 respectively
for several values of the spatial grid size. We observe that the Roe scheme as an approximate
Riemann solver has an overall smaller error in all instances.

4 Conclusion

We have considered a model for two-phase flow in pipes where we assumed hydrostatic balance,
that the gas is ideal, and that the liquid incompressible. These assumptions allow us to partially
decouple the 4 × 4 system. Therefore, we can numerically treat the mass and momentum equa-
tion of the gas phase independently of the liquid phase. Staggering the numerical grid for the
two subsystems with respect to each other further simplifies the numerical treatment since the
approximation of the gas phase is constant at the cell interfaces of the approximation of the liquid
phase.

As a starting point, we proposed to use the Roe scheme to numerically solve the gas subsystem
and either the Roe scheme or the nonstaggered, second-order Nessyahu–Tadmor scheme for the
liquid subsystem. In order to compare our numerical methods to exact solutions we further
provided two classes of Riemann problems admitting only shocks respectively rarefactions. These
classes can readily be modified to contain more than one shock, more than one rarefaction, or
both shocks and rarefactions.

In our numerical experiments we compared numerical solutions of the liquid phase generated
by the Roe scheme to the second-order Nessyahu–Tadmor scheme for certain Riemann problems.
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