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Abstract  1 

We investigate the evolving distribution of strain produced by a sliding fault within intact 2 

crystalline rock, and the energetics of deformation that occur both on- and off-fault. We slid 3 

precut faults of differing roughness oriented at 45° to 𝜎1 while acquiring in situ X-ray 4 

microtomograms. Digital volume correlation of these time series of 3D local density fields 5 

provide estimates of the 3D displacement and strain fields. Our novel representation and 6 

sampling of the strain tensor field reveal that the differing fault roughness produced distinct 7 

slip behavior, degree of strain localization and accumulation, and energy budget partitioning. 8 

The rougher fault slipped more episodically, hosted a wider and more asymmetric damage 9 

zone, and accommodated less normal and shear strain. This fault consumed more energy in 10 

off-fault deformation (Wint) per volume and more energy in frictional slip (Wfric) as portions of 11 

the total energy input to the system (Wext) than the smoother fault. In both experiments, Wfric 12 

consumed the largest portion of the energy budget (50-100%), while Wint consumed smaller 13 

percentages (5-20%). Tracking the temporal variability of energy partitioning revealed how 14 

evolving fault architecture determined the energetic dominance of various deformational 15 

processes, and so highlighted the importance of tracking energy partitioning through time.  16 
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1. Introduction 17 

Constraining the spatial extent and magnitude of off-fault deformation surrounding 18 

seismic fault networks can help shed light on the physics that govern earthquake rupture, 19 

propagation and cessation, and is critical for accurate measurement of long-term slip rates, 20 

and corresponding seismic hazard assessment (e.g., Wilson et al., 2005; Shelef & Oskin, 2010; 21 

Milliner et al., 2015). In particular, asymmetric damage zones surrounding seismic faults have 22 

been linked to the directionality of earthquake rupture, differences in mechanical properties 23 

across faults and the geometric complexity of faults (e.g., Ben-Zion & Shi, 2005; Shi & Ben-24 

Zion, 2006; Griffith et al., 2010). Volumes of subsurface crust with lower shear rigidity 25 

surrounding major strike-slip faults provide evidence of damage zones surrounding faults at 26 

depth (e.g., Ben-Zion & Sammis, 2003). Varying fracture density within damage zones 27 

surrounding faults likely influences strain partitioning and localization. However, field 28 

techniques struggle to capture the variations in off-fault strain at differing fault-perpendicular 29 

distances that arise from damage zones, and cannot provide direct subsurface measurements 30 

of strain. Consequently, the degree to which damage zones influence strain localization and 31 

partitioning surrounding continental faults remains largely unconstrained. 32 

The amount of energy consumed in elastic off-fault deformation, the internal work, is a 33 

concise quantification of the magnitude of stress and strain that damage zones endure. This 34 

component of the energy budget differs from the fracture energy, or work to create new 35 

fracture surfaces, Wprop, within a damage zone (Cooke and Madden, 2014). Internal work, 36 

Wint, may be calculated as the volume integral of the strain energy density of a system (e.g., 37 

Timoshenko & Goodier, 1951). By assuming that faults will propagate toward regions with 38 

high stresses and/or strains, previous workers have used strain energy density to predict fault 39 

development (Cooke and Madden, 2014 and references therein). Du & Aydin (2003) found 40 

that the predictions of maximum distortional strain energy density for shear fracture 41 



 McBeck et al. 4 

propagation under mixed-mode conditions matched field observations. Okubo & Shultz 42 

(2005) successfully predicted the nucleation and propagation of compaction bands using the 43 

volumetric and distortional components of strain energy density. Varying damage zone 44 

volumes and fracture densities within them (e.g., Faulkner et al., 2011) provide qualitative 45 

means of comparing the Wint done in various crustal settings. However, few numerical (e.g., 46 

Del Castello & Cooke, 2007; Savage & Cooke, 2010; Cooke & Madden, 2014; Newman & 47 

Griffith, 2014; Madden et al., 2017) or experimental (McBeck et al., 2018a) studies have 48 

attempted to constrain Wint because it is the volume integral of strain energy density, requiring 49 

estimates of the full stress and strain tensors. Consequently, the proportion of the energy 50 

budget consumed in off-fault deformation within continental crust remains a poorly 51 

constrained magnitude.  52 

Another critical component of the complete energy budget is the work done against 53 

frictional slip, Wfric (e.g., Cooke and Madden, 2014). Recent advances in field techniques, 54 

such as detecting heat anomalies near seismic faults (Fulton et al., 2013) and the thermal 55 

maturity of organic material (Savage et al., 2014) have provided constraints on the energy 56 

expended against frictional slip in crustal environments. Differing estimates of the dynamic 57 

friction, 𝜇𝑑, along accretionary prism megathrusts (𝜇𝑑 = 0.08; Fulton et al., 2013), thrust 58 

faults within the Nankai prism (𝜇𝑑 < 0.5; Ikari et al., 2009), actively creeping strands of the 59 

San Andreas Fault in the Central Deforming Zone (𝜇𝑑 = 0.1) and the Northeast Boundary 60 

Fault (suggested to host small repeating earthquakes, 𝜇𝑑 > 0.4) (Carpenter et al., 2015), and 61 

laboratory faults in foliated rocks (0.2 < 𝜇𝑑 < 0.4 for intact rocks; Collettini et al., 2009) 62 

suggest that the portion of the total energy input consumed by Wfric may differ amongst faults 63 

in each of these environments. Accordingly, the energy consumed by Wint will vary with 64 

differences in Wfric because the total energy consumed in a system arises from the sum of Wfric 65 
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and Wint. Assuming equal inputs of external work applied to the system, as more work is done 66 

in frictional slip, less work may be expended as off-fault deformation. 67 

The energy budget framework provides a concise quantitative method of comparing the 68 

contributions of these deformational processes on the total energetics of the system, and 69 

differences in these contributions across disparate tectonic environments (Figure 1). Several 70 

analyses have used both Wfric and the work done in uplift against gravity, Wgrav, to 71 

successfully assess fault development (e.g., Gutscher et al., 1998; Burbidge & Braun, 2002; 72 

Yagupsky et al., 2014). The exclusion of Wint from these analyses suggests that the 73 

contribution of internal work to the overall energy budget was not necessary to consider in 74 

order to adequately match the predictions to natural crustal systems. Similarly, calculations of 75 

components of the work budget in physical accretionary wedge experiments suggest that the 76 

portion of the energy budget consumed in Wint is smaller than 1% of the total energy input to 77 

the system (McBeck et al., 2018a). However, the analytical analysis of Mitra & Boyer (1986) 78 

found that Wint, Wfric and Wgrav are within two orders of magnitude of each other during the 79 

formation of duplex fault zones, suggesting that internal work may not be negligible in these 80 

tectonic systems, and so important to consider in energy budget analyses. Similarly, Savage & 81 

Cooke (2010) found that Wint exceeds the sum of the other components of the energy budget 82 

in linear elastic models of shear faulting that include off-fault tensile fracturing. Furthermore, 83 

estimates of Wint in linear elastic mechanical models of contracting accretionary wedges range 84 

from 25% to 50% throughout an underthrusting-accretion cycle (Del Castello & Cooke, 85 

2007). 86 

To investigate the evolution of the energy budget of sliding faults embedded in crystalline 87 

rock, and compare the evolving energetic importance of frictional slip and off-fault 88 

deformation, we slid precut faults in monzonite rock core samples within the HADES triaxial 89 

deformation apparatus (Renard et al., 2016) while acquiring X-ray adsorption three-90 
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dimensional images, i.e., tomograms. Previous experiments using the HADES apparatus have 91 

investigated fault nucleation, strain localization and fracture coalescence in nominally intact 92 

rock cores (e.g., Renard et al., 2017; McBeck et al., 2018b; Renard et al., 2018a, 2018b). 93 

Here, we precut the faults rather than deforming intact cores in order to investigate strain 94 

localization and energy budget partitioning surrounding localized fault planes. Moreover, the 95 

predefined location of the macroscopic fault surface enabled the energy budget analysis and 96 

quantification of strain partitioning between the localized slip surface and the off-fault 97 

volume. Whereas triaxial deformation experiments on intact cores reveal the progressive 98 

localization of fractures into through-going faults that produce macroscopic failure, the 99 

experimental system analyzed in this contribution is analogous to geologic systems in which 100 

series of earthquakes or aseismic slip events reactivate a discontinuity surrounded by 101 

relatively intact rock. The surrounding intact rock may have been damaged in previous 102 

earthquakes, but then the microfractures within this volume subsequently healed (e.g., 103 

Tenthorey et al., 2003). 104 

The tomograms reveal 3D variations of X-ray adsorption that correspond to variations in 105 

local density, and so can pinpoint the geometry of opening fractures. Digital volume 106 

correlation (DVC) analysis of pairs of tomograms captured throughout the experiments 107 

provides 3D displacement and strain fields. Using the spatial distribution of the normal and 108 

shear strains calculated through DVC, we tracked the growth and asymmetry of the damage 109 

zones surrounding the faults. Then, we quantified the evolving partitioning of the energy 110 

budget as the faults slipped, damage zones thickened, and the surrounding host rock 111 

deformed. These experimental observations provide key constraints on critical questions, 112 

including: 1) the rate at which damage zones thicken in continental crust, 2) the ability of 113 

asymmetric damage zones to develop within the same material, 3) the relative energetic 114 
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importance of deformational processes in continental tectonic environments with slipping 115 

faults, and 4) the evolution of energy budget partitioning with evolving fault architecture. 116 

 117 

2. Methods 118 

2.1. Experiment design 119 

We used the X-ray transparent HADES triaxial deformation apparatus (Renard et al., 120 

2016) to slide two precut monzonite cores and acquire dynamic X-ray tomograms during 121 

deformation. This apparatus, installed on the microtomography beamline ID19 at the 122 

European Synchrotron and Radiation Facility, enables in situ imaging of rock deformation as 123 

rocks are triaxially compressed. Monzonite is an ideal material for deformation in the HADES 124 

apparatus and DVC analysis because it contains crystals of plagioclase and feldspar that 125 

appear distinct in the X-ray tomograms. The distinct crystals and patterns within monzonite 126 

enable calculating displacement fields with digital volume correlation (DVC). Moreover, 127 

monzonite is a crystalline rock with frictional and elastic properties similar to many 128 

continental crustal rocks, such as granite. Consequently, energy budget partitioning derived 129 

from these experiments on monzonite represent that partitioning in continental crustal 130 

material. Renard et al. (2018b) analyzed the deformation of intact cores of this material, and 131 

Aben et al. (2016) describe this monzonite in detail, as containing 18% quartz, 13% biotite, 132 

58% plagioclase, 12% clinopyroxene and minor minerals, with 450 µm mean grain size. 133 

To produce the preexisting faults, we cut 10 mm tall, and 5 mm wide cylinders at 45° 134 

from the flat surfaces of the cores. We set the orientation of the faults in both experiments to 135 

45° from the direction of 𝜎1 and the vertically-applied axial displacement. We chose this fault 136 

orientation because experiments with gouge-filled precut faults at varying orientations found 137 

that 45° marks a transition in deformation behavior in which the fractures propagate into the 138 

surrounding host rock, or deformation remains dominantly localized on the precut fault 139 
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(Giorgetti et al., 2019). Furthermore, the 2:1 aspect ratio of the cores prevented cutting faults 140 

oriented 60° from the direction of 𝜎1, as the tips of the fault intersect the top or bottom of the 141 

core, preventing sliding along the fault. 142 

We created the smoother (experiment M6) fault surfaces by sanding the interfaces with 143 

grit P2000 sandpapers. We created the rougher fault surfaces by sanding the interfaces with 144 

10 passes of P400 sandpaper, and 3 passes of P80 sandpaper. We measured the root-mean-145 

squared roughness of the slip surface before and after slip of the smoother fault (M6) using a 146 

white light interferometer (e.g. Candela et al., 2014; Toy et al., 2017). The mean of the 147 

roughness measured on several squares of 1x1 mm2 of the unslipped, initial fault surface was 148 

56 µm, and decreased after slip to 6 µm for the smoother fault. We could not measure the 149 

roughness of the rougher fault (M8) after the experiment because the blocks of the core failed 150 

during the experiment. The mean of the roughness measured on the unslipped fault surface 151 

was 228 µm for the rougher fault.  152 

We slid the blocks using approximately constant increments of applied axial shortening, 153 

uz, of 50 µm, as measured from the Linear Variable Differential Transformer (LVDT) 154 

displacement sensor of the experimental apparatus. Between each axial displacement step, we 155 

acquired in situ X-ray tomograms in time intervals of 5-10 minutes and at spatial resolutions 156 

of 6.5 µm (Figure 2). The axial displacement step size of 50 µm provides an ideal 157 

compromise between a step size large enough to include several voxels of axial displacement 158 

in each step and small enough so that each experiment includes several tens of steps. The 159 

length of the side of each voxel was 6.5 µm in these experiments. At the conditions of the 160 

experiments, with no pore fluid and at ambient temperature, fault healing via growth of 161 

asperities and increasing real contact area was unlikely to occur within the scan time of 5-10 162 

minutes. We applied 40 MPa and 50 MPa of confining stress to the smoother and rougher 163 

fault experiments, respectively, using silicon oil. 164 
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To assess the reproducibility of the experimental results, we conducted a total of four 165 

experiments with precut surfaces of varying roughness in monzonite cores within the HADES 166 

apparatus. We focus on only two experiments here because the behavior of the other 167 

experiments was similar to that observed in these experiments. In particular, these two other 168 

experiments had precut surfaces that were prepared with the same technique as the rougher 169 

fault experiment. In both experiments, the precut fault initially slid, but then the surrounding 170 

host rock failed. 171 

2.2. Digital volume correlation 172 

To examine strain localization surrounding these evolving fault zones, we calculated the 173 

incremental 3D internal displacement vectors between successive scans using digital volume 174 

correlation (DVC) analysis, implemented in TomoWarp2 (Tudisco et al., 2017). The 175 

incremental displacements reflect deformation that occurred in the time between tomogram 176 

acquisitions. We calculated the internal displacement vectors following the same procedure as 177 

previous analyses (McBeck et al., 2018b, Renard et al., 2018a), including the choice of node 178 

spacing size (20 voxels) and correlation window size (10 voxels). The node spacing size and 179 

correlation window size control the spatial resolution and detectable displacement strain 180 

magnitudes, respectively (e.g., McBeck et al., 2018b). However, the large displacements that 181 

occur between the acquisitions of the tomogram pairs used in the DVC analysis in these 182 

experiments require larger search window sizes than previous calculations. The search 183 

window size controls the maximum limit of detected displacements. The combination of these 184 

DVC parameters requires 7 hours to calculate the incremental displacements of one tomogram 185 

pair using a desktop computer, whereas previous analyses only required 2-3 hours (McBeck et 186 

al., 2018b, Renard et al., 2018a). 187 

Here, we examine both the incremental displacement fields, and incremental strain fields 188 

calculated from the displacements. We rotate the coordinates and displacement vectors of the 189 
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DVC analysis so that they reflect the fault strike-parallel (y-axis) and strike-perpendicular (x-190 

axis) positions and displacements. The z-axis is vertical and parallel to 𝜎1 in this coordinate 191 

system. Consequently, the resulting strain components of normal horizontal strain, 𝜀𝑥𝑥, 192 

normal vertical strain, 𝜀𝑧𝑧, and shear strain, 𝜀𝑥𝑧, arise from a coordinate system based on the 193 

fault-strike orientation and direction of 𝜎1. Dilation is negative and contraction is positive in 194 

the adopted sign convention. 195 

To examine the distribution of strain, we built median projections of the 3D strain fields 196 

using a 3D slab within the center of the core (Figure S1). The center of this slab volume 197 

coincides with the center of the core, and extends 2 mm in thickness parallel to the fault strike 198 

(y-axis), 2.5 mm in width perpendicular to the fault strike (x-axis), and 4.5 mm parallel to 𝜎1 199 

(z-axis). We used this volume in order to avoid artefacts in the calculated displacements near 200 

the edges of the core. 201 

2.3. Energy budget analysis 202 

To quantify the energetics of off-fault and on-fault deformation, we calculated the 203 

incremental internal work, Wint, frictional work, Wfric and external work, Wext throughout both 204 

experiments. The internal work and frictional work capture the energetics of off- and on-fault 205 

deformation, respectively, while the external work captures the total energy input to the 206 

system. We calculated these components following the formulations of Cooke and Madden 207 

(2014), described in detail below. We used the incremental displacements and strains derived 208 

from the DVC analysis to calculate the incremental energy budget components. 209 

Consequently, these incremental components reflect the work done between the acquisition of 210 

each tomogram pair as a result of the imposed axial displacement. 211 

The magnitude of the work budget components depends on the size of the analyzed 212 

system. Here, we selected our system as a rectangular prism with the dimensions of the slab 213 

used to create the strain median projections, described in Section 2.2 and shown in Figure S1. 214 
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We selected this subset of the core in which to calculate the energy budget so that boundary 215 

effects, such as unreliable DVC displacements near the core edges, did not bias the 216 

calculations. In this volume, we calculated median projections of the incremental 217 

displacement and strain fields parallel to the fault surface, producing 2D representations of 3D 218 

fields. We used the resulting 2D displacement and strain fields to calculate the energy budget 219 

components by integrating these measurements over the 2 mm thick dimension of the volume 220 

parallel to the fault plane. This simplification of the system reduces the dependence of the 221 

work budget values on local perturbations in the displacement field. 222 

Following the law of conservation of energy, the total external work expended on a 223 

system, Wext, must match the sum of the work expended in deformational processes within the 224 

system: 225 

𝑊𝑒𝑥𝑡 =  𝑊𝑖𝑛𝑡 + 𝑊𝑔𝑟𝑎𝑣 + 𝑊𝑓𝑟𝑖𝑐 + 𝑊𝑝𝑟𝑜𝑝 + 𝑊𝑠𝑒𝑖𝑠   Eq. 1 226 

where Wint is the internal work of host rock deformation surrounding faults, Wgrav is the work 227 

against gravity, Wfric is the work against friction along faults, Wprop is the energy to create 228 

fault surfaces, and Wseis is the energy of ground shaking (Cooke and Madden, 2014). In this 229 

contribution, we focus on Wext, Wint and Wfric because Wgrav is insignificant at the differential 230 

stresses of these triaxial compression experiments, Wseis is insignificant at the small and slow 231 

slip increments of these experiments, and Wprop is the focus of a forthcoming analysis. 232 

Following Cooke and Madden (2014), in a two-dimensional system, Wext may be 233 

calculated by integrating over the loading path, L, the sum of the products of shear traction 234 

and displacement, τ and us, and normal traction and displacement, σn and un, integrated over 235 

the system boundaries, B: 236 

𝑊𝑒𝑥𝑡 =  ∫ ∬ (𝜏𝑢𝑠 +  𝑢𝑛𝜎𝑛)
𝐵

𝑑𝐵𝑑𝐿
𝐿

    Eq. 2 237 
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The incremental external work done between the acquisition of two tomograms, or within 238 

any experimental increment, 𝜕𝑊𝑒𝑥𝑡, may be considered to be the area under the force-239 

displacement curve within an increment of deformation, such that 240 

𝜕𝑊𝑒𝑥𝑡 = 𝑢𝑛𝜎𝑛
0 +

1

2
 𝑢𝑛(𝜎𝑛

1 − 𝜎𝑛
0) + 𝑢𝑠𝜏0 +

1

2
 𝑢𝑠(𝜏1 − 𝜏0)   Eq. 3 241 

where 𝜎𝑛
0 and 𝜎𝑛

1, and 𝜏0and 𝜏1, indicate the normal and shear stresses when the first and 242 

second tomograms of the DVC analysis were acquired, and un and us are the incremental 243 

displacements done within this step of the experiment. This formulation follows from the 244 

procedure to calculate 𝜕𝑊𝑒𝑥𝑡 employed in McBeck et al. (2018a). 245 

We constrained the displacements applied to the boundaries of the system from the 246 

incremental displacement field calculated from the DVC analysis (Figure S1). We estimated 247 

the potential upper and lower ranges of 𝜕𝑊𝑒𝑥𝑡 using the mean ± one standard deviation of the 248 

displacements observed in 0.1 mm x 0.25 mm rectangles along the system boundaries. The 249 

0.1 mm side of these sampling rectangles were parallel to the face of each boundary and the 250 

0.25 mm side extended within the system perpendicular to this face (Figure S1). We 251 

constrained the normal stresses acting on the boundaries of the slab using the principal 252 

stresses applied to the tomography scans at their acquisition. The shear stresses along the left 253 

and right sides of the system were negligible because of the large difference in stiffness 254 

between the rock core and the jacket. The shear stresses along the top and bottom sides of the 255 

volume may be non-negligible due to the lack of lubrication along the top and bottom rock-256 

piston interfaces. However, these shear stresses are likely small because the rock and piston 257 

interfaces are not fixed to each other and are planar, and so likely have low effective friction 258 

coefficients. Consequently, to calculate 𝜕𝑊𝑒𝑥𝑡, we assumed that the shear stresses on the 259 

system boundaries are zero. 260 

The incremental frictional work, 𝜕𝑊𝑓𝑟𝑖𝑐, depends on the sliding shear stress along the 261 

fault, 𝜏, the slip distance, s, and the fault area experiencing slip, A, 262 
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𝜕𝑊𝑓𝑟𝑖𝑐 = |𝜏|𝑠𝐴         Eq. 4 263 

We estimated the magnitude of the sliding shear stress using the average of the principal 264 

stresses of the two tomograms used in the DVC analysis, 𝜎1, 𝜎2, and the prescribed 𝜃=45° 265 

orientation of the fault, 266 

𝜏 = |
(𝜎1 − 𝜎2 )

2
sin 2 (

𝜋

2
− 𝜃) |      Eq. 5 267 

We constrained the incremental fault slip done in one sliding step in the experiment using 268 

two methods that provide upper and lower estimates of 𝜕𝑊𝑓𝑟𝑖𝑐 (Figure S1). In both methods, 269 

we extracted the area of the strain fields in which two of the three independent strain 270 

components exceed a threshold strain (0.0025). This extracted area represents the fault zone, 271 

while the areas outside this zone are considered off-fault. This automated extraction method 272 

allows the observed fault zone to vary in width throughout deformation, and in width along 273 

the fault. However, we restricted this zone to 0.75 mm outside of the precut surface to ensure 274 

that noise in the DVC displacement fields did not contribute to the fault slip estimates. This 275 

maximum limit of the fault zone width only influenced the extent of the automatically-276 

extracted fault zone in the final two stages of the rougher fault experiment, as the upper block 277 

began to fracture and break. Later, we examine the impact of using different threshold strains 278 

to extract the fault zone, and find a minimal impact on the calculated energy components. 279 

The two methods to calculate fault slip that provide upper and lower estimates of 𝜕𝑊𝑓𝑟𝑖𝑐 280 

use the shear strain field (upper estimate) and displacement vectors (lower estimate) near the 281 

fault. We derived the upper estimate of fault slip by integrating the shear strain field within 282 

the identified fault zone. We derived the lower estimate using the displacement vectors within 283 

this fault zone. In particular, we rotated the displacement vectors by 45° so that the rotated 284 

horizontal displacements, ux’, represent the fault-plane parallel slip (Figure S2). We found the 285 

mean of ux’ in regions above and below the fault plane, and added the magnitudes of these 286 

vectors to find the total slip. The mean slip vectors in the upper and lower blocks have 287 
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opposite signs as the upper block moves rightward and the lower block moves slightly 288 

leftward or remains relatively stable (Figure S2), so the |ux’| on either side of the fault sum to 289 

the total slip. 290 

Using the rotation method of constraining slip likely underestimates the true fault slip 291 

because the displacement vectors near the fault tend to decrease in magnitude toward the fault 292 

core as correlation of pixel patterns becomes increasingly difficult. Consequently, the mean of 293 

ux’ may underrepresent the true fault plane-parallel displacement. Integrating the shear strain 294 

field in the identified fault zone may tend to overestimate fault slip because it may consider 295 

high strains that arise outside of the true fault core as part of the on-fault deformation. 296 

Consequently, comparing frictional work estimates derived from these two methods provides 297 

constraints on the potential range of frictional work values. 298 

The incremental internal work, 𝜕𝑊𝑖𝑛𝑡, depends on components of the stress, 𝜎𝑖𝑗, and 299 

strain, 𝜀𝑖𝑗, tensor outside of the fault zone, in a 2D Cartesian coordinate system in the x-z 300 

plane, 301 

𝜕𝑊𝑖𝑛𝑡 =
1

2
∬(𝜀𝑥𝑥𝜎𝑥𝑥 +  𝜀𝑧𝑧𝜎𝑧𝑧 + 2𝜀𝑥𝑧𝜎𝑥𝑧)𝑑𝑥𝑑𝑧    Eq. 6 302 

To calculate 𝜕𝑊𝑖𝑛𝑡, we sampled the strain fields outside of the identified fault zone (in which 303 

𝜕𝑊𝑓𝑟𝑖𝑐 is calculated) (Figure S1D). We estimated the stress components from the strain 304 

components using Hooke’s law. To derive the stresses from the strains with these 305 

relationships, we used a range of elastic moduli constrained from our previous experiments on 306 

intact cores of monzonite with the HADES deformation apparatus (Renard et al., 2018b). 307 

This decreasing range of elastic moduli reflects the impact of microfracture development on 308 

the host rock stiffness, as higher densities of microcracks tend to reduce rock stiffness (e.g., 309 

Katz & Reches, 2004). The axial strain-stress relationships of intact monzonite experiments 310 

indicate that the effective elastic modulus, E’, decreased from 30 GPa to 10 GPa, and 20 GPa 311 

to 10 GPa from the onset of loading to immediately preceding macroscopic failure (Renard et 312 
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al., 2018b). Consequently, we allow E’ to decrease linearly from 30 GPa to 10 GPa (upper 313 

estimate) and from 20 GPa to 10 GPa (lower estimate) from the first to the last scan acquired 314 

in each experiment. The linear ramps of E’ starting at 30 GPa and 20 GPa determines the 315 

upper and lower estimates of the internal work, respectively. We used 0.2 as the Poisson’s 316 

ratio, appropriate for monzonite (e.g., Kulhawy, 1975). Changing 1) the DVC parameters, 2) 317 

threshold strain used to calculate 𝜕𝑊𝑓𝑟𝑖𝑐 and 𝜕𝑊𝑖𝑛𝑡, and 3) elastic moduli used to calculate 318 

𝜕𝑊𝑖𝑛𝑡, from 10-50 MPa, did not change the main results of the energy budget analysis, 319 

(Figures S2-3) discussed in detail in the next section. 320 

 321 

3. Results  322 

3.1. Four-dimensional displacement and strain fields 323 

The differing roughness of the preexisting faults produced contrasting failure behavior 324 

(Figure 3). Figure 3 shows slices of the incremental 3D displacement fields parallel and 325 

perpendicular to the fault strike in both experiments. The cumulative applied axial 326 

displacement, uz, increases downward. The total magnitude of uz depends on how the core 327 

was mounted into the deformation apparatus, and so is not physically significant. Note, the uz 328 

of the first scan differs in each experiment (Figure 2). The smoother fault (Figure 3A) slid 329 

continuously throughout the experiment. In contrast, the rougher fault (Figure 3B) slid 330 

continuously initially, but then became locked, and caused the upper block (hanging wall) of 331 

the core to fracture. Following failure of the upper block, the lower block then failed. 332 

The incremental displacement fields calculated from DVC analysis provide insights into 333 

deformation as the faults slid, and the blocks failed. Slices of the displacement fields at the 334 

center of the cores, both parallel and perpendicular to the fault, reveal critical differences 335 

between the experiments (Figure 3). Whereas negligible displacement occurred within the 336 

lower block of the smoother fault experiment, displacements of up to 50% of the applied axial 337 
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displacement (50 µm) occurred within the lower block of the rougher fault experiment. 338 

Furthermore, the directions of these displacement vectors were primarily perpendicular to 𝜎1 339 

(horizontal). The rougher fault interface enhanced coupling of the fault interfaces, leading to 340 

displacement perpendicular to 𝜎1 within the lower block. 341 

These displacement fields also reveal differences in down-dip slip between the 342 

experiments (Figure 3). Parallel to the smoother fault, the upper block moved both downward 343 

and horizontally with similar magnitudes. In contrast, slip on the rougher fault produced 344 

horizontal displacements in the upper block that were less than 10% of the vertical 345 

displacements. The smoother fault allowed both dip-slip and strike-slip motion of similar 346 

magnitudes, whereas the rougher fault only accommodated significant dip-slip. Movies S1-2 347 

show the complete evolution of these displacement field slices throughout both experiments. 348 

In some of the fault-parallel displacement field slices, the fault plane does not appear as a 349 

perfectly horizontal line. In particular, this intersection of the fault plane with a vertical fault 350 

strike-parallel plane appears to have a slightly positive and negative slope in the experiments 351 

with the smoother and rougher faults, respectively. This appearance reflects the coupling of 352 

the core surfaces across the fault, producing a gradation in the displacement vectors across the 353 

fault plane, as well as the minor curvature of the fault interfaces near the edges of the cores.  354 

To examine off-fault deformation and strain localization surrounding the faults, we now 355 

focus on the distribution of strain perpendicular to the fault surface. To probe this strain 356 

distribution, we built median projections of the 3D strain fields within a central, fault-357 

perpendicular 2 mm-thick slab (Figure 4). We examined the normal fault-perpendicular 358 

horizontal strain, 𝜀𝑥𝑥, normal vertical strain, 𝜀𝑧𝑧, and the magnitude of shear strain, |𝜀𝑥𝑧|. We 359 

also used this slab, and the resulting median projections of the displacement and strain fields, 360 

to calculate the components of the energy budget. Dilatational strain is considered negative in 361 

the adopted sign convention. 362 
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Characteristic examples of strain field projections from both experiments highlight that 363 

the smoother fault produced more localized distributions of strain than the rougher fault 364 

(Figure 4). Movies S3-4 show the complete evolution of these strain projections throughout 365 

both experiments. The magnitudes of strains within the smoother fault core were higher than 366 

the magnitudes within the rougher fault: note the differing scale bar limits for the strain 367 

magnitudes. In addition, the rougher fault inhibited the localization of 𝜀𝑥𝑥 more significantly 368 

than the other strain components, 𝜀𝑧𝑧 and 𝜀𝑥𝑧. 369 

The strain field projections show that some segments of each fault host differing 370 

magnitudes of incremental normal and shear strains than other segments of the fault (Figure 371 

4). Despite the overall planarity of the fault surfaces, localizations of lower and higher strain 372 

magnitudes develop along the fault. Volumes with lower strain may reflect the interlocking of 373 

asperities that restrict movement across and along the fault plane. 374 

3.2. Strain localization surrounding sliding faults 375 

To quantify the evolving distribution of strain, we sampled the median projections (i.e., 376 

Figure 4) of the strain field with transects. Figure 5 shows a characteristic example of this 377 

sampling technique for one DVC incremental strain field of one experiment. We sampled the 378 

strain components along fault-perpendicular transects that traverse the length of the fault 379 

(Figure 5). Movies S5-6 show the full evolution of this approach to strain sampling 380 

throughout both experiments. This technique enables examining the distribution of strain both 381 

along and across the fault. In this example DVC increment, high values of 𝜀𝑥𝑥 along the fault 382 

do not coincide with high values of 𝜀𝑧𝑧, while the distribution of high values of 𝜀𝑥𝑧 is 383 

relatively consistent along the fault. The strains sampled along the transects (i.e., across the 384 

fault) show that the distribution of high values of 𝜀𝑥𝑥, 𝜀𝑧𝑧, and 𝜀𝑥𝑧 were relatively symmetric 385 

across the fault in this increment of the experiment. 386 
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To compare the evolving across-fault strain distributions revealed in these transects 387 

throughout both experiments, we built an averaged transect for each DVC increment of each 388 

experiment. We report the mean of the strains in the central five transects (light blue to green 389 

lines in Figure 5) at the same along-transect distances. We focus on only these central 390 

transects in order to avoid artefacts near the core edges. 391 

These averaged transects (Figure 6) confirm and quantify the qualitative observations of 392 

the median strain projections shown in Figure 4 and Movies S5-6. The smoother fault 393 

localized strains into smaller volumes, and produced higher strains within the fault zone 394 

compared to the rougher fault (Figure 6). The rougher fault produced higher strains in the 395 

upper block, producing an asymmetry to the damage zone. This asymmetry contrasts with the 396 

generally symmetrical strain distribution across the smoother fault. 397 

From the five central transects that are averaged to produce one curve in Figure 6, we 398 

track the width of the zones that host higher strains, which we consider indicative of the fault 399 

zones. These evolving widths indicate how the thickness of the fault zone changes, as 400 

quantified by the three independent 2D strain components. The precise thickness determined 401 

with this method may overestimate the true fault zone thickness because the spatial resolution 402 

of the DVC analysis, and subsequent median filtering, limit the minimum detected thickness. 403 

The red horizontal lines in Figure 7 show this limit. For each of these set of transects in each 404 

DVC increment, we found the width of the transect that hosts strains >25%, >50% and >75% 405 

of the maximum strain of that transect. We report the mean and standard deviation of these 406 

high strain zone widths from the five transects (Figure 7). 407 

The smoother fault produced narrower high strain zones (<0.5 mm for strains >25% of the 408 

maximum strain) than the rougher fault (1-3 mm) (Figure 7). In both experiments, the strains 409 

>75% of the maximum strain localized to volumes close to the spatial resolution of the DVC 410 

analysis (20 voxels, 0.13 mm). After 1000 µm of applied axial displacement along the 411 
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smoother fault, the width of the high normal strain zones (𝜀𝑥𝑥 and 𝜀𝑧𝑧) and high 𝜀𝑥𝑧 zone 412 

began to increase. Slip along the rougher fault also increased the width of high 𝜀𝑧𝑧 and 𝜀𝑥𝑧. In 413 

contrast, the high 𝜀𝑥𝑥 zone did not increase in width in this experiment. Sliding on the rougher 414 

fault created higher magnitudes of off-fault deformation than the smoother fault, producing 415 

varying high strain zone widths. Both faults produced wider fault zones of elevated 𝜀𝑧𝑧 and 416 

𝜀𝑥𝑧 with continued applied displacement, but only the smoother fault produced increasing 417 

wide zones of 𝜀𝑥𝑥. 418 

3.3. Energy budget partitioning 419 

Tracking the incremental components of the energy budget throughout each experiment 420 

reveals that the work done in internal deformation of the host rock in each sliding step of the 421 

experiment, 𝜕𝑊𝑖𝑛𝑡, was generally 5-20% of the total work done on the system within these 422 

steps, 𝜕𝑊𝑒𝑥𝑡 (Figure 8). The incremental work done against frictional slip, 𝜕𝑊𝑓𝑟𝑖𝑐, dominated 423 

the energy budget throughout each experiment, consuming generally at least 20-60% of 424 

𝜕𝑊𝑒𝑥𝑡 in both experiments, and up to nearly 100% in the experiment with the rougher fault. 425 

As the damage zone surrounding the smoother fault thickened, the percentage of 𝜕𝑊𝑓𝑟𝑖𝑐 426 

increased from 20% to 90%. The less systematic increase in the damage zone thickness of the 427 

rougher fault (Figure 7b) promoted a smaller increase in 𝜕𝑊𝑓𝑟𝑖𝑐 throughout the experiment, 428 

from 60% to 90%, with the exception of four larger slip events that produced near 100% of 429 

𝜕𝑊𝑒𝑥𝑡. Similar to 𝜕𝑊𝑓𝑟𝑖𝑐, the percentage of 𝜕𝑊𝑖𝑛𝑡 increased with fault slip as increasing 430 

magnitudes of stress and strain permeated the host rock surrounding the faults. The rougher 431 

fault produced a larger increase in the percentage of 𝜕𝑊𝑖𝑛𝑡 than the smoother fault because 432 

higher magnitudes of off-fault strain developed in the rougher fault experiment (Figures 4-6). 433 

The percentage of 𝜕𝑊𝑖𝑛𝑡 relative to 𝜕𝑊𝑒𝑥𝑡 was consistently smaller in the rougher fault 434 

experiment (5-20%) than the smoother fault experiment (10-40%). Accordingly, the 435 

percentage of 𝜕𝑊𝑓𝑟𝑖𝑐 was generally larger in the rougher fault experiment (70-100%) than the 436 
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smoother fault experiment (20-90%). These relationships reveal the interplay of 𝜕𝑊𝑖𝑛𝑡 and 437 

𝜕𝑊𝑓𝑟𝑖𝑐: if less of the total work is expended in frictional slip, then relatively more work can 438 

deform the surrounding host rock. 439 

The magnitude of external work depends on the system size and applied confining stress 440 

and differential stress. The higher confining stress and range of differential stress in the 441 

rougher fault experiment contributed to the higher external work in increments of this 442 

experiment compared to the smoother fault experiment. In addition, the higher frictional 443 

resistance of the rougher fault also likely increased the external work relative to the smoother 444 

fault. However, the applied axial displacement loading conditions of these experiments 445 

prevent equal applications of incremental external work throughout both experiments.   446 

The magnitude of internal work depends on system size and damage zone width because 447 

𝜕𝑊𝑖𝑛𝑡 is the volume integral of the strain energy density field of the off-fault volume. The 448 

smoother fault produced narrower detected on-fault volumes (Movie S3) than the rougher 449 

fault (Movie S4), and thus larger off-fault volumes. Consequently, the smoother fault 450 

generally produced larger percentages of 𝜕𝑊𝑖𝑛𝑡 out of total 𝜕𝑊𝑒𝑥𝑡 than the rougher fault. 451 

However, the rougher fault produced higher spatially-averaged 𝜕𝑊𝑖𝑛𝑡 values (0.021 mJ in 452 

each 0.12 mm2 square of the system) than the smoother fault (0.003 mJ in each 0.12 mm2 453 

square) (Figure 9a), as expected from the off-fault strain magnitudes (Figure 3). 454 

The consistency of the magnitude of fault slip differed between the experiments (Figure 455 

9b). The standard deviation in average fault slip throughout the rougher fault experiment (22 456 

µm) is nearly four times larger than that of the smoother fault (6 µm). The greater deviation in 457 

slip along the rougher fault compared to the consistency of slip along the smoother fault 458 

captures the stick-slip-like behavior of the rougher fault, and the creep-like behavior of the 459 

smoother fault.  460 
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Although the rougher fault produces greater changes in slip than the smoother fault, the 461 

average slip magnitude is similar between the two experiments. This similarity highlights that 462 

the higher 𝜕𝑊𝑓𝑟𝑖𝑐 produced by the rougher fault arises from the higher applied confining 463 

stress and differential stress in this experiment relative to the smoother fault experiment. 464 

The largest peaks in fault slip observed in the rougher fault experiment coincide with 465 

peaks in 𝜕𝑊𝑖𝑛𝑡, 𝜕𝑊𝑓𝑟𝑖𝑐, and 𝜕𝑊𝑒𝑥𝑡 (Figure 2, Figure 8-9). When more work is input into the 466 

system, more strain may be done in off-fault deformation, and more fault can slip occur. This 467 

dependence of the magnitude of the energy budget components on 𝜕𝑊𝑒𝑥𝑡 highlights the 468 

importance of calculating the percentage of each component out of 𝜕𝑊𝑒𝑥𝑡, rather than relying 469 

on the magnitude alone, and in tracking these percentages as individual faults slip, and fault 470 

architecture develops. 471 

In most of the experimental increments, the sum of 𝜕𝑊𝑖𝑛𝑡 and 𝜕𝑊𝑓𝑟𝑖𝑐 overlap 𝜕𝑊𝑒𝑥𝑡. This 472 

agreement supports the accuracy of the DVC analysis of the tomograms, and the formulations 473 

of each energy budget component. In the smoother fault experiment, 11 of the total 33 474 

incremental energy budgets have 𝜕𝑊𝑒𝑥𝑡 that do not match 𝜕𝑊𝑖𝑛𝑡 +  𝜕𝑊𝑓𝑟𝑖𝑐. In this 475 

experiment, the experiment in which the budgets do not exactly balance occur in the early 476 

stages when the core experiences relatively large displacements relative to the piston as it 477 

settles to a more vertical orientation (Movie S1). These larger displacements relative to the 478 

pistons, but not across the fault plane, tend to increase the apparent 𝜕𝑊𝑒𝑥𝑡 without increasing 479 

the 𝜕𝑊𝑓𝑟𝑖𝑐 or 𝜕𝑊𝑖𝑛𝑡 by similar magnitudes. In the rougher fault experiment, only 4 of 20 480 

increments have this mismatch. Similar to the smoother fault experiment, these experiment 481 

increments correspond to increments with larger than typical displacements. Consequently, 482 

we suspect that the imbalance of the incremental work budgets in these few experiment 483 

increments arises from inaccuracies in the calculated DVC displacements, which increase 484 

with larger displacements. 485 
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 486 

4. Discussion 487 

4.1. Asymmetric damage zone growth with fault slip 488 

These experiments provide unique access to the evolving distribution of strain 489 

surrounding sliding faults, as well as the evolving components of the energy budget. The 490 

differing roughness of the precut faults influenced the macroscopic sliding and subsequent 491 

failure behavior of the monzonite cores. The smoother fault slid continuously throughout the 492 

experiment. The rougher fault initially slid, but then the upper block, and later the lower 493 

block, failed. Two other experiments performed to assess the reproducibility of these results 494 

follow the trend found in the two experiments analyzed in depth here. 495 

Displacement fields calculated through DVC analysis reveal that the smoother fault 496 

allowed the upper block to move in both strike-slip and dip-slip motion, but the rougher fault 497 

only accommodated significant dip-slip motion (Figure 3). These restrictions produced 498 

localized 𝜀𝑥𝑥 along the smoother fault, and more distributed 𝜀𝑥𝑥 surrounding the rougher fault 499 

(Figure 4). Transects of the strain components perpendicular to the fault surface reveal that 500 

the smoother fault produced more localized and higher strains than the rougher fault (Figure 501 

6). These transects highlight the asymmetry of the damage zone surrounding the rougher 502 

fault. 503 

Such asymmetry in damage zone structure has been observed in the field (e.g., Berg & 504 

Skar, 2005; Shipton et al., 2006b; Riley et al., 2010; Choi et al., 2016). Here we were able to 505 

observe the temporal development of an asymmetric damage zone, and not only the static 506 

glimpses provided in the field. The asymmetry may have developed within the top block 507 

rather than the lower block because the top block was in contact with the moving piston. 508 

Although both blocks were not fixed and free to move under the applied axial displacement 509 

and confining stress, the top block was in direct contact with the moving piston.  510 
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We observed this asymmetric development within the same material. Numerical models 511 

suggest that asymmetric damage zone growth is promoted in tectonic environments in which 512 

a fault separates crustal materials of differing stiffness (Ben-Zion & Shi, 2005). In contrast, 513 

homogeneous numerical models suggest seismic ruptures propagate symmetrically and 514 

bilaterally in homogeneous material, producing symmetric damage zones (e.g., Dalguer et al., 515 

2003). Differing stress conditions across and along faults are also thought to promote 516 

asymmetric damage zone development (e.g., Choi et al., 2016 and references therein). Here, 517 

we show that higher strains can preferentially localize on one side of a fault zone, and so 518 

produce an asymmetric damage distribution within a homogeneous crystalline material that 519 

initially hosts similar macroscopic stress fields on either side of the fault. Rougher fault 520 

surfaces promote asymmetric damage zone development by concentrating tensile stresses that 521 

promote opening-mode failure and fracture propagation to a greater degree than smoother 522 

fault surfaces.  523 

Tracking the width of the high strain zones perpendicular to the fault surface indicates that 524 

the width of fault zones can evolve over a few millimeters of slip (Figure 7). Slip along the 525 

faults increased the damage zone widths as recognized by high axial (vertical) contraction and 526 

shear strain. However, slip along the smoother fault also increased the width of the high 527 

horizontal contraction, whereas slip along the rougher fault did not produce this trend.  528 

The observed trend of increasing high strain zone width with slip is consistent with field 529 

observations of increasing damage zone width with fault throw or displacement (e.g., Shipton 530 

& Cowie, 2001; Mitchell & Faulkner, 2009; Faulkner et al., 2011; Savage & Brodsky, 2011). 531 

Field analyses often track the extent of damage zones using densities of microfractures (e.g., 532 

Faulkner et al., 2011). Our new experimental observations show that the volume of rock 533 

experiencing higher normal and shear strains near the fault core can also increase in extent 534 

with fault slip, depending on the fault roughness. 535 
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4.2. Fault roughness controls slip behavior 536 

The evolution of the frictional work, and corresponding average slip along the faults 537 

(Figure 9), captures the differing slip behaviors observed in the two experiments. Whereas the 538 

rougher fault tended to slip in episodic events, with alternating larger and smaller slip, the 539 

smoother fault had more continuous, monotonic slip (Figure 9B). This behavior is consistent 540 

with the influence of roughness on the transition from stable to unstable slip. Rougher 541 

surfaces produce higher static normal stress concentrations between slip events than smoother 542 

surfaces. Moreover, slip events on rougher surfaces tend to produce greater changes in real 543 

contact area than events on smoother surfaces, thereby changing the frictional strength more 544 

abruptly, and promoting unstable behavior. Our in situ observations indicate that rougher 545 

(higher friction) materials produce episodic slip events analogous to earthquakes, while 546 

smoother (lower friction) materials produce smaller slip events of similar magnitudes that 547 

produce acoustic energy below the field detection limit. 548 

The rougher fault experiment demonstrates that slip can evolve in precut faults that lack 549 

preexisting fault gouge (Figure 9). Except for one larger slip event, the slip magnitudes were 550 

relatively constant early in the experiment, but then became increasingly episodic with 551 

continued applied axial displacement until the intact rock surrounding the fault failed. This 552 

evolving slip behavior demonstrates the importance of the temporal history of the fault, and 553 

the accumulated real contact time, and not only the initial intact rock material properties and 554 

fault geometry. 555 

The effective normal stress on the faults likely also influenced the transition from stable to 556 

unstable slip. Decreasing normal stress can promote unstable slip behavior (e.g., Scholz et al., 557 

1972). However, our experiments show the opposite trend: unstable slip developed in the 558 

experiment with higher confining and differential stress. The influence of roughness on slip 559 
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behavior was more significant than the influence of confining stress under the ranges of 560 

confining stress and roughness captured in our experiments. 561 

4.3. Crustal energy budget partitioning 562 

During rupture, released elastic strain energy is partitioned into acoustic energy, frictional 563 

energy, and the energy consumed in the production of new fracture surfaces, or fracture 564 

energy (e.g., Lockner et al., 1991; Shipton et al., 2006a). Recent work has highlighted the 565 

significance of fracture energy in the coseismic energy budget as it may be comparable to or 566 

exceed the frictional energy in some scenarios (Reches & Dewers, 2005; Passelègue et al., 567 

2016; Nielsen et al., 2016). Some studies suggest that discrepancies in estimates of fracture 568 

energy in crustal and laboratory earthquakes may arise from the production of off-fault 569 

damage during large crustal earthquakes (Nielsen et al., 2016). However, other energy budget 570 

analyses do not identify this discrepancy (Passelègue et al., 2016). 571 

Here, we did not focus on the fracture energy, or Wprop, because the required segmentation 572 

of the experiment tomograms is the focus of a forthcoming analysis. The agreement of Wext 573 

and the sum of Wfric and Wint throughout >70% of the analyzed energy budgets suggests that 574 

Wprop comprised a small portion of the energy budget. Throughout the final increments of the 575 

rougher fault experiment when fractures begin to propagate within the host rock, Wprop 576 

consumes increasing portions of the budget than earlier in the experiment. In the final one or 577 

two increments of this experiment, our calculations of Wint are likely overestimates because 578 

the effective elastic modulus may be lower than the prescribed 10 MPa, which reflects the 579 

elastic modulus when the monzonite begins to yield, but not immediately preceding failure. 580 

This overestimated portion of the energy budget is likely consumed as Wprop, rather than Wint. 581 

We tracked the evolution of the energy budget throughout stable slip increments (Figure 582 

2) that did not include flash heating and melting, thermal pressurization or other processes 583 

that decrease the effective friction with slip. During seismic slip, the production of new 584 
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fracture surfaces may consume a larger portion of the energy budget than frictional slip 585 

because shear stress on the fault may decrease during slip, decreasing the coseismic frictional 586 

work. Furthermore, during rupture high, but transient, concentrations of stress and strain 587 

develop at geometric complexities along the fault, increasing the work expended to create 588 

new fracture surfaces.  589 

Our energy budget analysis of aseismic slip events demonstrates that the energy expended 590 

in off-fault deformation comprises generally 5-20% of the total energy budget. The energy 591 

expended against frictional slip dominates the deformational energy budget, consuming 592 

generally 50-100% of the total budget. This low estimate of Wint is consistent with previous 593 

estimates of internal work in physical dry sand experiments of contracting accretionary 594 

wedges (McBeck et al., 2018a), and in analyses that neglect the contribution of Wint to the 595 

overall energy budget (Gutscher et al., 1998; Burbidge & Braun, 2002; Yagupsky et al., 596 

2014). Estimates of Wint from linear elastic models may comprise a larger portion of the 597 

energy budget (e.g., Savage & Cooke, 2010; Newman & Griffith, 2014; Madden et al., 2017) 598 

because numerical complexities near fault tips and geometric irregularities can produce 599 

unrealistically high stresses and strains. 600 

The dominance of frictional work in our and previous energy budget analyses suggests 601 

that field geologists may only need to constrain the energy consumed in frictional slip in order 602 

to assess the overall energetics of crustal systems. This simplification may enable robust field 603 

predictions of fault development and interaction based only on estimates of frictional work. 604 

However, we emphasize that Wint consumes a non-negligible portion of the total energy 605 

budget in these systems with precut, slipping faults. In tectonic systems that lack km-scale 606 

faults, or host only smaller segmented systems, the portion of the total energy budget 607 

consumed in Wint may exceed 5-20%. 608 
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Frictional work depends on the slip and shear tractions along faults, and so we expect 609 

differing magnitudes of frictional work in tectonic environments and experiments with 610 

differing lithostatic stresses. Slip on the smoother and rougher faults in our experiments 611 

produce on average 1 MJ/m2 and 5 MJ/m2 of frictional work normalized by fault area, 612 

respectively. This range in frictional work is comparable with previous estimates: 2-3 MJ/m2 613 

(Reches & Dewers, 2005), and 6-7 MJ/m2 (Coffey et al., 2019), exceeds other estimates (500-614 

1000 J/m2) (Passelègue et al., 2016) and is lower than other estimates: 19-51 MJ/m2 (Fulton 615 

et al., 2013) and 105-228 MJ/m2 (Savage et al., 2014). These differences likely arise in part 616 

from the differing confining stresses and/or effectiveness of processes that reduce fault 617 

strength during seismic slip. Because both frictional work and the total energy input into the 618 

system are functions of normal stress, future studies should endeavor to estimate the 619 

percentage of the total energy input consumed by frictional work. This percentage provides 620 

additional insight into the energetic importance of frictional slip than the magnitude of work 621 

normalized by fault area. Furthermore, our contribution demonstrates that as fault zones 622 

thicken with slip, the rate at which they consume frictional work out of the total energy input 623 

increases. Our results demonstrate the temporal variability of components of the energy 624 

budget within and surrounding sliding faults, and that fault zone thickness influences 625 

frictional work. In crustal tectonic environments, the damage zones surrounding faults may 626 

saturate to a steady-state thickness, or continue to increase with slip (e.g., Faulkner et al., 627 

2011; Savage & Brodsky, 2011). If damage zones saturate to a constant thickness, then 628 

estimates of frictional work produced in one seismic event along one fault will be comparable 629 

to estimates of frictional work from a subsequent earthquake on the same fault. However, 630 

these frictional work estimates may not be comparable if the damage zone width increases. 631 

 632 

5. Conclusions 633 
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To investigate strain localization produced by slipping faults, and the resulting energetics 634 

of on- and off-fault deformation, we slid two precut faults with different roughness between 635 

intact crystalline rock inside the HADES triaxial deformation apparatus while acquiring in 636 

situ X-ray microtomograms. Using displacement fields calculated from digital volume 637 

correlation analysis, we tracked the evolution of the energy budget throughout both 638 

experiments. These energy budget evolutions enable quantitative comparisons of the amount 639 

of off-fault deformation and strain within the fault zones. Throughout both experiments, the 640 

energy expended in off-fault deformation comprised 5-20% of the total energy budget, while 641 

the energy expended against frictional slip comprised 50-100% of the total budget. Our novel 642 

representation and sampling of the strain tensor field surrounding the faults reveal that the 643 

thickness of the high strain zone produced by faults can evolve over a few millimeters of slip. 644 

This unique monitoring also reveals that asymmetric damage zones can develop across faults 645 

embedded in the same host rock over these small, stable increments of slip. Furthermore, the 646 

episodic nature of fault slip can evolve through time along the same fault, and thus is 647 

dependent on the deformation history of the fault and surrounding crust. 648 
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Kaduri, M., Gratier, J.-P., Renard, F., Çakir, Z., Lasserre, C., 2017. The implications of fault 730 

zone transformation on aseismic creep: Example of the North Anatolian Fault, Turkey. 731 

Journal of Geophysical Research: Solid Earth, 122, 4208–4236, doi:10.1002/ 732 

2016JB013803. 733 

Katz, O., Z. Reches, 2004. Microfracturing, damage, and failure of brittle granites, Journal of 734 

Geophysical Research: Solid Earth, 109, B01206, doi:10.1029/2002JB001961.  735 

Kulhawy, F. H., 1975. Stress deformation properties of rock and rock 736 

discontinuities. Engineering Geology, 9(4), 327-350. 737 

Lockner, D., Byerlee, J. D., Kuksenko, V., Ponomarev, A., Sidorin, A., 1991. Quasi-static 738 

fault growth and shear fracture energy in granite. Nature, 350(6313), 39. 739 

Ma, K. F., Tanaka, H., Song, S. R., Wang, C. Y., Hung, J. H., Tsai, Y. B., Mori, J., Song, Y.F, 740 

Yeh, E.C., Soh, W., Sone, H., 2006. Slip zone and energetics of a large earthquake 741 

from the Taiwan Chelungpu-fault Drilling Project. Nature, 444(7118), 473-476, 742 

doi:10.1038/nature05253. 743 

Madden, E. H., Cooke, M. L., McBeck, J., 2017. Energy budget and propagation of faults via 744 

shearing and opening using work optimization. Journal of Geophysical Research: 745 

Solid Earth, 122(8), 6757-6772. 746 

McBeck, J., Cooke, M., Souloumiac, P., Maillot, B., Mary, B., 2018a. The influence of 747 

detachment strength on the evolving deformational energy budget of physical 748 

accretionary prisms. Solid Earth, 9, 1421–1436, doi:10.5194/se-9-1421-2018. 749 



 McBeck et al. 33 

McBeck, J., Kobchenko, M., Hall, S. A., Tudisco, E., Cordonnier, B., Meakin, P., Renard, F., 750 

2018b. Investigating the onset of strain localization within anisotropic shale using 751 

digital volume correlation of time‐resolved X‐ray microtomography images. Journal 752 

of Geophysical Research: Solid Earth, doi:10.1029/2018JB015676. 753 

Milliner, C. W., Dolan, J. F., Hollingsworth, J., Leprince, S., Ayoub, F., Sammis, C. G., 2015. 754 

Quantifying near‐field and off‐fault deformation patterns of the 1992 Mw 7.3 Landers 755 

earthquake. Geochemistry, Geophysics, Geosystems, 16(5), 1577-1598. 756 

Mitchell, T. M., Faulkner, D. R., 2009. The nature and origin of off-fault damage surrounding 757 

strike-slip fault zones with a wide range of displacements: A field study from the 758 

Atacama fault system, northern Chile. Journal of Structural Geology, 31(8), 802-816. 759 

Mitra, G., Boyer, S. E., 1986. Energy balance and deformation mechanisms of 760 

duplexes. Journal of Structural Geology, 8(3-4), 291-304. 761 

Newman, P. J., Griffith, W. A, 2014. The work budget of rough faults. Tectonophysics, 636, 762 

100-110. 763 

Nielsen, S., Spagnuolo, E., Violay, M., Smith, S., Di Toro, G., Bistacchi, A., 2016. G: 764 

Fracture energy, friction and dissipation in earthquakes. Journal of Seismology, 20(4), 765 

1187-1205. 766 

Okubo, C. H., Schultz, R. A., 2005. Evolution of damage zone geometry and intensity in 767 

porous sandstone: insight gained from strain energy density. Journal of the Geological 768 

Society, 162(6), 939-949. 769 

Passelègue, F., Schubnel, A., Nielsen, S., Bhat, H. S., Deldicque, D., Madariaga, R., 2016. 770 

Dynamic rupture processes inferred from laboratory microearthquakes. Journal of 771 

Geophysical Research: Solid Earth, 121(6), 4343-4365. 772 

Pittarello, L., Di Toro, G., Bizzarri, A., Pennacchioni, G., Hadizadeh, J., Cocco, M., 2008. 773 

Energy partitioning during seismic slip in pseudotachylyte-bearing faults (Gole 774 

Larghe Fault, Adamello, Italy). Earth and Planetary Science Letters, 269(1-2), 131-775 

139. 776 

Reches, Z. E., Dewers, T. A., 2005. Gouge formation by dynamic pulverization during 777 

earthquake rupture. Earth and Planetary Science Letters, 235(1-2), 361-374. 778 

Renard, F., Cordonnier, B., Dysthe, D. K., Boller, E., Tafforeau, P., Rack, A., 2016. A 779 

deformation rig for synchrotron microtomography studies of geomaterials under 780 



 McBeck et al. 34 

conditions down to 10 km depth in the Earth. Journal of Synchrotron Radiation, 23(4), 781 

1030-1034. 782 

Renard, F., Cordonnier, B., Kobchenko, M., Kandula, N., Weiss, J., Zhu, W., 2017. 783 

Microscale characterization of rupture nucleation unravels precursors to faulting in 784 

rocks. Earth and Planetary Science Letters, 476, 69-78. 785 

Renard, F., McBeck, J., Cordonnier, B., Zheng, X., Kandula, N., Sanchez, J. R., Kobchenko, 786 

M., Noiriel, C., Zhu, W., Meakin, P., Fusseis, F., 2018a. Dynamic In Situ Three-787 

Dimensional Imaging and Digital Volume Correlation Analysis to Quantify Strain 788 

Localization and Fracture Coalescence in Sandstone. Pure and Applied Geophysics, 1-789 

33, doi:10.1007/s00024-018-2003-x. 790 

Renard, F., Weiss, J., Mathiesen, J., Ben‐Zion, Y., Kandula, N., Cordonnier, B., 2018b. 791 

Critical Evolution of Damage Toward System‐Size Failure in Crystalline 792 

Rock. Journal of Geophysical Research: Solid Earth, 123(2), 1969-1986, doi: 793 

10.1002/2017JB014964. 794 

Riley, P. R., Goodwin, L. B., Lewis, C. J., 2010. Controls on fault damage zone width, 795 

structure, and symmetry in the Bandelier Tuff, New Mexico. Journal of Structural 796 

Geology, 32(6), 766-780. 797 

Savage, H. M., & Brodsky, E. E. (2011). Collateral damage: Evolution with displacement of 798 

fracture distribution and secondary fault strands in fault damage zones. Journal of 799 

Geophysical Research: Solid Earth, 116(B3). 800 

Savage, H. M., Cooke, M. L., 2010. Unlocking the effects of friction on fault damage 801 

zones. Journal of Structural Geology, 32(11), 1732-1741. 802 

Savage, H. M., Polissar, P. J., Sheppard, R., Rowe, C. D., Brodsky, E. E., 2014. Biomarkers 803 

heat up during earthquakes: New evidence of seismic slip in the rock 804 

record. Geology, 42(2), 99-102. 805 

Scholz, C., Molnar, P., & Johnson, T. (1972). Detailed studies of frictional sliding of granite 806 

and implications for the earthquake mechanism. Journal of geophysical 807 

research, 77(32), 6392-6406. 808 

Shelef, E., Oskin, M., 2010. Deformation processes adjacent to active faults: Examples from 809 

eastern California. Journal of Geophysical Research: Solid Earth, 115, B05308, doi: 810 

10.1029/2009JB006289. 811 



 McBeck et al. 35 

Shi, Z., Ben-Zion, Y., 2006. Dynamic rupture on a bimaterial interface governed by slip-812 

weakening friction. Geophysical Journal International, 165(2), 469-484. 813 

Shipton, Z. K., Cowie, P. A., 2001. Damage zone and slip-surface evolution over μm to km 814 

scales in high-porosity Navajo sandstone, Utah. Journal of Structural 815 

Geology, 23(12), 1825-1844. 816 

Shipton, Z. K., Evans, J. P., Abercrombie, R. E., Brodsky, E. E., 2006a. The missing sinks: 817 

Slip localization in faults, damage zones, and the seismic energy budget. In 818 

Abercrombie, R. (Eds) Earthquakes: Radiated Energy and the Physics of Faulting, 819 

217-222. Washington, DC: AGU. 820 

Shipton, Z. K., Soden, A. M., Kirkpatrick, J. D., Bright, A. M., Lunn, R. J., 2006b. How thick 821 

is a fault? Fault displacement-thickness scaling revisited. In Abercrombie, R. (Eds) 822 

Earthquakes: Radiated Energy and the Physics of Faulting, 193-198. AGU. 823 

Tenthorey, E., Cox, S. F., Todd, H. F., 2003. Evolution of strength recovery and permeability 824 

during fluid–rock reaction in experimental fault zones. Earth and Planetary Science 825 

Letters, 206(1-2), 161-172. 826 

Timoshenko, S.P., Goodier, J.N., 1951. Theory of Elasticity, 2nd ed. McGraw-Hill, New 827 

York. 828 

Toy, V. G., Niemeijer, A., Renard, F., Morales, L., Wirth, R., 2017. Striation development 829 

depends on temperature under hydrothermal conditions: microstructural processes and 830 

mechanical implications, Journal of Geophysical Research, 122, 831 

doi:10.1002/2016JB013498. 832 

Tudisco, E., Andò, E., Cailletaud, R., Hall, S. A., 2017. TomoWarp2: a local digital volume 833 

correlation code. SoftwareX, 6, 267-270. 834 

Wesnousky, S. G., 2006. Predicting the endpoints of earthquake ruptures. Nature, 444, 358–835 

360, doi:10.1038/nature0525. 836 

Wilson, B., Dewers, T., Reches, Z. E., Brune, J., 2005. Particle size and energetics of gouge 837 

from earthquake rupture zones. Nature, 434(7034), 749–752. 838 

Yagupsky, D. L., Brooks, B. A., Whipple, K. X., Duncan, C. C., Bevis, M., 2014. Distribution 839 

of active faulting along orogenic wedges: Minimum-work models and natural 840 

analogue. Journal of Structural Geology, 66, 237-247.  841 



 McBeck et al. 36 

Figure 1 842 

The comprehensive framework of the energy budget surrounding faults. The energy budget 843 

provides a quantitative and concise method of assessing the impact of diverse deformational 844 

processes on the overall system energetics. Friction work, Wfric, captures the energy expended 845 

in frictional slip along faults (red). Internal work, Wint, captures the energy expended in off-846 

fault deformation (blue). External work, Wext, captures the total energy input to the system 847 

(purple).  848 

  849 
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Figure 2 850 

Schematics, example tomograms, and loading history of experiments with smoother (a, 851 

experiment M6) and rougher (b, experiment M8) preexisting fault surfaces. Tomograms are 852 

colored by density differences, which correspond to different minerals and open fractures. In 853 

the graphs, the black dots show the macroscopic differential stress and applied axial 854 

displacement, uz, when each tomogram was acquired. Red lines show the applied axial 855 

displacement and differential stress when each tomogram used in DVC analysis was acquired. 856 

Each tomogram pair are separated by approximately 50 µm of uz. 857 

  858 
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Figure 3 859 

Slices of 3D displacement fields calculated with DVC analysis for experiments with smoother 860 

(a) and rougher (b) faults. Color indicates the magnitude of displacement vectors. Arrows 861 

indicate direction. Slices are taken from the centers of the core parallel to the x-axis (left) and 862 

y-axis (right). The preexisting fault strikes were aligned parallel and perpendicular to the 863 

horizontal axes. Numbers indicate the macroscopic axial displacement at the acquisition of 864 

the tomogram pairs used in the DVC analysis. Movies S1-2 show the complete evolution of 865 

these displacement field slices throughout both experiments. 866 

  867 
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Figure 4 868 

Median projections of 2D strain components for experiments with smoother (a) and rougher (b) 869 

faults for one increment of each experiment. Median projections are taken from strain field of 870 

the 2 mm thick fault strike-perpendicular slab at the center of the cores. Left: Normal horizontal 871 

dilation, 𝜀𝑥𝑥. Center: Normal vertical contraction, 𝜀𝑧𝑧. Right: shear strain magnitude, |𝜀𝑥𝑧|. 872 

Dilation is negative and contraction is positive in the adopted sign convention. Note the larger 873 

magnitude color scale limits for the smoother fault experiment (M6) than the rougher fault 874 

experiment (M8). The numbers at left show the applied axial displacement at the acquisition of 875 

the tomogram pair used in the DVC calculation. Movies S3-4 show the complete evolution of 876 

these strain field projections throughout both experiments. 877 

  878 
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Figure 5 879 

Method of sampling strain field with transects shown for one DVC increment of the smoother 880 

fault experiment (M6). a) Location of transects (colored lines) over example strain field. Top 881 

yellow arrow shows the position of each transect along the fault. Bottom yellow arrow shows 882 

the position of each sampling location along the transect. Transects start in the lower block, so 883 

higher positions along them are in the upper block (hanging wall). b-d) Mean of strain sampled 884 

along transect relative to transect position along fault (top row), and position along transect 885 

(bottom row). b) Normal horizontal dilation, 𝜀𝑥𝑥. c) Normal vertical contraction, 𝜀𝑧𝑧. d) Shear 886 

strain magnitude, |𝜀𝑥𝑧|. Dilation is negative. Movies S5-6 show the full evolution of this strain 887 

sampling throughout both experiments. 888 

  889 
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Figure 6 890 

Complete evolution of averaged strain transects throughout experiments with smoother (top 891 

row) and rougher (bottom row) faults for (a) 𝜀𝑥𝑥, (b) 𝜀𝑧𝑧, and (c) |𝜀𝑥𝑧|. Averaged transects were 892 

constructed by finding the mean of the strain along the 5 transects within the center of the core 893 

(light blue to green lines in Figure 5), and shown in gray area in inset of a). Color of curves 894 

indicates the macroscopic axial displacement, uz, when the second tomogram used in the DVC 895 

analysis was acquired. 896 

  897 
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Figure 7 898 

Evolution of fault zone width throughout experiments with smoother (upper row) and rougher 899 

(lower row) faults. Dark, medium and light gray symbols show the mean ± one standard 900 

deviation of the widths of the five central transects that exceed 25%, 50% and 75%, 901 

respectively, of the maximum strain along each transect for (a) negative 𝜀𝑥𝑥, (b) positive 𝜀𝑧𝑧, 902 

and (c) |𝜀𝑥𝑧|. Red lines show the node spacing size used in DVC analysis (20 voxels, 0.13 mm). 903 

Gray lines show the linear best fit to means of strain zone widths for each percentage and strain 904 

component. 905 

  906 
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Figure 8 907 

Evolution of the energy budget in 908 

smoother (a) and rougher (b) fault 909 

experiments. Incremental energy 910 

budget components calculated from 911 

incremental displacement and strain 912 

fields: internal work (blue), frictional 913 

work (red), frictional + internal work 914 

(pink), and external work (black). 915 

Vertical bars show the range of energy 916 

budget components derived from 917 

range of experimental measurements 918 

See Methods and Figure S1 for details 919 

on the range calculation. 920 

  921 
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Figure 9 922 

Quantities used to calculate total 923 

𝜕𝑊𝑖𝑛𝑡 (a) and 𝜕𝑊𝑓𝑟𝑖𝑐 (b) that 924 

exclude the impact of system 925 

volume and applied principal 926 

stresses. a) 𝜕𝑊𝑖𝑛𝑡 done in 0.12 mm2 927 

squares throughout system. The sum 928 

of the 𝜕𝑊𝑖𝑛𝑡 done in each of these 929 

areas produces the total 𝜕𝑊𝑖𝑛𝑡. b) 930 

Average fault slip. Vertical bars 931 

show range in 𝜕𝑊𝑖𝑛𝑡 and fault slip 932 

measurements. See Methods for details. 933 


