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Abstract
The seasonal snowpack, with its high albedo, low thermal conductivity and large
water storing capacity, is a key component of the terrestrial energy, water, and car-
bon balance. At the same time, it is widely acknowledged that accurate estimation
of the distribution of snow water equivalent (SWE) remains an outstanding chal-
lenge, especially in complex terrain. This is unfortunate because, as a modulator
of the terrestrial balances, SWE is an essential climate variable.

Since the dawn of the satellite era, the depletion of snow-cover retrieved from op-
tical satellite sensors has been used to reconstruct SWE in a deterministic manner.
The basic idea is to use the remotely sensed date of disappearance of the snowpack
to perform a backwards calculation to reconstruct SWE using modeled snowmelt
rates. Despite some success, this approach is limited given that it completely
ignores uncertainties in the forcing, model, and retrievals. Recently, ensemble-
based snow retrospective analysis (reanalysis) that accounts for these uncertainties
has emerged as a robust alternative to traditional reconstruction. In this approach,
the assimilation of the remotely sensed depletion of fractional snow-covered area
(fSCA) is used to constrain an ensemble of modeled realizations of the seasonal
snowpack. Coincidentally with this emergence, a new generation of optical satel-
lite sensors, such as Sentinel-2 MSI, have been launched into orbit to complement
the already existing satellite climate data record.

In this work, multiple satellite sensors are leveraged in the pursuit of ways to
further improve the ensemble-based reanalysis approach to SWE reconstruction.
A modular reanalysis framework is presented with four components: a topo-
graphic downscaling routine, a simple snow model, fSCA retrieval algorithms,
and ensemble-based data assimilation schemes. This framework can in principle
be applied anywhere on Earth. This work focuses on three disparate study sites:
the Brøgger peninsula in high-Arctic Svalbard archipelago, the Mammoth Lakes
Basin in the Californian Sierra Nevada, and the Swiss Alps. Spectral unmixing
is shown to provide the means of retrieving unbiased hill-slope scale fSCA from
optical satellite sensors. It is also shown that an iterative ensemble smoother al-
gorithm can outperform the data assimilation schemes that have previously been
proposed for snow reanalysis. Through the experimental framework, a taste is
provided of what is possible when combining robust ensemble-based data assim-
ilation with emerging remotely-sensed data streams in the reanalysis exercise.
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Chapter 1

Introduction

1.1 Snow: An essential climate variable

1.1.1 Background

Snow, which on a seasonal basis can cover anywhere between less than 10% to
over 40% of the Northern Hemisphere’s land area, is one of the most rapidly
varying natural surface features on Earth (Hall, 1988). At its maximal extent of
approximately 4 × 107 km2, around three times the extent of the Antarctic conti-
nent, this snow-cover is the largest single element of Earth’s cryosphere in terms
of area. While some of this snow is ephemeral, lasting only a few days or weeks,
in cold regions much of the snow is seasonal, typically forming in autumn or win-
ter and persisting for several months into spring or summer.

The primary controls on the distribution and variability of the snow-cover are to-
pography, vegetation, precipitation, wind, radiation, humidity, temperature, and
avalanching (Clark et al., 2011). Since these controls may vary strongly over a
range of spatial and temporal scales, snow is often unevenly distributed across the
terrain. This often becomes apparent during the snowmelt season when, even in
relatively homogeneous terrain, some areas may quickly become bare while oth-
ers remain snow-covered for weeks or even months longer. An example of this
phenomenon is shown in Figure 1.1. This means that one can use the snow-cover
melt out date, or the related snow-cover duration, as a proxy for the peak snow
water equivalent at a given point in space. If the ablation rates are the same, then
an area that melts out later will have had a deeper snowpack at the peak of the
snow season than an area that melts out earlier. This is the simple but ingenious
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idea behind snow reconstruction (Martinec and Rango, 1981). I will return to this
idea in the problem formulation. Often the spatial patterns of the snow-cover du-
ration are quite similar from year to year, and there lies much untapped potential
in fully exploiting these patterns in snow modeling (Sturm and Wagner, 2010).
In the rest of this section, I will briefly review some of the key properties of the
snowpack.

Figure 1.1: A patchy snow-cover in the Bayelva catchment near Ny-Ålesund, Svalbard, Norway,
photographed by an automatic camera system on the 05/06/2016.

Primarily a mixture of ice crystals and air, snow is endowed with a unique com-
bination of physical properties. Pure snow has a high albedo: it is a white surface
in the visible part of the electromagnetic spectrum, and hence reflects the ma-
jority of any incoming insolation. Beyond the visible part of the electromagnetic
spectrum, moving into the near and shortwave infrared wavelengths, snow is a sur-
prisingly colorful medium (Dozier, 2011). The spectral reflectance of snow drops
off rapidly from the near infrared (0.8 µm) to the shortwave infrared (1.6 − 2.1

µm) where snow is almost black (absorbs most insolation). This sets snow apart
from most other naturally occurring surfaces and makes it possible to identify the
snow-cover and many of its properties using multispectral satellite imagery.
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Since the thermal conductivity of snow is low, being closer to that of air than ice
(Sturm et al., 1997), snow has a strong insulating effect on the underlying ground.
For comparison, the thermal conductivity of snow is several times lower than that
of typical mineral soils (Zhang, 2005). The fact that snow is an excellent insulator
implies that it modulates the ground thermal regime substantially. Effectively, the
snowpack thermally decouples the ground from the atmosphere. The decoupling
leads to strong differences between the near-surface air temperature (which will
usually be close to the snow surface temperature) and the ground surface temper-
ature. This difference is known as the nival offset (Trofaier et al., 2017). Whether
or not the insulating effect of snow is warming or cooling for the ground depends
on the duration, timing (i.e. onset and melt-out), and thickness of the seasonal
snowpack (Zhang, 2005). A common effect is that snow will insulate the ground
in winter such that ground surface temperatures are kept considerably higher than
that of the cold winter air (Trofaier et al., 2017).

The seasonal snowpack has the capacity to store water in its frozen and to a lesser
extent liquid form for months on end. At a typical end of season bulk density of
330 kg m−3, a snowpack that is 3 meters deep has the same mass as around 1 meter
of liquid water. Hydrologists will often refer to the snow water equivalent, usually
abbreviated SWE, of a snowpack. This is simply the liquid water equivalent (depth
or mass) that would result from melting the snowpack instantaneously. Thereby,
the SWE depth (which I denote symbolically as D) is simply related to the snow
depth (d) through

ρwD = ρsd , (1.1)

where ρw is the density of fresh liquid water and ρs is the bulk density of the snow-
pack in question. Snow density is thus frequently expressed as the density relative
to liquid water, i.e. ρ̂s = ρs/ρw, and this is typically less than 0.5 (corresponding
to 500 kg m−3), being lowest for fresh snow. For perennial snow-cover, as the
snow ages and compacts and the relative density exceeds 0.5, we move into firn
and eventually almost pure ice. Herein we are primarily concerned with seasonal
snow.

The high latent heat of fusion of water implies that it takes a lot of energy to melt
snow. In fact, melting 1 meter of SWE takes around 335 × 106 J m−2, which is
enough to power a modern 10 W light bulb for a year. Moreover, it takes much
more energy to melt snow than it does to heat it up. Snow temperature is bounded
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from above at the melting point: 0◦C. Once it reaches that temperature, the snow-
pack is said to be ’ripe’ and starts melting. It takes around 160 times more energy
to melt a given volume of ripe snow than it does to raise the temperature of the
same volume of snow (were it not ripe) by 1◦C. An effect of the latent heat of
fusion is that the air near the snow surface is rarely above freezing. As pointed
out by Mott et al. (2013), this confinement effect due to the latent heat sink may
have two conflicting effects. On the one hand, the confinement can lead to the
development of stable internal boundary layers that inhibit the snowmelt. On the
other hand, it may promote horizontal sensible heat advection over patchy snow-
cover which enhances snowmelt.

Snowfall tends to smooth out microtopograhic relief in calm conditions (Filhol
and Sturm, 2019). In addition, the surface of the snowpack usually has a low
aerodynamic roughness length, on the order of 10−3 m (Andreas et al., 2010)
which is around 100 times smaller than that of grass, whereby the snowpack typ-
ically damps turbulent exchange at the surface. Radiatively, snow exhibits a near
constant high thermal emissivity of εs = 0.99 (Dozier and Warren, 1982). This
implies not only that longwave radiative cooling is effective over snow, but also
that the snowpack has an equally high longwave absorptivity. Thereby, down-
welling longwave radiation from clouds can be a notable energy source for the
snowpack even in winter (Zhang et al., 1996).

1.1.2 Snow in the climate system

The effect of this unique combination of physical properties is that the snowpack
strongly modulates the near-surface energy, water, and carbon balance. Through
land-atmosphere coupling these local modulations regulate the global radiation
balance and hydrological cycle, making the snow-cover a driver of the atmo-
spheric circulation and the associated climate (Henderson et al., 2018). The cool-
ing effect of the high latitude snow-cover helps to maintain the equator to pole
temperature gradient which powers the extratropical circulation through its in-
fluence on the jet stream (Hall, 1988). Moreover, it is known that anomalies in
the Eurasian snow-cover exert a strong influence on the Indian summer monsoon,
with years of high snow accumulation weakening the monsoon rainfall (Halder
and Dirmeyer, 2017).

The snow-albedo feedback is a textbook example of a positive feedback in Earth’s
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climate system. An increase in greenhouse forcing leads to a retreat of the global
snow-cover, reducing the planetary albedo, increasing shortwave absorptivity, and
thus further enhancing global warming (e.g. Hall and Qu, 2006). The snow-albedo
feedback is positive because it amplifies, rather than dampens, the original change
(be it an increase or decrease in radiative forcing). It is closely related to the sea-
ice albedo feedback and the two are often lumped together in the snow-ice albedo
feedback mechanism. The snow-albedo feedback may be exacerbated by the ra-
diative forcing from light absorbing particles (e.g. soot, dust, or algae) present in
the snowpack. These particles directly darken the snow, enhancing the snowmelt,
which in turn indirectly darkens the snow through accelerated snow grain size
growth (Skiles et al., 2018). It is worth emphasizing that large inter-model spread
currently exists in estimates of the strength of the snow-albedo feedback, indi-
cating that this feedback remains a considerable source of uncertainty in future
climate projections (Qu and Hall, 2014). On a planetary scale, simulated climate
is so sensitive to snow albedo that changing the parametrized snow grain shape
from spherical to irregular, which results in an increase in albedo of around 0.025,
yields a decrease in modeled global mean surface temperature of over 1◦C (Räisä-
nen et al., 2017). More regionally, the snow-albedo feedback is also one of the
main contributors to polar amplification (Stuecker et al., 2018).

Figure 1.2: MODIS true color composite for January (northern hemisphere) and August (south-
ern hemisphere) from Stöckli et al. (2004). Areas with human population estimates for 2020
exceeding 500 people per square km (based on CIESIN, 2017) are indicated by red dots.

6



Seasonally the snowpack can act as an important natural fresh water reservoir,
typically storing water in the fall and winter and then releasing it again in spring
and summer. Globally, in excess of one billion people currently rely on snowmelt
runoff as an integral component of their freshwater supply (Barnett et al., 2005).
An overview of the planet’s main human population centers and the typical max-
imum extent of the seasonal snow-cover is provided in Figure 1.2. Much of this
population lives in the snow sensitive basins around 25 − 45◦N, near the sub-
tropical high pressure centers, such as the Indus River basin, the Euphrates and
Tigris basin, and the Colorado River basin (Mankin et al., 2015). Mountains in
particular can play an important role as natural ’water towers’ (Viviroli et al.,
2007), as they capture large amounts of snowfall and release this as runoff to
downstream lowland areas in the snowmelt season. In North America, for exam-
ple, mountains only cover 24% of the land area, but it has recently been estimated
that they contain as much as 60% of the continent’s SWE (Wrzesien et al., 2018).
Concerningly, many of the snow-sensitive basins have been projected to have a
decline in snow supply in the coming century under a business as usual scenario
(Mankin et al., 2015). Climatic warming can shift the phase of precipitation from
snow to rain and lead to earlier and slower snowmelt (Musselman et al., 2017).
Such changes can impede runoff efficiency and shift peak streamflow from sum-
mer and autumn, when demand is the highest, to early spring and winter (Stewart
et al., 2005). An ongoing long-term snowpack depletion can already be observed
in several mountain ranges, such as those of western North America (Mote et al.,
2018) and the Near East (Yılmaz et al., 2019).

As mentioned, through its physical properties, snow exerts a strong influence on
the surface energy balance and the thermal regime of the underlying ground. Snow
is thus a key control on the state and extent of permafrost (Zhang, 2005). In cold
regions permafrost is a commonly occurring phenomenon which is defined ther-
mally as ground that is permanently (i.e. for at least two consecutive years) below
0◦C. A recent estimate indicates that the permafrost region underlies around a
quarter of the Northern hemisphere’s exposed land area (Obu et al., 2019). A map
of the permafrost region, on which the aforementioned recent estimate is based,
is provided in Figure 1.3. It is estimated that the permafrost region holds approx-
imately 1300 Pg of soil organic carbon (Hugelius et al., 2014). For comparison,
the atmosphere currently holds just under 900 Pg of carbon (equivalent to 414
ppm CO2), an increase of around 300 Pg since 1850 (when CO2 concentrations
were around 280 ppm). Around 1000 Pg of this permafrost carbon is stored in the
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Figure 1.3: Estimated average mean annual ground temperature at the top of the permafrost in
the Northern Hemisphere. Adapted with permission from Obu et al. (2019).

upper 3 meters of soil. It is believed that the rest of Earth’s biomes (excluding the
Arctic and the boreal zone) contain 2050 Pg of carbon in the upper 3 meters of soil
(Jobbággy and Jackson, 2000). As such, the areal density of soil organic carbon
is around twice as high in the permafrost region. Current estimates indicate that
we can safely emit another -30 to 140 Pg of carbon (Peters, 2018), depending on
(among other things) developments in carbon capture and storage capabilities, to
stay below 1.5◦C of global warming (IPCC, 2018).

Worryingly, due to amplified warming at high latitudes, vast tracts of this per-
mafrost soil are quite vulnerable to thaw (Chadburn et al., 2017). These devel-
opments are concerning given that such a thaw would mobilize previously frozen
carbon to the atmosphere which would further enhance global warming (Schuur
et al., 2015). There is large uncertainty as to the magnitude of this so-called
permafrost-carbon feedback tied to how much carbon will be mobilized. This, in
turn, depends on the spatial distribution of soil organic carbon as well as the lo-
cation specific rate of thawing. For the latter, snow plays an important role given
its aforementioned effect on the surface energy balance and the thermal regime of
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the underlying ground (Zhang, 2005). In particular, the spatiotemporal distribu-
tion of SWE exerts a strong influence on the spatial extent and thermal state of
permafrost, and, in turn, the permafrost-carbon feedback. Better SWE estimation
techniques would directly improve ongoing satellite-based permafrost modeling
efforts (e.g. Westermann et al., 2017) since SWE is an essential variable in the
exercise of simulating snow’s insulating effects on ground surface temperatures
(Trofaier et al., 2017).

1.1.3 The socioeconomic value of snow

For those concerned with economics, a monetary valuation could also be placed
on the global seasonal snowpack as a resource. Such valuations would likely lie
in the range of trillions of US dollars (henceforth $), especially when the risk
of potential losses are factored in (Sturm et al., 2017). Snow currently helps to
sustain a thriving multi-billion dollar outdoor winter tourism industry around the
world (e.g. Burakowski and Magnusson, 2012). Many of the tourist resorts scat-
tered around the world’s mountains that rely on winter sports are under threat
from climate change. For example, resort skiing on natural snow will likely no
longer be possible by the end of the century in both the French Alps and the Pyre-
nees (Spandre et al., 2019). Snowmelt also helps to support freshwater required to
sustain agricultural activity. In the western US, for example, snowmelt runoff pro-
vides more than three quarters of the total freshwater supply (Bales et al., 2006).
In California alone, the Sierra Nevada snowpack helps support agricultural pro-
duction worth more than $50 billion per year (CDFA, 2019). This agriculture is
highly sensitive to the extent of the seasonal snowpack which may vary consid-
erably as shown in Figure 1.4. Snowmelt runoff can also play an important role
in hydropower generation. In Norway, around 50% of the precipitation falls as
snow and almost 100% of the electricity supply is generated through hydropower
(Winther and Hall, 1999).

The snowpack can also represent a hazard in the cases where it melts quickly,
potentially leading to flooding. Such rapid melt may for example be triggered by
rain on snow events (Musselman et al., 2018). Snowmelt flooding can not only
disrupt the economy but may also put lives in danger, as was the case in the recent
Oroville dam crisis where almost 200 000 people had to be evacuated (Vahedifard
et al., 2017). As emphasized by Sturm et al. (2017), the valuation of snow should
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Figure 1.4: False color images of the Californian Sierra Nevada taken four years apart, 31 March
2015 (left panel) and 31 March 2019 (right panel), by the Terra MODIS sensor (MOD09GA v06
product; Vermote and Wolfe, 2015). Snow appears turquoise in this band combination.

also include the climate service that snow provides by making our planet habitable
primarily through its effect on the planetary albedo. The value that snow and the
cryosphere as a whole provides in effectively being the planet’s air conditioner
dwarfs the remaining contributions to the valuation (Euskirchen et al., 2013).

1.1.4 Snow in the context of global warming

The cold regions of our planet, situated at high latitudes and elevations, are expe-
riencing an amplified anthropogenic global warming (Chapin et al., 2005; Serreze
et al., 2009; Pepin et al., 2015). This amplification is clearly seen in the obser-
vational record, where temperatures in the Arctic have risen by around 1◦C more
than the globe as a whole during the last three decades (see Figure 1.5). Cold
region amplification can be tied to a location specific concoction of climate feed-
back mechanisms, where the lapse-rate feedback is the most important and the
Planck and snow-ice albedo feedbacks play secondary roles (Pithan and Maurit-
sen, 2014; Stuecker et al., 2018). These feedbacks are closely tied to the fact that
these regions are cold and exhibit a seasonally or perennially snow-covered sur-
face. Under amplification, the seasonal snow-cover is undergoing changes with
large socioeconomic implications (e.g. Mote et al., 2018; Yılmaz et al., 2019;
Spandre et al., 2019). Snowpack depletion can also help to amplify these changes
through various feedback mechanisms (Duan et al., 2019).
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Figure 1.5: Left panel: Scatterplot showing the (5 year moving average) global mean surface
temperature anomaly (GISSTEMP Team, 2019) versus the CO2 concentration at the Mauna Loa
Observatory in Hawaii (Keeling and Keeling, 2017) from 1958 until 2018. In the face of a causal
physical mechanism, here the greenhouse effect, correlation can imply causation. Right panel:
Time series of the (5 year moving average) global and Arctic (> 64◦N) mean surface temperature
anomaly (GISSTEMP Team, 2019) from 1880 until today.

On a broader scale, our planet as a whole is currently undergoing historically un-
precedented changes related to the ongoing anthropogenic global warming (Dif-
fenbaugh et al., 2017). At present, the average temperature at the surface of our
planet has likely risen by over 1◦C since the beginning of the industrial era. As
predicted by Broecker (1975), this global warming has gone hand in hand (see
Figure 1.5) with a growth in the concentration of carbon dioxide in the atmo-
sphere, which has risen by more than 100 parts per million (ppm) since the 1800s
to now sit over 400 ppm. Based on simple accounting we know that this is in large
part due to human emissions of greenhouse gases, primarily through the burning
of fossil fuels. We have understood since the slow beginnings of this growth that
the interaction between such gases and terrestrial radiation cause the well known
greenhouse effect (Fleming, 1999; Benestad, 2017). Historically this heat trap-
ping effect is what has kept our planet habitable, allowing for the evolution and
development of humans. Now we are pushing the boundaries and moving into
terra incognita with our continued alteration of the constituents of the atmosphere.
The fact that we are driving global warming through greenhouse forcing leading
to a plethora of climatic changes is well known (c.f. IPCC, 2013, and references
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therein). The main source of uncertainty lies in how far future emissions will
push global warming, and that uncertainty primarily depends upon which emis-
sion pathway we follow.

There exists certain positive feedback mechanisms in the Earth system, such as
the permafrost-carbon feedback, that are not fully understood and may change the
magnitude of global warming. Together, these self-reinforcing mechanisms can
help to push the system beyond a threshold that may lock us onto a pathway to-
wards much warmer conditions, a so-called hothouse Earth. A rapid, on the scale
of a few centuries, transition to such a regime would undoubtedly be disruptive
to human civilization as a whole. Steffen et al. (2018) suggest that the risk of a
tipping cascade towards such a hothouse might be considerable already at a tem-
perature rise of 2◦C above pre-industrial levels. As such, there is currently great
interest surrounding pathways to limit warming below 1.5◦C to reduce such risks
(IPCC, 2018). To be able to more accurately assign such pathways it is important
that we continue the scientific effort to improve our understanding of the vari-
ous climate feedback mechanisms that influence the warming response to human
emissions. It is nonetheless vital that we begin to act and cut emissions now if we
are to limit warming to safe levels, as emphasized by IPCC (2018). Concerningly,
due to uncertainty surrounding various positive feedback mechanisms, it is just
as possible that we are underestimating, rather than overestimating, our planet’s
climate sensitivity (e.g. Schneider et al., 2019).

1.2 Estimating SWE: A grand challenge

Following the preceding discussion it is clear that snow is a vital component of
Earth’s climate system. As such, several snow-related variables have been desig-
nated the status of essential climate variables (ECV) by the Global Climate Ob-
serving System (GCOS; Bojinski et al., 2014). The snow-related ECVs are the:
albedo, fractional snow-covered area (fSCA), snow depth, and SWE. Given their
designation as ECVs, the ability to accurately estimate these four variables re-
mains a ’grand challenge’ for weather and climate prediction (Hock et al., 2017).
In particular, the problem of estimating the distribution of SWE in mountainous
terrain has been coined the most important unsolved problem in snow hydrology
(Dozier et al., 2016). In this thesis, I will present advances in my efforts towards
tackling this SWE estimation problem. In this section, I will outline this problem
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and the challenges surrounding it.

1.2.1 Modeling snow

The bulk state of a snowpack, typically characterized through the SWE, is the re-
sult of the sequence of accumulation and ablation events that have occurred since
the onset of that snowpack. The estimation of SWE through mechanistic model-
ing thus requires accurately accounting for the spatiotemporal distribution of these
events. As noted by Sturm (2015), the blueprints for spatially distributed hydro-
logical modeling, which could easily be translated to the more specific case of
snow modeling, have existed for half a century thanks to the work of Freeze and
Harlan (1969). Interestingly the emergence of this blueprint closely coincided
with one of the earliest published descriptions of a snow energy-balance model
(Anderson, 1968). Since then, several detailed and potentially distributed snow
models, such as SNOWPACK (Bartelt and Lehning, 2002) and Crocus (Vionnet
et al., 2012), were developed over time as computing power increased. Many
snow models now have a large user base and are widely employed in research as
well as to address more operational questions.

Despite their wide range of uses, distributed hydrological models are typically
fraught with issues. Beven (2001) categorizes these issues into five different prob-
lems. As pointed out by Sturm (2015), all of these problems extend to the more
specific domain of snow modeling as well. The first of Beven’s problems is non-
linearity: that the governing equations of a model, regardless of whether or not
they are physically-based or conceptual, typically contain nonlinear terms. This
is a problem because it can impose a strong sensitivity to initial and boundary
conditions which may be poorly known, just as in numerical weather prediction
(c.f. Bauer et al., 2015). For snow modeling the initial condition is not so much
of a problem so long as the snowpack is seasonal given that then by definition the
ground should be bare at the start of the hydrological year. The boundary condi-
tions are more problematic: a snow model is very sensitive to errors in the input
data, especially the hydrometeorological forcing (Raleigh et al., 2015). Nonlin-
earity may also imply strong heterogeneity at the subgrid scale, making it difficult
to correctly sample subgrid scale variability.

The second, quite related, problem is that of scale. In the context of snow model-
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ing the most important scale issues revolve around whether or not the model scale,
measurement scale, and dominant process scale overlap sufficiently (Blöschl, 1999).
Scale issues are also commonly referred to as problems of representativeness or
commensurability. For example, for a model to adequately resolve the snow drifts
(i.e., the areas with the longest snow-cover duration) in Figure 1.6, it would have
to be run at a resolution of around 100 m. This scale is known as the hillslope-scale
in hydrology and it corresponds to that required to generally resolve the dominant
modes of snow variability (Clark et al., 2011). This scale typically resolves the
main horizontal gradients in the surface energy balance, due for example, to ter-
rain configuration. At the same time, at finer scales than this wind redistribution
becomes increasingly important and this is a process that is difficult to resolve ex-
plicitly without coupling to expensive turbulence resolving large eddy simulations
(e.g. Vionnet et al., 2017). The importance of representing hillslope-scale struc-
tures, which seem to organize stores and fluxes of mass and energy in the terrain,
in Earth System Models was recently stressed by Fan et al. (2019).

The third problem raised in Beven (2001) is that of uniqueness or transferability.
This relates to the fact that each basin under study has unique characteristics, such
that transferring a model from one basin to another may be quite challenging.
Ultimately this problem stems from the fact that there is rarely a closed-form uni-
fied physically-based set of governing equations describing the behaviour of the
land surface system under study due to its intrinsic heterogeneity. This sets land
surface and hydrological modeling, of which snow modeling is a subfield, apart
from for example meteorology where a complete set of (albeit far from trivial)
conservation equations exist (see e.g. Vallis, 2017). Recent efforts to address this
uniqueness issue in hydrology have been undertaken by Clark et al. (2015) where
a unified approach to hydrological modeling is presented. For snow modeling, an
example of the transferability problem is that the ground heat flux is often ignored
since in many environments it is deemed to be unimportant (e.g Cline et al., 1998).
A strong exception is raised in the high-Arctic study of Aalstad et al. (2018) where
permafrost underlying the snow entails that the ground heat flux is a strong energy
sink for the snowpack during the snowmelt, implying that the model of Cline et al.
(1998) would not be directly transferable to this domain. Conversely, the model of
Aalstad et al. (2018) did not account for canopy effects (since it did not need to),
and so it would not transfer well to the partially forested environment studied in
Cline et al. (1998). Non-uniqueness or transferability is an important goal to strive
for as it could improve the transfer of calibrated models to ungauged catchments.
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Figure 1.6: Snow-cover duration expressed as days since 08.05.2016 for the 2016 ablation
season estimated using 0.5 m resolution time-lapse photography over a small '1 km2 area in the
Bayelva catchment near Ny-Ålesund, Svalbard, Norway. Just within this small and relatively flat
area, the snow-cover duration varies by almost 2 months.

The fourth problem discussed in Beven (2001) is that of equifinality. Briefly
stated, equifinality pertains to the fact that typically several different model con-
figurations can yield equally acceptable results. A much more comprehensive
treatment of this issue is provided in Beven (2006). As a result of equifinality, the
quest for an optimal or "best" model solution should abandoned. Instead, this no-
tion should be replaced with a representation of the multiple model configurations
that are behavioural, i.e. acceptable (with respect to validation or calibration data)
to some predefined degree. In Aalstad et al. (2018) we provide a classical example
of an equifinality problem in snow modeling when noting that an earlier melt-out
date can be due to both a decrease in snowfall and an increase in snowmelt (or
more generally ablation). This ambiguity can not be resolved with observations
of the snow-cover depletion alone. A similar example is provided and discussed
extensively in the study of Clark and Vrugt (2006).
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The final problem discussed by Beven (2001), which is closely related to the issue
of equifinality, is that of uncertainty. In its broadest sense, I take uncertainty to
mean unknown error, rather than trivial (i.e. known and thus easily correctable)
error. Following the discussion in Beven (2016), I distinguish between four types
of uncertainty. The first is aleatory or random uncertainty, this is uncertainty with
stationary statistical characteristics. An example would be the noise present in a
measurement system. The second is that of epistemic uncertainty. This is related
to lack of knowledge about the modeled system (model structural error) and forc-
ing data as well as disinformation in observations. The third type of uncertainty
is language uncertainty, which is related to what a statement or quantity (such
as uncertainty itself) actually means. The final type of uncertainty is ontological
uncertainty which is related with different systems of belief. An example of this
could be different interpretations of probability in statistics (see e.g. Lyons and
Wardle, 2018). There may be considerable overlap between the latter two types
of uncertainty, since personal definitions may be tied to beliefs held by a practi-
tioner. If we can agree on a common scientific framework, then the two last types
of uncertainty can probably be ignored, such that we are left with aleatory and
epistemic uncertainty. The dominant uncertainties in distributed snow modeling
are typically epistemic and related to the forcing data (Slater et al., 2013; Raleigh
et al., 2015).

1.2.2 Measuring snow

Given all of these problems with distributed hydrological models in general and
snow models in particular, observations could be a helpful alternative. Unfortu-
nately, observations are themselves fraught with some of these very same prob-
lems. Observations suffer from sampling issues due to both non-linear phenomena
and scaling issues. For example, manual in-situ sampling of the typically highly
variable distribution of SWE (Clark et al., 2011) is both challenging and impracti-
cal. This is due to the limited spatial extent, spacing, and support (Blöschl, 1999)
of snow probe surveys typically employed for that purpose. An example of such
a snow survey conducted on Svalbard is provided in Figure 1.7. This survey in-
volved sampling SWE along a ski transect of around 44 points which took several
hours to complete. For that particular survey, the weather was quite pleasant and
forgiving. This was by no means a guarantee. In addition, the survey involved
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Figure 1.7: Measuring SWE using snow probes and a density sampler along a ski transect at the
Steinfåen plateau near Ny-Ålesund, Svalbard 10.05.2016 (Photograph: K. Aalstad). Inset figure:
Histogram of the sampled SWE distribution along the entire transect based on 44 samples.

passing through terrain with some avalanche hazard and potentially polar bears.
The point here is that manually sampling SWE in the terrain is not only tedious
and time consuming but also potentially dangerous, especially in steep terrain.
Manual SWE surveys are also uncertain, due to the issues with snow probing as
well as difficulties in accurately sampling the bulk snow density. These problems
can both be exacerbated by the presence of thick ice layers that are difficult to
penetrate.

Other terrestrial measurement techniques can overcome some of the issues with
manual snow surveys. Terrestrial laser scanning, for example, allows one to es-
timate snapshots of spatially distributed snow depth (e.g. Revuelto et al., 2017).
The technique works by taking the difference between a snow-covered digital el-
evation model (DEM) and a reference snow free DEM, both estimated from scans
over the same area. Examples of such scans are provided in Figure 1.8. These
scans can often have gaps due to terrain obstructions in the field of view of the
sensors. Moreover, they usually provide estimates with a limited (typically only
up to a few km2) spatial extent and require quite some post processing. Most
importantly, terrestrial laser scanning only provides an estimate of snow depth,
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Figure 1.8: Spatially distributed snow depth fields (1 meter resolution) estimated using terrestrial
laser scans at the Izas experimental catchment in the Spanish Pyrenees during the 2015 snow
season. Gray: bare ground, black: missing data. Data courtesy of Revuelto et al. (2017).

manual snow density measurements are still needed to obtain SWE. Ground pen-
etrating radar is also a valuable tool for estimating spatially distributed snow depth
(e.g. Gisnås et al., 2014), but it too suffers from the inability to retrieve SWE on its
own. Spatially distributed snow depth can also be estimated by combining time-
lapse photography with fixed snow depth measuring stakes planted in the terrain
(e.g. Parajka et al., 2012), however this technique is difficult to automate. Snow
depth can also be measured continuously using sonic ranging devices (e.g. Boike
et al., 2018). Using other sensors such as snow pillows and gamma ray sensors
SWE can be retrieved directly (Smith et al., 2017), but these sensors have the lim-
itation of being stationary and thereby only measure a single fixed support. Less
conventional techniques such as global positioning system (GPS) interferometric
reflectometry (McCreight et al., 2014) have also emerged as potentially promis-
ing ways to estimate SWE over a larger ( 1000 m2) area. Crucially, all of these
terrestrial techniques can only monitor a limited spatial extent. In addition, each
measurement technique has a specific set of uncertainties associated with it.

SWE-related variables can also be retrieved using airborne remote sensing. Air-
borne LIght Detection And Ranging (LIDAR), for example, allows for the gener-
ation of DEMs multiple times during the snow season, allowing for the estimation
of high-resolution spatially distributed snow depth by DEM differencing. For ex-
ample, the Airborne Snow Observatory (ASO; Painter et al., 2016), a coupled
LIDAR and imaging spectrometer flown on-board an airplane, is able to retrieve
spatially distributed SWE at unprecedented spatial resolution. This is achieved by
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Figure 1.9: SWE distribution (resampled to 3 m resolution) over the Mammoth Lakes Basin in
the Californian Sierra Nevada retrieved from the ASO on the 05.06.2017. Gray: zero SWE, blue:
maximum (1.5 m w.e.) SWE. Raw data courtesy of NASA-JPL.

combining the LIDAR derived snow depth with constrained model estimates of
snow density. An example of a detailed SWE map retrieved from the ASO is pro-
vided in Figure 1.9. Currently the ASO is mainly flown in the western US, and it
is the first system capable of providing detailed maps of SWE across entire moun-
tain basins. Airborne interferometric Synthetic Aperture Radar (SAR) systems
such as the Glacier and Ice Surface Topography Interferometer (GLISTIN) have
also successfully been employed to retrieve snow depth at high-resolution (Moller
et al., 2017). Another example of airborne SWE retrieval is the use of gamma ray
remote sensing, as is done operationally by the National Operational Hydrologic
Remote Sensing Center (NOHRSC) in the US using the Gamma Radiation De-
tection System (Cline et al., 2009). Other examples of airborne remote sensing
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of SWE, including passive and active microwave, are also provided in Cline et al.
(2009). Recently, structure from motion technology using unmanned aerial ve-
hicles has emerged as another promising approach to retrieve snow depth at high
spatial resolution (Bühler et al., 2016). The use of airborne remote sensing greatly
extends the capabilities of SWE and snow depth measurements in terms of spatial
extent when compared to terrestrial approaches. There will nonetheless always
be uncertainties inherent in the respective retrieval algorithms that are employed.
No measurement is error free. As these techniques require flying some form of
aircraft, spatiotemporal coverage remains limited. Still, given the combined high
spatial resolution and considerable spatial extent of many of the airborne remote
sensing SWE or snow depth products these can be invaluable for model valida-
tion, calibration, and data assimilation at the basin scale.

To further improve spatial coverage it is necessary to observe Earth from a differ-
ent perspective, namely from space-borne satellites. We will restrict our attention
to polar orbiting, rather than geostationary, satellites as these provide coverage at
high latitudes. Most techniques for satellite remote sensing of snow rely on elec-
tromagnetic radiation and its interaction with the snowpack. A notable exception
is gravimetric remote sensing, such as the twin satellites that make up the Grav-
ity Recovery and Climate Experiment (GRACE). GRACE allows us to estimate
changes in Earth’s gravitational field which can be used to, among other things,
retrieve terrestrial water storage anomalies (TWSA) at pixel resolutions on the
order of 100 km. Given the gravimetric nature of the retrieval algorithm, these re-
trievals are available independent of cloud cover. An example of global monthly
TWSA retrieved from GRACE is shown in Figure 1.10. Provided that changes
in the other components of this storage (glaciers, surface water, and groundwater)
are known, retrievals of TWSA can be used to help constrain modeled estimates
of SWE (Niu et al., 2007). Retrievals of TWSA have also been used to help mon-
itor climatological trends in the state of the seasonal snowpack (e.g. Yılmaz et al.,
2019). Still it turns out that accurately decomposing the TWSA signal is quite
challenging since, in addition to the SWE, the other components are generally
also poorly known. Moreover, the spatial resolution is quite coarse and precludes
hillslope-scale analysis.

Space-borne passive microwave satellite sensors, such as AMSR-E and AMSR2,
also have the ability to retrieve SWE at resolutions on the order of 25 km. Passive
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Figure 1.10: Monthly average gravimetric estimate of the terrestrial water storage anomaly from
GRACE at 1◦ resolution for April 2015. Color scale: blue/red=±25 mm water equivalent.

microwave SWE retrieval algorithms are based either on relatively simple empir-
ical relationships (Chang et al., 1987) or considerably more complex physically-
based inversions (Takala et al., 2011). All the retrieval algorithms exploit the fact
that the attenuation of microwave radiation emitted by the ground underlying the
snow increases as a function of frequency and snow grain size due to volume scat-
tering. Passive microwave remote sensing retrievals have been used extensively
to constrain modeled estimates of SWE (De Lannoy et al., 2012; Li et al., 2017).
They have also been used in regionally surveying the climatological state of the
seasonal snowpack (Yılmaz et al., 2019). Unfortunately the signal that passive
microwave relies on saturates in wet and deep snowpacks as well as in areas with
considerable relief or dense forests (Foster et al., 2005). The retrieval algorithms
are thus quite unreliable in mountainous terrain (Bormann et al., 2018). Note for
example how the retrieved SWE is unexpectedly low for several mountainous re-
gions (e.g. the European Alps and the Scandes) in Figure 1.11, this is because of
the breakdown in the performance of the retrieval algorithm. Instead the retrieved
SWE is at a maximum in the flatter terrain of the tundra in north east Siberia.
Passive microwave sensors do have the advantage that they are able to sense the
surface independent of cloud cover. Summarizing, although able to to function in
all weather conditions, passive microwave remote sensing is not only too coarse to
be employed at the hillslope scale but it is also plagued by uncertainties in many
environments. Active microwave (i.e. radar) satellite sensors have mainly been
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used to retrieve wet snow status at the hillslope scale (Baghdadi et al., 1996), but
they undoubtedly have more potential (Moller et al., 2017; Lievens et al., 2019).

Figure 1.11: Monthly averaged passive microwave estimate of SWE from AMSR2 at 0.25◦

resolution for February 2017 (Northern Hemisphere) and August 2017 (Southern Hemisphere).
Color scale: yellow-blue=1-20 mm water equivalent.

Retrievals from optical satellite sensors are based on sensing shortwave radiation
that is reflected from the surface of the Earth. This radiation may either have
originated as natural insolation, i.e. shortwave radiation emitted from the sun, or
from the sensor itself. Passive optical sensors, which measure reflected insola-
tion in various spectral bands, are the most common. These sensors exploit the
spectral signature of snow and other natural surfaces to retrieve fSCA, albedo,
snow grain size, and impurity concentration (Dozier et al., 2009). Snow is highly
reflective in the visible but nearly opaque in the shortwave infrared which sets
it apart from most other naturally occurring surfaces. This can be appreciated
in Figure 1.12 where snow in the visible bands is quite difficult to differentiate
from clouds, whereas when the same global image is plotted in a band combina-
tion that includes a shortwave infrared band, snow-covered mountain ranges such
as the entire Californian Sierra Nevada and parts of the European Alps stick out
quite clearly. Examples of passive optical sensors that are commonly used to re-
trieve primarily fSCA include the moderate resolution imaging spectroradiometer
(MODIS) on-board the Terra and Aqua satellites as well as the higher resolution
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Landsat and Sentinel-2 constellations (see e.g. Aalstad et al., 2019a).

If passive optical sensors have the ability to observe the same area with multiple
different view angles at relatively short time intervals, i.e. so-called stereo imag-
ing capability, then they can also be used to construct high-resolution DEMs. By
differencing summer and winter DEMs high-resolution snow depth maps can then
be derived as was done in the study of Marti et al. (2016) using the Pléiades satel-
lite. Unfortunately the freely available stereo capable satellite sensors (such as
ASTER) currently do not provide the resolution and accuracy required for stereo
snow depth reconstruction. Active optical satellite sensors, such as space-borne
LIDAR, can also be used to reconstruct snow depths at relatively high-resolution if
a sufficiently accurate reference DEM is available. An example of this technique
is provided in the study of Treichler and Kääb (2017) using the ICESat satellite. A
downside with space-borne LIDAR is the relatively short data record provided by
ICESat which is no longer in orbit. This may improve with the recent launch of
the follow on mission ICESat2. All optical sensors suffer from the fact that they
can not observe the surface in the cases where an obscuring cloud cover is present.
In addition, passive optical sensors can not sense at night (including polar night)
in the absence of isolation. Moreover, as always, errors are propagated through
the retrieval algorithms. None of the optical retrieval algorithms provide direct
estimates of SWE. They do, however, allow us to retrieve information concern-
ing a wide breadth of other important snow properties at the hillslope-scale. This
information could serve as a valuable constraint for snow models.

1.3 Data assimilation: Fusing models & observations

It should be clear by now that neither snow models nor observations on their own
are enough to solve the problem of accurately estimating SWE at the hillslope-
scale for an arbitrary location. As discussed, snow models suffer from several
problems which were categorized into five categories following Beven (2001):
nonlinearity, scale, uniqueness, equifinality, and uncertainty. We recognize that
perhaps the most serious problem for snow models is their sensitivity to uncer-
tainty in the input hydrometeorological forcing data that is used to drive them
(Slater et al., 2013; Raleigh et al., 2015). From the discussion in the preceding
section it is clear that observations suffer from many of the same problems that
models do. Moreover, terrestrial and airborne observations do not provide the
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(a)

(b)

Figure 1.12: Terra MODIS enhanced true color [R,G,B] (panel a) and false color
[SWIR1,NIR,R] (panel b) images sensed 01.04.2018 at 0.05◦ resolution. Based on the
MOD09CMG product. Snow and ice appears turquoise in the seocnd image (panel b).
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global coverage necessary to estimate SWE, or related variables, everywhere on
Earth. This leaves us with satellite remote sensing of snow. Here many techniques
are available, and these can be split into three categories: gravimetric, microwave,
and optical remote sensing. Out of these it is primarily the passive optical sen-
sors that offer the spatiotemporal resolution and breadth of information needed to
quantify essential snowpack properties at the hillslope scale (Dozier et al., 2016;
Bormann et al., 2018). Unfortunately these sensors also have their downsides as
they can not retrieve SWE directly and are prone to data gaps in bad weather due
to clouds.

Figure 1.13: An illustration of the ’butterfly effect’. Left: Trajectory of the solution to the
Lorenz (1963) system of equations in the x−z plane (white) overlaid on a Morpho didius butterfly.
Right: The x-component of two solutions to the same system that vary by only 10−9 in the initial
condition, they start to diverge after around 2000 time steps.

The preferred course of action is clearly to try and get the best of both worlds
by merging unconstrained, continuous, and direct model estimates with relatively
accurate, discontinuous, and typically indirect satellite remote sensing data. It is
imperative to note that in this merger both the observational data and the model
estimates are uncertain, neither is perfect and we do not know exactly how wrong
they are. Fortunately, an entire field of study exists that is devoted to fusing un-
certain model estimates with uncertain observational data and that field is known
as data assimilation (DA; see e.g. Carrassi et al., 2018, for a recent overview). DA
emerged out of operational needs in meteorology, most notably the need to accu-
rately initialize numerical weather prediction models (c.f. Bauer et al., 2015). The
extreme sensitivity to initial conditions in chaotic systems such as the weather has
come to be known as the ’butterfly effect’, an example of this is provided in Fig-
ure 1.13. Nowadays DA techniques are still employed for this purpose, but also
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for a wide range of other applications such as parameter estimation in models and
performing retrospective analyses (reanalyses) of the climate system. Most forms
of modern data assimilation can be viewed as exercises in updating mechanistic
(typically dynamical) models with observational data using Bayesian inference. I
will return to the Bayesian link in the Methods chapter. For now, data assimilation
should be viewed simply as a framework for combining models with data.

1.3.1 Snow reconstruction

Snow data assimilation is already a field in itself, and I by no means claim to be
the first to have ventured into its path. The recent emergence of snow data assimi-
lation review articles are clearly testament to this effect (e.g. Helmert et al., 2018).
The pioneering work of Martinec and Rango (1981) was arguably one of the earli-
est application of satellite data assimilation in snow science. By then the Landsat
satellite program had begun and the early Landsats (1 & 2) had already been used
to retrieve snow-covered area from space (Salomonson and Rango, 1974). The
potential for using these retrievals in making improved snowmelt runoff forecasts
had also already been demonstrated (Ødegaard et al., 1980). The ingenious idea
of Martinec and Rango (1981) was to use the fact that snow-cover duration is
closely tied to peak snow water equivalent. Most simply stated, the idea is that
if the ablation rates in two areas are the same and one area becomes snow-free
later than the other, then the area where the snow lasts longer must have had more
SWE at the onset of the ablation. Generalizing this idea, they realized that they
could reconstruct the peak SWE through backward calculation of the accumulated
snowmelt from the day of snow disappearance to the day of peak SWE (the onset
of the ablation season). In doing so, they could reconstruct spatially distributed
peak SWE by accounting for the variation in snowmelt rates across the terrain.
The operation could also be reversed and carried out in a forwards manner by
summing the daily ablation from the day of peak SWE to the day of disappear-
ance of the snow-cover. Moreover, the approach could even be used to estimate
SWE at any day after peak SWE by starting the summation at a later day. The day
of snow disappearance could be inferred from the optical satellite imagery and the
snowmelt rates could be estimated using a snowmelt model, in their case a simple
degree day (temperature index) model (c.f. Rango and Martinec, 1995). This ap-
proach where no errors are assumed in the observations (the snow disappearance
date) is an application of DA through direct insertion.
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The approach of Martinec and Rango (1981) has come to be known simply as
snow reconstruction. It has since its inception been adapted and applied success-
fully on a number of occasions. Cline et al. (1998) combined distributed snow
energy balance modeling with Landsat imagery to reconstruct SWE. They per-
formed an important modification to the original approach by also weighting the
potential ablation in each grid cell by the fractional snow-covered area (inferred
from Landsat) for each day during the snow-cover depletion. In that way the ac-
tual grid-cell scale ablation in low fSCA conditions towards the end of the melt
season, where potential ablation can be high, was not overestimated. The original
approach of Martinec and Rango (1981) was strictly only valid for an instanta-
neous step (i.e. Heaviside-like) snow-cover depletion, going directly from 100%
to 0% fSCA in one day. This crucial modification of Cline et al. (1998) would re-
main in subsequent applications of reconstruction. As such, snow reconstruction
henceforth refers to this fSCA weighted approach. A schematic overview of the
snow reconstruction approach is provided in Figure 1.14.

Figure 1.14: A conceptual schematic illustrating the snow reconstruction method. Each po-
tential ablation increment (going sequentially in time from light to dark gray) is weighted by the
corresponding fSCA for that day to arrive at the actual ablation for that day. The actual ablation
for each day is then summed to reconstruct the peak SWE. Adapted from Kahl et al. (2013).

Snow reconstruction was subsequently implemented at multiple resolutions using
multiple satellite sensors in the study of Molotch and Margulis (2008). Their study
indicated that in the context of reconstruction, in the trade off between the spatial
and temporal (i.e. repeat frequency) resolution of satellite sensors, it was the spa-
tial resolution that was more important. This triggered a comment by Slater et al.
(2009), who were surprised by this "un-intuitive" finding given that a key compo-
nent of reconstruction is estimation of the snow disappearance date which would
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be more accurate with a higher repeat frequency. Slater et al. (2009) emphasized
and demonstrated three major shortcomings in the reconstructions implemented
by Molotch and Margulis (2008): (i) not accounting for model uncertainties, (ii)
assuming that melt season precipitation is insignificant, and (iii) extreme sensi-
tivity to satellite image availability. This of course triggered a response, Molotch
et al. (2010), where a point by point refutation of the issues raised by Slater et al.
(2009) was provided. This then all culminated in the study of Slater et al. (2013)
which showed rather systematically that snow reconstruction is plagued by uncer-
tainties in both the satellite retrieved snow-cover depletion and the forcing data.
Slater et al. (2013) concluded that for snow reconstruction errors in the forcing
data were at least as important as satellite image availability. Despite the contro-
versy and the undeniable legitimacy of the issues raised by Slater et al. (2013),
several successful implementations of snow reconstruction were undertaken since
the study of Molotch and Margulis (2008). Notable examples include the study
of Rittger et al. (2016), where the entire Californian Sierra Nevada snowpack was
reconstructed for 12 snow seasons at 100 m resolution, and the study of Bair
et al. (2016) where unbiased SWE reconstructions were demonstrated by using
the ASO for validation.

1.3.2 Bayesian inversion

Assimilating fSCA in particular is so appealing because accurate retrievals of
fSCA are readily obtained at the hillslope using multispectral imagery from opti-
cal satellite sensors (Dozier et al., 2009). An example of a high-resolution snow-
cover map obtained from satellite imagery is provided in Figure 1.15. There thus
exists a strong motivation to resolve the issues related to traditional snow recon-
struction outlined in Slater et al. (2013), since despite its flaws, it has been shown
to be a promising means of (retrospectively) estimating SWE (Dozier et al., 2016).
More or less at the same time as the debate concerning the efficacy of snow re-
construction was ongoing, different approaches to fSCA assimilation were being
explored. Kolberg and Gottschalk (2006) developed a Bayesian approach to re-
construction that hinged upon updating the parameters and state variables that de-
fined a probabilistic snow depletion curve (SDC). Probabilistic SDCs parametrize
the relationship between SWE and fSCA by assuming a certain distribution for
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Figure 1.15: Left: True color image of the Mammoth Lakes basin sensed 20.04.2017 by a
RapidEye satellite at 5 m resolution. Right: A binary snow-cover map (white: snow, black: no
snow) retrieved from the same image using a segmentation approach.

subgrid peak SWE and assuming homogeneous subgrid melt (Liston, 2004). Kol-
berg and Gottschalk (2006) were the first to realize that by making use of such an
SDC, reconstruction could be recast as a Bayesian inverse problem (c.f. Tarantola,
2005; Stuart, 2010). Bayesian inversion can be viewed as a special case of data
assimilation that is primarily concerned with batch parameter estimation. In their
inversion, the distributions of uncertain parameters related to the input to the SDC
were updated based on the fSCA depletion that was observed by Landsat 7. The
inversion was subsequently refined by using a spatial model for their prior pa-
rameter distribution (Kolberg et al., 2006). As with reconstruction, the inversion
approach of Kolberg and Gottschalk (2006) could only be carried out retrospec-
tively after the snow-cover had melted out thus limiting its uses for forecasting
purposes. Still, Kolberg and Gottschalk (2010) showed how the results of the
inversion in other years could be used to calibrate their model and significantly
improve predictions of snowmelt runoff. A downside of the Bayesian inversion
applied in Kolberg and Gottschalk (2006) and the subsequent studies was the use
of Markov Chain Monte Carlo (MCMC) to sample from the posterior distribution
(see Neal, 1993, for a review). This is problematic because MCMC sampling is
computationally expensive, requiring tens of thousands of model runs. This pre-
cludes the use of such an inversion framework with more complex snow models
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running at high (i.e. hillslope scale) resolution for large domains.

1.3.3 Sequential ensemble-based data assimilation

Coincidentally with the work of Kolberg et al. (2006) a new class of sequen-
tial ensemble-based DA algorithms were being applied to snow-related problems.
Here the term ’ensemble’ simply refers to the fact that a collection of model re-
alizations (so-called ensemble members) are performed, it is analogous to Monte
Carlo simulation. These algorithms emerged out of the work of Gordon et al.
(1993) and Evensen (1994) a decade earlier where what are now known as par-
ticle filters (PF) and ensemble Kalman filters (EnKF) were introduced. These
algorithms are called sequential because they assimilate the data ’online’ as it be-
comes available, making a Markovian (’memoryless’) assumption that the future
state depends only on the present state (Bertino et al., 2003; Carrassi et al., 2018).
This assumption is justified only if the temporal auto-correlation of errors is low.
This is typically the case in numerical weather prediction which is mostly gov-
erned by hyperbolic partial differential equations with limited memory, at least in
the Eulerian (fixed rather than flow-following Lagrangian) frame. It is not as clear
if this should be the case for land surface models, of which snow models surely
are a subset, where model errors often have considerable memory (e.g. Koster and
Suarez, 2001).

Slater and Clark (2006) were the first to apply ensemble-based snow data assim-
ilation when they employed the EnKF to assimilate spatially interpolated SWE
observations into the SNOW-17 conceptual model. Despite improvements in both
the simulated accumulation and ablation seasons after the updates from the EnKF,
they noted that the increase in skill was marginal, likely due to the large tempo-
ral auto-correlation exhibited by the snowpack. Subsequently, Clark et al. (2006)
performed a so-called twin experiment, where synthetic observations are gener-
ated by adding noise to a ’truth’ run and the results are compared to this truth run,
to assimilate fSCA using the EnKF. They found only minor improvements in the
accuracy of simulated streamflow through the assimilation. Andreadis and Letten-
maier (2006) assimilated real MODIS fSCA and AMSR-E SWE retrievals into the
Variable Infiltration Capacity (VIC) hydrological model. Large errors were iden-
tified in the AMSR-E data owing to the previously discussed issues with passive
microwave remote sensing of SWE (Foster et al., 2005). For the fSCA assimila-
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tion, they noted a modest improvement over the open-loop (no data assimilation)
run using independent SWE observations for validation. So overall, all three of
these early implementations of the EnKF for snow data assimilation noted only
modest improvements over the open-loop.

Despite these findings, the EnKF has since found widespread use in snow data as-
similation. For example, Su et al. (2010) performed a multisensor assimilation of
both GRACE TWSA and fSCA from MODIS to estimate SWE over North Amer-
ica using the EnKF and found a significant improvement compared to assimilating
MODIS fSCA alone. De Lannoy et al. (2010) explored the potential of assimi-
lating coarse-scale passive microwave SWE into a high-resolution (1 km2) land
surface model in a twin experiment using the EnKF. They found greatest improve-
ments when simultaneously assimilating multiple neighboring passive microwave
SWE observations, reducing the root mean squared error (RMSE) by as much
as 60% compared to the open-loop. Subsequently, De Lannoy et al. (2012) per-
formed a real multisensor experiment where AMSR-E SWE and MODIS fSCA
retrievals were assimilated jointly using the EnKF, providing significant improve-
ments over the open-loop both in terms of RMSE and correlation. Magnusson
et al. (2014) demonstrated how flux (i.e. snowfall and snowmelt) data derived
from point scale SWE measurements could be assimilated into a calibrated dis-
tributed model using the EnKF and improve the model performance. Huang et al.
(2017) showed how the data from SWE measurement stations could be assimilated
into a calibrated coupled SNOW-17-Sacramento Soil Moisture Accounting (SAC-
SMA) model to improve streamflow prediction using the EnKF. The improvement
was greatest for basins that had a poorer historical performance prior to assimi-
lation. Stigter et al. (2017) jointly assimilated fSCA retrieved from MODIS and
in-situ snow depth observations from several locations within a Himalayan catch-
ment using the EnKF to calibrate parameters in their modified SeNorge model.
The EnKF-calibrated model outperformed the open loop.

It is only more recently that the PF has started to be applied to snow data assimila-
tion studies. Unlike the EnKF, the PF requires no assumptions about the linearity
of the model or the Gaussianity of error statistics (see van Leeuwen, 2009, for a
review). It is, however, prone to degeneracy (filter collapse) when the dimension-
ality (number of state variables and parameters) in the problem at hand is large.
Probably the first such application was in the work of Leisenring and Moradkhani
(2011), where the performance of several versions of the PF was compared to
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several versions of the EnKF in the assimilation of synthetic SWE observations
into a calibrated SNOW-17 model. In their calibrated synthetic twin experiments
they used ’only’ 2000 particles (i.e. ensemble members, model realizations) and
found that the PF outperformed the EnKF. Charrois et al. (2016) used the PF to
assimilate synthetic optical reflectance retrievals and snow depth measurements
into the Crocus model at the Col du Lautaret in the French Alps. In their point-
scale twin experiments they found that the PF considerably outperformed the open
loop, reducing the RMSE by around 70%. Magnusson et al. (2017) assimilated
snow depth observations into the Jules Investigation Model (JIM) using the PF.
The assimilation reduced errors in SWE, snowmelt runoff, and ground tempera-
ture even when forcing the model with coarse meteorological reanalysis data at
Col de Porte in the French Alps. At several sites in the Swiss Alps, the assimila-
tion was found to reduce the RMSE compared to the open loop by 64%. Piazzi
et al. (2018) performed a joint assimilation of several in-situ measurements (snow
temperature, SWE, albedo, snow depth, and snow density) at three sites. They
found, among other things, that both the forcing and the parameters had to be per-
turbed to avoid filter degeneracy. Smyth et al. (2019) also recently demonstrated
how the assimilation of snow depth with the PF can be used to improve both SWE
and snow density estimates, with implications for observing systems such as the
ASO.

1.3.4 Ensemble-based reanalysis

Durand et al. (2008) made the key realization that the SWE estimation problem
could be approached in a novel way by combining the strengths of the snow re-
construction approach of Cline et al. (1998) and the new snow DA ideas that were
emerging at that time (e.g. Kolberg and Gottschalk, 2006; Slater and Clark, 2006;
Clark et al., 2006; Andreadis and Lettenmaier, 2006). In their approach, they
made use of the ensemble smoother (ES; van Leeuwen and Evensen, 1996) which
is a fixed-interval smoother version of the EnKF (see Cosme et al., 2012). The
advantage with using a smoother over a filter is that the state of the model could at
any time be updated using (relative to the state) future as opposed to just past and
present observations. In the context of the seasonal snowpack this is advantageous
because then the remotely sensed snow-cover depletion can be used to also update
the model state during the accumulation period. This would not be possible with
filters such as the EnKF or the PF since in sequential data assimilation (i.e. filter-
ing) there is no backwards propagation of information (Carrassi et al., 2018).
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In their implementation Durand et al. (2008) actually used the ES to update a fixed
parameter controlling the bias in the precipitation, based on the residual between
the observed and predicted fSCA depletion. By assimilating synthetic fSCA ob-
servations using the ES, Durand et al. (2008) improved the mean peak SWE error
relative to that of the prior by 86%. They used a log-normal probabilistic SDC
(following Liston, 2004) to model fSCA. In their approach the ES performed its
update in a single batch, using all the observations available for the snow sea-
son that was being analyzed. An advantage with this is that when the model is
rerun with the updated parameters the states will be consistent with the model
physics. This is not the case with a filter. The idea of using a batch-updating
ES to perform retrospective analyses (i.e., reanalyses) in land data assimilation
can be traced back to the work of Dunne and Entekhabi (2005). To differentiate
traditional snow reconstruction from the approach of Durand et al. (2008) I will
refer to approaches following the latter as snow reanalyses. This is also meant to
acknowledge the use of smoothers which can account for the memory in the errors
of the model and observations and use the future to update the past. Note that the
approach of Kolberg and Gottschalk (2006) was quite similar to that of Durand
et al. (2008), except that costlier MCMC simulations were used.

To get a better idea of what is meant by synthetic (or twin) experiments, I have
included results from some of my own initial synthetic ensemble-based reanal-
yses. These were carried out at 7 km model resolution over the southern Swiss
Alps using the GEOS-5 Nature Run (Putman et al., 2014) as forcing. For the data
assimilation, I employed an iterative version of the ES (Emerick and Reynolds,
2013) that will be described in the methodology. The setup is very similar to the
study of Durand et al. (2008), I merely added a few more uncertain parameters.
Such synthetic experiments are useful for initial testing of the feasibility of a data
assimilation system. We can check if we can recover the synthetic truth (unknown
in reality) using ensemble-based DA in a realistic scenario, i.e. with biased forc-
ing, noisy observations, and uncertain parameters. Figure 1.16 shows the results
for an arbitrarily selected grid cell in the domain. Note how the synthetic truth is
more or less exactly recovered by the posterior (after data assimilation) median
(solid blue line) for both the fSCA and the SWE.

Following the study of Durand et al. (2008), Girotto et al. (2014b) demonstrated
how the probabilistic approach to reconstruction developed by Durand et al. (2008)
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Figure 1.16: Results for an example grid cell from a synthetic experiment over the southern
Swiss Alps using the GEOS-5 Nature Run (Putman et al., 2014) as forcing. Evolution of the fSCA
(left) and average SWE depth (right) with the prior (before DA) in red,the posterior (after DA)
in blue, observations as yellow circles, and the synthetic truth as the dashed green line. Shading
represents the 90-th percentile range of the ensemble while solid lines show the ensemble median.

generalized and outperformed the traditional deterministic reconstruction approach
(e.g. Cline et al., 1998). This demonstration was performed through a real (as
opposed to synthetic) experiment where actual fSCA retrievals from Landsat 5
were used for two water years in the Tokopah watershed in the Californian Sierra
Nevada. Validation was performed using independent in-situ SWE observations.
The advantage with the framework of Durand et al. (2008) (and Kolberg and
Gottschalk (2006) too for that matter) was that it enabled the experimenter to ac-
count for the uncertainties in traditional snow reconstruction (Slater et al., 2013)
and constrain these through DA. Girotto et al. (2014a) subsequently applied the
same framework to conduct a 27 year reanalysis over the Kern River watershed
in the Californian Sierra Nevada with promising results compared to in-situ SWE
observations.

Margulis et al. (2015) developed a so-called particle batch smoother (PBS) for
ensemble-based snow reanalysis. This is essentially a particle filter without re-
sampling. As such it has the same apparent advantages over the ES that the PF
has over the EnKF, i.e. no need for the Gaussian linear assumptions. They demon-
strated that the PBS markedly outperformed the ES for snow reanalysis. Subse-
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quently, Margulis et al. (2016) employed the PBS and Landsat fSCA retrievals to
perform a 30 year reanalysis (1985-2015) over the entire Sierra Nevada at a daily
temporal and 90 m spatial resolution. The agreement with 9000 station years of
independent observations was remarkable. For snow pillows, the posterior (after
DA) peak SWE estimate had an RMSE of 0.11 m w.e. and a correlation of 0.97.
Compared to snow courses, posterior SWE estimates had a RMSE of 0.13 and a
correlation of 0.95. This Sierra Nevada snow reanalysis has, among other things,
provided valuable new insights about controls on the snowpack (Hunning and
Margulis, 2017) and serves as a valuable benchmark for other mountain range-
scale SWE estimation techniques (Wrzesien et al., 2017).

Cortés et al. (2016) subsequently applied the PBS reanalysis approach to esti-
mate SWE for the same Landsat era (1985-2015) for several basins in the extra-
tropical Andes. The reanalysis provided significant improvements over the open
loop when using snow surveys for validation: the correlation increased from 0.49

to 0.87 and the RMSE decreased by 60%. Cortés and Margulis (2017) further
extended the reanalysis by considering the entire extra-tropical Andes at 180 m
resolution. They found a significant positive correlation between peak SWE and
El Niño, although La Niña was not found to have a corresponding significant
negative correlation with peak SWE. Baldo and Margulis (2018) implemented
a multi-resolution approach to ensemble-based reanalysis using the PBS in the
upper Yampa basin in Colorado. They demonstrated that their multi-resolution
approach, where the resolution of individual grid cells is dictated by a physio-
graphic complexity metric, can save orders of magnitude in simulation time while
not adversely affecting results relative to a full high-resolution reanalysis.

From the above exposition it is clear that the reanalysis approach to SWE recon-
struction has now grown into a mature method for SWE estimation after the pio-
neering work of Kolberg and Gottschalk (2006) and Durand et al. (2008). These
techniques can account for and constrain the uncertainties that plague traditional
reconstruction (Slater et al., 2013). Limited computing power precludes the use
of accurate MCMC sampling strategies for full Bayesian inversion (as in Kolberg
and Gottschalk, 2006) at least with complex models at high-resolution. This is
where the ensemble-based data assimilation techniques, smoothers in particular,
shine as they provide a relatively accurate approximate framework for Bayesian
snow reconstruction. At present, ensemble-based reanalysis probably provides
the best means of tackling the SWE estimation problem, at least retrospectively.
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Still, much work remains to be done as previous studies (e.g. Margulis et al., 2016;
Cortés and Margulis, 2017) have restricted themselves to the use of the Landsat
constellation. Several new satellite constellations, such as Sentinel-2, have re-
cently been launched. These could provide an ideal complement to the Landsat
constellation. In addition, it is well known that particle filters can be subject to
problems with degeneracy (van Leeuwen, 2009). As such, the quest for improved
ensemble-based snow reanalysis frameworks is still worth pursuing.

1.4 Aim and research objectives

The overarching aim of this thesis is to contribute towards a solution to the un-
solved problem of accurately estimating SWE anywhere on Earth (Dozier et al.,
2016). In this effort, I will restrict myself to what is arguably the most feasi-
ble current means of solving this problem for a seasonal snowpack, namely the
ensemble-based snow reanalysis approach. This is the aforementioned probabilis-
tic extension to snow reconstruction that was pioneered by Durand et al. (2008)
and subsequently refined by Girotto et al. (2014b) and Margulis et al. (2015).
In this approach, ensemble-based batch smoother schemes are used to assimi-
late fSCA satellite retrievals into a snow model so as to estimate SWE retrospec-
tively. The ensemble-based snow reanalysis approach is actually a framework
that is composed of multiple modular components, namely: a downscaling rou-
tine for atmospheric forcing, a snow model, fSCA satellite retrieval algorithms,
and finally ensemble-based data assimilation schemes. In this thesis, my aim is
to build such a framework and subsequently improve upon components of previ-
ously proposed frameworks. As is typical in modern science, my contribution is
incremental and by no means some kind of paradigm shift. It also remains to be
seen how contributing to solving a strictly retrospective SWE estimation problem
can aid in snow-related predictions.

Having established my aim, contributing to a retrospective solution to the SWE
estimation problem, I will outline the objectives that together will enable us to
address this lofty target. The research objectives of this thesis are:

1. To design a modular ensemble-based snow reanalysis framework that can
be employed anywhere on Earth where the snowpack is seasonal.

2. To implement a means of downscaling coarse-scale meteorological reanal-
ysis data to the desired hillslope-scale resolution of a snow model.
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3. To develop a simple snow model that can be run efficiently in ensemble-
mode while resolving the key physical processes that are relevant to most
seasonal snowpacks.

4. To probe our current capabilities of accurately retrieving fSCA from polar-
orbiting satellites with near-global coverage.

5. To put into practice various ensemble-based data assimilation algorithms,
evaluate their performance in terms of SWE reconstruction, and select the
most robust algorithm for the reanalysis framework.

When putting these objectives into practice my work will be focused on a few
key study areas where I have access to high quality independent validation data.
The main study area in this thesis is the Brøgger peninsula which is situated in the
north-western part of Spitsbergen island in the high-Arctic Norwegian archipelago
of Svalbard. Here, I have access to data from extensive manual snow surveys that
were conducted near peak SWE for several snow seasons (c.f. Figure 1.7). In ad-
dition, I employ time-lapse photography from an automatic camera system which
I use to create accurate high-resolution snow-cover maps that are employed to
validate satellite retrievals as well as results from the snow reanalysis framework.
I also benefited from the availability of snow depth data from the Bayelva climate
station (Boike et al., 2018). The reanalysis framework was also implemented in
the Mammoth Lakes Basin (MLB) in the Californian Sierra Nevada. Here, I had
access to LIDAR-derived snow depth and SWE retrievals from 11 ASO flights
spanning three snow seasons (2016, 2017, and 2018). In addition, the framework
was applied to several larger domains in the Swiss alps where we used station data
and retrievals from an airborne digital sensor for validation. We present results
from the Brøgger peninsula in paper I through III (Aalstad et al., 2018, 2019a,b),
results from the MLB in paper III (Aalstad et al., 2019b), and results from the
Swiss Alps in paper IV (Fiddes et al., 2019). The reanalysis framework has also
been tested out in the Spanish Pyrenees at the Izas catchment, and the Daisetsu
mountains (see Figure 1.17) in Hokkaido, Japan, however, these results are not
included in the papers.

This thesis is structured in a similar fashion to a scientific paper. First the method-
ology in Chapter 2 covers the different components of the reanalysis framework
in detail. Next, the results of the thesis are presented in the form of four papers,
the first of which (Aalstad et al., 2018) is published, the second (Aalstad et al.,
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2019a) is under review, the third (Aalstad et al., 2019b) is a manuscript that is
to be submitted, and the fourth, Fiddes et al. (2019), is also under review. The
thesis continues with Chapter 4 which offers a discussion and outlook where the
implications of the papers are discussed. This includes a presentation of thoughts
on what work remains to be done to improve snow reanalyses and extend their
applicability to other domains such as hydrological prediction. The thesis ends
with a conclusion in Chapter 5.

Figure 1.17: A 120 m resolution ensemble-based reanalysis of the 2016 snowpack over
the Daisetsu mountains in Hokkaido, Japan. Left: fSCA retrieved from Sentinel-2A on the
23.05.2016. Middle: Prior peak SWE estimate. Right: Posterior peak SWE estimate. Note
the similar patterns in the fSCA image and the posterior peak SWE image.
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Chapter 2

Methods

In this chapter, the methodology in the ensemble-based snow reanalysis frame-
work that was developed in Aalstad et al. (2018), Aalstad et al. (2019a), Aalstad
et al. (2019b), and Fiddes et al. (2019) is described in detail. This is a modu-
lar framework consisting of a routine to downscale forcing, a simple snow model,
techniques to retrieve fSCA from optical sensors, and ensemble-based data assim-
ilation schemes. The idea is that each component can be switched out and refined
without adversely affecting the remaining components. Herein, each component
that is currently implemented in the framework will be reviewed.

2.1 Forcing

Forcing fields are required to drive the surface energy and mass balance in snow
models. The fields required are typically the near-surface air temperature (T ),
wind speed (U ), precipitation (P ), specific humidity (q), incoming longwave ra-
diation (L↓), and incoming shortwave radiation (S↓). In this section, I will out-
line a methodology to downscale these fields from coarse-scale meteorological
reanalysis data to the resolution of the model grid. This methodology is based on
the TopoSCALE approach of Fiddes and Gruber (2014) which is a topographic
downscaling technique based on interpolation and various terrain corrections. It
does not require running any dynamical meteorological model (e.g. Gutmann
et al., 2016) and is as such an extremely computationally efficient downscaling
technique. Some of my implementation of TopoSCALE varies from Fiddes and
Gruber (2014) and so I have chosen to describe it here. The advantage with
TopoSCALE over other approaches (e.g. Girotto et al., 2014b; Rittger et al., 2016)
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is that it uses the vertical structure in meteorological reanalyses and thus avoids
the need to prescribe fixed lapse rates.

2.1.1 Input meteorological reanalysis data

As inputs to TopoSCALE we require a coarse meteorological reanalysis data
to downscale. In our work, we have primarily used the European reanalysis
(ERA) products from the European Center for Medium-Range Weather Forecasts
(ECMWF). In Aalstad et al. (2018), we used the ERA-Interim reanalysis (Dee
et al., 2011) which was downscaled based on TopoSCALE (Fiddes and Gruber,
2014) following the approach outlined in Østby et al. (2017). ERA-Interim is
available globally from 1979 up until today (2019, but it will be discontinued)
at 0.75◦ resolution and 6 hourly temporal resolution on 60 atmospheric pressure
levels from 1000 [hPa] to 0.1 [hPa]. In Aalstad et al. (2019b) and Fiddes et al.
(2019) (as well as in Yılmaz et al. (2019)) we used the ERA5 reanalysis product,
which is the successor of ERA-Interim. This fifth generation of global climate re-
analyses from ECMWF is available from 1950 up until today (2019) in near real
time at 0.25◦ spatial resolution and hourly temporal resolution on 137 atmospheric
pressure levels from the surface up to a height of 80 km. ERA5 was downscaled
following TopoSCALE as described briefly in Aalstad et al. (2019b), and it is this
procedure that I will describe in more detail herein.

Both ERA5 and ERA-Interim are available on surface levels (i.e. at the surface
of the reanalysis) and pressure levels (i.e. at various pressure levels up in the
atmosphere). These two level types must be downloaded separately. ERA5 is
available for download form the from the Copernicus Climate Change Service
(C3S), while ERA-Interim is available from ECMWF. The pressure levels must
be selected such that they encompass the topography of the area of interest (AOI).
In this selection, the barometric equation (derived assuming hydrostatic balance),
is quite useful for estimating the height z of a pressure level:

z = H ln(p0/p) (2.1)

where H ' 8 [km] is a typical scale height in the troposphere, p is the known
pressure at the level of interest and p0 ' 1000 [hPa] is the reference surface pres-
sure. The barometric equation can be used, with some wiggle room to account for
variations in meteorological conditions, to quite easily select the pressure level
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range of interest.

When downloading the coarse-scale reanalysis data, a bounding box is selected
that encompasses the AOI such that the centroids of the edge coarse-scale grid
cells lie outside the AOI. This is to avoid subsequent extrapolation. I will use the
subscript (·)c to denote coarse-scale variables from the reanalysis. The surface
file is three dimensional (horizontal and time) while the pressure level file is four
dimensional (horizontal, vertical, and time). From the three dimensional surface
level file, the following variables are extracted: the incoming shortwave radiation
at the surface (S↓c ), the incoming longwave radiation at the surface (L↓c), the near-
surface air temperature (Ta,c), the near-surface dew point temperature (Td,c), the
total precipitation (Pc), the geopotential height of the ERA topography (Zs,c), the
surface pressure (ps,c), and the exo-atmospheric shortwave radiation that is incom-
ing at the top of the atmosphere (S↓∞,c). From the four dimensional pressure level
file, the following variables are selected at the pressure levels neighboring that
of the AOI: the meridional wind component (vc), the zonal wind component (uc),
the air temperature (Tc), the relative humidity (RHc), and geopotential height (Zc).

To complement ERA5 at one of our study sites, Mammoth Lakes Basin in the
Californian Sierra Nevada, we employed precipitation fields from phase 2 of the
North American Land Data Assimilation System (NLDAS-2; Xia et al., 2012).
NLDAS-2 provides hourly precipitation at a resolution of 0.125◦ over the con-
tinental United States based on a gauge-based analysis that is corrected for oro-
graphic effects. This is the same precipitation forcing that was employed to great
effect for the Sierra Nevada snow reanalysis conducted by Margulis et al. (2016).
We employed this product because it has been shown that global reanalysis prod-
ucts tend to underestimate snow accumulation in the complex terrain of the Cal-
ifornian Sierra Nevada mountains (Wrzesien et al., 2017) whereas regional re-
analyses such as NLDAS-2 that can better account for orographically enhanced
precipitation should at least partly resolve this deficiency.

2.1.2 Deriving topographic parameters

To perform the topographic downscaling we need a series of topographic parame-
ters that determine the influence of the terrain on the near-surface meteorological
fields. The first parameter required to derive the remaining parameters was the
spatially distributed elevation field z = z(x, y) where x is the easting and y is the
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northing coordinate in a given UTM zone. Such a field is readily obtained from
digital elevation models (DEMs). These are of varying quality, resolution, and
spatial coverage. In our work we used the DEM generated by the Shuttle Radar
Topography Mission (SRTM; Farr et al., 2007). The SRTM DEM is available
globally at around 30 m resolution except for (absolute) latitudes exceeding 60◦.
For latitudes greater than 60◦N, the ArcitcDEM is an option worth considering
(Poster et al., 2018). Nonetheless, for the high-Arctic Brøgger peninsula site we
instead opted for a high-resolution (5 m) DEM from the Norwegian Polar Institute
(NPI, 2014). Before computing topographic parameters the elevation field from
the DEMs were aggregated (upscaled) to the coarser model resolution (either 100
m or 1 km) using spatial averaging.

The majority of the topographic parameters were subsequently derived based on
the work of Dozier and Frew (1990). The slope, θz, (in radians) was obtained
through

θz = arctan (|∇Hz|) , (2.2)

where the modulus of the horizontal gradient is

|∇Hz| =
√

(∂xz)2 + (∂yz)2 , (2.3)

in which the partial derivatives ∂xz and ∂yz are the directional gradients of the
elevation. The aspect, φz, (also in radians) was obtained as follows

φz = arctan

(−∂yz
−∂xz

)
. (2.4)

Numerically the double negative is important since the aspect is computed by call-
ing atan2(−∂yz,−∂xz). Note that (2.4) defines the aspect anticlockwise from
south in the range [−π, π] where south is 0. This is simply for the mathematical
convenience of having a conventional right handed coordinate system. For visu-
alization purposes, we would typically convert the aspect back to the traditional
bearing (clockwise from north) orientation. For both the slope and the aspect, the
partial derivatives representing the respective directional gradients were approxi-
mated through centered finite differences, i.e. for a grid (xi, yj) with centroids

xi = x1 + (i− 1)∆x and yj = y1 + (j − 1)∆y , (2.5)
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then
∂yz|(xi,yj) '

zi,j+1 − zi,j−1
2∆y

and ∂xz|(xi,yj) '
zi+1,j − zi−1,j

2∆x
, (2.6)

where typically the DEM grid is regular such that ∆x = ∆y.

Horizon angles, γz(φ), were determined as a function of binned azimuth angles
(φ) independently for each grid cell. I set the binned horizon angles γn to the max-
imum positive elevation angle inside each bin. If no positive elevation angle was
found γn was set to zero. Maximum elevation angles were determined for each
azimuth bin and grid cell using a naive brute force search algorithm. This is quite
an expensive search. In future implementations for larger domains it would be
worth investing in a more efficient algorithm such as the one presented in Dozier
et al. (1981). For economy, only Nh = 36 azimuthal horizon bins (i.e. 10◦ incre-
ments) were used. Consequently, the spatially varying sky-view factor, Vz, was
estimated following Žaksek et al. (2011) through

Vz = 1− 1

Nh

Nh∑

n=1

sin (γn) . (2.7)

The sky-view factor, as the name suggests, represents the fraction of the overlay-
ing sky hemisphere that is visible at a point on the surface. Dynamic (i.e., time
varying) solar geometry in the form of the solar zenith angle θ0 and solar azimuth
angle φ0 (defined in the same coordinate system as φz) was obtained from the
ephemeris routine in the PV_LIB toolbox (SNL, 2014). These were used to cal-
culate the dynamic local illumination angle (θi) through (Dozier and Frew, 1990)

θi = arccos (cos(θ0) cos(θz) + sin(θ0) sin(θz) cos(φ0 − φz)) , (2.8)

the local illumination angle is the angle that an incident solar beam makes with
the local surface normal (c.f. Fiddes and Gruber, 2014). The coarse-scale illumi-
nation angle is calculated analogously by accounting for the slope and the aspect
of the coarse-scale reanalysis grid. A dynamic local binary shadow mask δ is also
derived based on the horizon angles and the solar zenith angle as follows

δ =

{
1, if γ∗ < (π/2− θ0)
0, otherwise

, (2.9)

where γ∗ is the horizon angle for the bin corresponding to the current solar az-
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imuth angle. Essentially, equation (2.9) checks if the sun is above the horizon or
not, setting δ = 1 if it is and δ = 0 if it is not. An example visualization of some
of the derived topographic parameters is provided in Figure 2.1.

Figure 2.1: Topographic parameters derived at 30 m resolution for a 22 km2 area surrounding the
Izas catchment in the Spanish Pyrenees (UTM 30N). Northness (bottom left) is the cosine of the
aspect (as a bearing) which is 1 for north facing slopes and −1 for south facing slopes. Steepness
(bottom right) is the sine of the slope which is 0 for flat ground and 1 for completely vertical slopes.
The base LIDAR-derived DEM was obtained from the Spanish National Geographic Institute.

2.1.3 Topographic downscaling

Having access to the coarse-scale reanalysis fields and the high-resolution topo-
graphic parameters acquired by manipulating a DEM, we are ready to proceed
with the topographic downscaling algorithm TopoSCALE (Fiddes and Gruber,
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2014). In a first step, the altitude, zc, of the pressure levels at each time step is
computed using the relationship between geopotential height and altitude, i.e.

zc = Zc/g , (2.10)

where g ' 9.81 ms−2 is the acceleration of gravity at the Earth’s surface which
is (justifiably) assumed to be invariant in the troposphere (the lower '10 km of
the atmosphere) which we are concerned with. The coarse-scale elevation of the
topography in ERA is obtained analogously, i.e. zs,c = Zs,c/g.

Next all the variables defined on surface levels are horizontally interpolated onto
the higher resolution grid using bi-linear interpolation. These variables will nonethe-
less keep the subscript (·)c because most of them will still be subject to fur-
ther downscaling. Subsequently, the variables that are defined on pressure lev-
els (uc, vc, Tc,RHc) are downscaled using three dimensional linear interpolation.
That is to say, the pressure level variables defined on the three dimensional coarse
grid xc, yc, zc are interpolated onto the two dimensional surface z(x, y) which is
the elevation of the resampled high-resolution DEM. It is worth emphasizing that
the elevations zc will vary in both space and time since we are employing the
dynamic geopotential in the meteorological reanalyses. As such, this interpola-
tion is dynamic with both vertical and horizontal gradients varying from timestep
to timestep. This is in contrast to typical approaches where a fixed or possibly
seasonally varying lapse rate is applied to adjust temperature with elevation (e.g.
Girotto et al., 2014b; Rittger et al., 2016). Based on the downscaled wind field
(u, v) the near-surface wind speed U is computed in a standard fashion, i.e. as the
magnitude of the horizontal wind vector

U =
√
u2 + v2 . (2.11)

Similarly, the downscaled specific humidity is obtained from the downscaled near-
surface air temperature and near-surface relative humidity (defined with respect to
liquid water in meteorological reanalyses) using a long chain of standard hygro-
metric relationships (see Lawrence, 2005) as follows

q = w/(1 + w) , (2.12)
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where the water vapor mixing ratio w is obtained through

w = ε0e/(ps − e) , (2.13)

where ε0 = 0.622 is the the ratio of the molecular weights of water and dry air, ps
is the surface pressure obtained from Equation 2.28, e is the water vapor pressure
obtained through

e = RHes/100 , (2.14)

where the near-surface saturation water vapor pressure is obtained through the
Magnus formula

es = C1exp (A1T
′/(B1 + T ′)) , (2.15)

whereA1 = 7.625,B1 = 243.04◦C,C1 = 610.94 Pa and T ′ = T−T0 (where T0 =

273.15 K) is the downscaled temperature in ◦C. The coarse-scale horizontally
interpolated near-surface dewpoint temperature is converted to relative humidity
as follows:

RHc = 100exp

(
A1T

′
d,c − C2T

′
d,c −B1C2

B1 + T ′d,c

)
, (2.16)

where again T ′d,c = Td,c − T0 and

C2 = A1T
′
a,c/
(
B1 + T ′a,c

)
(2.17)

where again T ′a,c = Ta,c − T0. RHc is then used in (2.14) to obtain ec which is the
coarse-scale (but effectively horizontally interpolated) near-surface water vapor
pressure needed for the longwave calculations.

For the downwelling longwave radiation, the clear sky emissivity is diagnosed
using an empirical relationship after Konzelmann et al. (1994)

ε(clear) = 0.23 + x1 (e/T )x2 , (2.18)

where x1 = 0.43 and x2 = 5.7 following Gubler et al. (2012). The coarse-scale
clear sky emissivity ε(clear)

c is computed analogously. In addition, the coarse-scale
all sky emissivity is diagnosed through Stefan-Boltzmann’s equation, i.e.

ε(all sky)
c = L↓c/σsbT

4
c , (2.19)

where σsb = 5.67×10−8 W m−2 K−4 is the Stefan-Boltzmann constant. Assuming

46



that the coarse and downscaled cloud emissivity are the same, then the downscaled
downwelling longwave radiation is given by

L↓ = ε(all sky)σsbT
4 , (2.20)

where
ε(all sky) = ε(clear) +

(
ε(all sky)
c − ε(clear)

c

)
. (2.21)

Finally, the incoming longwave radiation is scaled to take into account terrain
effects as follows

L↓ ←− VzL
↓ + 0.5 (1 + cos(θz)) (1− Vz) εsσsbT0 , (2.22)

where εs = 0.99 is the surface emissivity (assumed to be equal to the snow emis-
sivity) and T0 = 273.15 K is the surface temperature which is for simplicity as-
sumed to be equal to the melting point. The first term in (2.22) accounts for terrain
occlusion of downwelling atmospheric longwave radiation while the second term
accounts for longwave radiation emitted by the surrounding terrain. The term in-
volving terrain slope that accounts for the terrain configuration is based on the
work of Dozier and Frew (1990). The notation ←− is algorithmic and sets the
left hand side of the arrow to the right hand side. The effects of a canopy on
radiative fluxes may also need to be accounted for (c.f. Link and Marks, 1999;
Garren and Marks, 2005). Here the fractional canopy covered area (fCCA) can be
obtained from ancillary sources such as the national land cover data base (NLCD;
Yang et al., 2018) for the US. A correction is then applied for the canopy cov-
ered part of each grid cell, and the final corrected radiative flux is the weighted
combination of the canopy-covered and open sky radiative flux as in Bair et al.
(2016). Thereby, the longwave radiation can be corrected for canopy absorption
and emission as follows

L↓ ←− fCCA
(
τcL

↓ + (1− τc)εcσsbT
4
)

+ (1− fCCA)L↓ , (2.23)

where τc is the canopy transmissivity (see Link and Marks, 1999), εc ' 0.96 is
the canopy emissivity (Garren and Marks, 2005), and T is the downscaled near-
surface air temperature which, for simplicity, is assumed to be equal to the tem-
perature of the canopy.

For the downwelling shortwave radiation, I present a modification to the approach
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in Fiddes and Gruber (2014) that corrects errors originating in the study of Ruiz-
Arias et al. (2010b) where Beer’s law is formulated incorrectly. To clarify, Ruiz-
Arias et al. (2010b) present the path length as being proportional to the cosine
of the solar zenith angle when in fact it is inversely proportional to this cosine.
As a first step, the coarse-scale (but already bi-linearly horizontally interpolated)
incoming shortwave radiation is split into a diffuse and a direct beam component.
This partitioning is performed based on the clearness index, kt, which is defined
as the ratio of surface to exo-atmospheric incoming shortwave radiation, i.e.

kt = S↓c /S
↓
∞,c . (2.24)

This clearness index is then used to compute the diffuse fraction, fdiff, based on
the following empirical double exponential relationship obtained by Ruiz-Arias
et al. (2010a)

fdiff = 0.952− 1.041exp (−exp(2.3− 4.702kt)) (2.25)

this is then used to diagnose the diffuse (S↓diff,c) and direct (S↓dir,c) components as
follows

S↓diff,c = fdiffS
↓
c and S↓dir,c = (1− fdiff)S

↓
c . (2.26)

Subsequently, S↓dir,c is vertically interpolated to the model grid using the following
relationship

S↓dir(z) = S↓∞,c

(
S↓dir,c(zs,c)

S↓∞,c

)p(z)/p(zs,c)

(2.27)

which I derive from Beer’s law in Appendix A. In (2.27), p(zs,c) is known and p(z)

can be obtained through the hypsometric equation (Wallace and Hobbs, 2006) as
follows

p(z) = p(zs,c)exp
(
−(z − zs,c)

H

)
(2.28)

where
H = RT/g (2.29)

is the scale height, in which R = 287 J kg−1 K−1 is the specific gas constant
for dry air, g is the already defined acceleration of gravity, and T is the mean
temperature of the layer between z and zs,c which I approximate through

T ' (T + Ta,c) /2 (2.30)
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where Ta,c is the horizontally interpolated coarse-scale near-surface air temper-
ature. Next, the local illumination angle and cast shadows are accounted for
through the following expression

S↓dir ←− S↓dir
cos(θi)

cos(θi,c)
δ (2.31)

where θi is the dynamic local illumination angle, θi,c is the dynamic coarse-scale
illumination angle, and δ is the dynamic local binary shadow mask. Details on
how to compute the topographic parameters were already provided. For simplic-
ity, TopoSCALE presently ignores incoming shortwave radiation that has been
reflected by the surrounding terrain, even though this can be a notable contri-
bution when the surroundings are snow-covered. Accurately accounting for this
effect would, however, require storing the dynamic albedo of the surroundings
somehow, which would slow down computations considerably. Instead, the effect
could simply be added as a correction term in a distributed snow model. The di-
rect shortwave radiation is also corrected for canopy extinction following Garren
and Marks (2005) through

S↓dir ←− fCCA
[
S↓direxp

(
− µchc

cos(θ0)

)]
+ (1− fCCA)S↓dir (2.32)

where hc is the height of the canopy and µc is the canopy extinction coefficient
(see Link and Marks, 1999).

The diffuse radiation is obtained by assuming negligible variation with elevation
and correcting for terrain obscuring effects as follows

S↓diff = VzS
↓
diff,c . (2.33)

The diffuse radiation is then corrected for canopy effects through (Garren and
Marks, 2005)

S↓diff ←− fCCA
[
S↓diffτc

]
+ (1− fCCA)S↓diff . (2.34)

where τc is the canopy transmissivity (see Link and Marks, 1999). Finally, the
downscaled incoming shortwave radiation is obtained by recombining the down-
scaled diffuse and direct components, i.e.

S↓ = S↓diff + S↓dir . (2.35)
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Figure 2.2: Topographically downscaled incoming shortwave radiation (left) and longwave ra-
diation (right) averaged over for the 2018 snow season (October 2017 - September 2018) at the
Mammoth Lakes basin in the Californian Sierra Nevada at 100 m resolution. The original coarse-
scale fields were obtained from the ERA5 meteorological reanalysis. This high elevation basin is
flanked by steep slopes on almost all sides and contains a relatively dense canopy in its center.

In the original TopoSCALE, precipitation is scaled according to monthly lapse
rates (following Liston and Elder, 2006) using the elevation difference between
the coarse-grid and the high-resolution model grid. I chose not to implement this
in my version of TopoSCALE as it is arguably a little too much of an ad-hoc ap-
proach. In Aalstad et al. (2018), the precipitation was instead downscaled as in
Østby et al. (2017) where a linear model for orographically enhanced precipitation
(c.f. Smith and Barstad, 2004) was employed. This approach has been shown to
be very promising for downscaling precipitation in complex terrain (Schuler et al.,
2008) and it would complement the ensemble-based reanalysis approach nicely.
The orographic downscaling of precipitation is currently not implemented in the
version of TopoSCALE described here that was used in Aalstad et al. (2019b) and
Fiddes et al. (2019). We do, however, plan to implement it as soon as possible.
Right now the only downscaling of precipitation is through the horizontal regrid-
ding to the higher resolution model grid using bi-linear interpolation.

TopoSCALE generates gridded hourly outputs of all the fields needed to drive a
snow model. So if the spatiotemporal domain is large and the spatial resolution
is high then the amount of data is quite considerable. This can make storing the
outputs of TopoSCALE quite demanding. It is nonetheless desirable to store the
outputs to avoid having to rerun TopoSCALE each time the model is called. To
alleviate this issue, I store all the TopoSACLE output variables as 16-bit integers
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by scaling them according to their dynamic range. Scale factors are provided
in the metadata that permit simple rescaling of the outputs to double precision
once they are to be used as inputs in a model. The idea is that one only needs
to keep in memory at double precision the forcing for the grid cells that one is
currently simulating. A brief evaluation of the outlined TopoSCALE routine is
shown in Figure 2.3. Note in particular how the scheme does a good job estimating
variables such as near-surface air temperature, but overestimates the wind speed
since boundary layer and terrain effects are ignored.

Figure 2.3: Evaluation of 30 m resolution topographically downscaled ERA5 data using 7 years
of in-situ data from the CUES site near the Mammoth Lakes basin (see Bair et al., 2018). All panels
show the TopoSCALE estimates versus observations. Marker color: scatter density (blue=low,
yellow=high); solid black line: linear-best fit line; dashed black line: 1-1 line. All fields are hourly
values to which a 1 day moving average has been applied.

2.2 Simple snow model

Here, I present the simple snow model (SSM) that we apply in Aalstad et al. (2018)
and Aalstad et al. (2019b). This model is simple in the sense that it was built
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to be parsimonious by only taking into account the dominant physical processes
(the mass and energy balance) that dictate the bulk behaviour of the snowpack.
This, in turn, allows the code to be completely vectorized permitting parallel runs
for a large ensemble (as many as 105 ensemble members were used in Aalstad
et al. (2018)) of model integrations. The model is largely based on the single
layer Utah Energy Balance (UEB; Tarboton and Luce, 1996) snow model. The
main simplification over UEB is that the simple snow model does not account for
the cold content of the snow (i.e. no prognostic snow temperature), and instead
assumes that the snowpack is always isothermal at 0◦C. This greatly simplifies the
computation of the surface energy balance and possible melt rates. It also means
that there are less concerns about numerical stability as no complex time stepping
schemes or iterations are needed. The presentation herein largely follows Aalstad
et al. (2018), but adds some new terms after Aalstad et al. (2019b) and is more
explicit in the formulation of the respective fluxes of mass and energy.

2.2.1 Energy balance

With the assumption of an isothermal snowpack fixed at 0◦C, i.e. ignoring the
cold content, the snowpack energy balance becomes

QM = Q∗R +QP −QE −QH −QG , (2.36)

where QM is the snowmelt flux, Q∗R is the global radiation, QE is the latent heat
flux, QH is the sensible heat flux, QG is the ground heat flux, and QP is the heat
advected by precipitation (solid or liquid). Here, the first two fluxes on the right
hand side of (2.36) are defined as positive when directed downwards towards the
snowpack, whereas the last three are defined as positive when directed away from
the snowpack. I will go through the formulation of the fluxes on the right hand
side of (2.36) term by term. The global radiation is approximated via

Q∗R = (1− αs)S↓ + L↓ − εsσsbT
4
0 (2.37)

in which the first term is the net incoming shortwave radiation (incoming−outgoing)
where αs is the snow albedo, the second term is the incoming longwave radiation,
and the final term is the outgoing longwave radiation (assuming a snowpack at
T0 = 273.15 K). The snow albedo is parametrized prognostically using the contin-
uous reset formulation of Dutra et al. (2010) as presented in Aalstad et al. (2018).
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The heat advected by precipitation is diagnosed following Tarboton and Luce
(1996) through

QP = PSciρwmin (T − T0, 0) + PR [Lfρw + cwρwmax (T − T0, 0)] (2.38)

where ci = 2100 Jkg−1K−1 is the specific heat of ice, Lf = 3.34×105 Jkg−1 is the
latent heat of fusion, and cw = 4180 Jkg−1K−1 is the specific heat of liquid water.
Total precipitation, P , is separated into rainfall, PR, and snowfall, PS , using a
linear temperature transition after You et al. (2014) as follows

PR = fRP and PS = (1− fR)P (2.39)

where the rain fraction, fR, is given by

fR =





1, if T > TR
T−TS
TR−TS , if TS < T < TR

0, otherwise

(2.40)

where TS = 272.15 K and TR = 276.15 K are the snow and rain thresholds which
are assumed to be constant for simplicity. Note that the heat advected by precipi-
tation is a relatively minor term, it is for example dwarfed by the latent heat flux
during rain on snow events.

Both of the turbulent heat fluxes are parametrized through a resistance approach
(see Foken, 2008) using Monin-Obukhov Similarity Theory (MOST) following
Westermann et al. (2016). Thereby, the latent heat flux is diagnosed through

QE =
ρaLv

rWa + rs
(q − qsi) (2.41)

where ρa is the air density (diagnosed with the ideal gas law), Lv = 2.5 × 106

Jkg−1 is the latent heat of vaporization, rs is the adjustable surface resistance
against evapotranspiration, rWa is the aerodynamic resistance for latent heat, q is
the near-surface specific humidity, and qsi is the specific humidity at saturation
with respect to ice at T0 = 273.15 K which is obtained as a function of surface
pressure using

qsi = wsi/(1 + wsi) (2.42)
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where the saturation mixing ratio is

wsi = ε0C1/(ps − C1) , (2.43)

which equals 0.004 for standard sea level pressure. The sensible heat flux is diag-
nosed analogously through

QH =
ρacp
rHa

(T − T0) (2.44)

where cp = 1005 Jkg−1K−1 is the specific heat of air at constant pressure. Recall
that T0 = 273.15 K is the assumed skin (and bulk) temperature of the snowpack,
whereas T is the downscaled near-surface air temperature. The aerodynamic re-
sistance can be obtained via

rH,Wa =
(
κu−1∗

) [
ln

(
h

z0

)
−ΨH,W

(
h

L∗
,
z0
L∗

)]−1
(2.45)

where κ = 0.4 is the Von Kármán constant, h = 2 m is the assumed hypothetical
measurement height, z0 = 0.001 m is the assumed roughness length for snow, and

u∗ = Uκ

[
ln

(
h

z0

)
−ΨM

(
h

L∗
,
z0
L∗

)]−1
(2.46)

is the friction velocity whereas

L∗ =
ρacpTu

3
∗

κg
[
Qh + ε0cp

Lv
TQe

] (2.47)

is the Obukhov length. The integrated stability functions are given by (e.g. Foken,
2008)

ΨM,H,W =

∫ ζ

0

[1− ϕM,H,W (ζ ′)] d ln ζ ′ (2.48)

where ζ = h/L∗ and ϕM,H,W are universal stability functions for momentum,
heat, and moisture given by MOST. I use the following stability functions (see
Westermann et al., 2016, and references therein) for unstable (ζ < 0) and neutral
(ζ = 0) conditions

ϕM = (1− 19ζ)−1/4 and ϕH,W = 0.95(1− 11.6ζ)−1/2 . (2.49)
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While for stable conditions (ζ > 0) I use the following functions

ϕM = 1 +
6.5ζ(1 + ζ)1/3

1− 3 + ζ
and ϕH,W = 1 +

5ζ(1 + ζ)

1 + 3ζ + ζ2
, (2.50)

to subsequently arrive at numerical look up table approximations for the integral
in (2.48) using these stability-dependent universal functions. Note that together
Equations (2.41), (2.44), (2.46), and (2.47) constitute a closed set of nonlinear
equations that I solve numerically to diagnose the turbulent heat fluxes. There
are limitations to the applicability of MOST tied to the underlying assumptions.
This is particularly the case under stable stratification where assumptions of flow
stationarity and homogeneity are prone to breakdown (Mahrt, 1999). Still, MOST
presents the best currently available parametrizations for diagnosing turbulent heat
fluxes in land surface models. Simpler alternative parametrizations based on the
bulk Richardson number are often applied in snow models (e.g. Essery, 2015).

The final term that needs to be diagnosed to be able to solve for the snowmelt
flux is the ground heat flux (QG). For areas where this flux is important, such as
permafrost regions, this is flux is parametrized during the ablation season as in
Aalstad et al. (2018) using an exponential decay formulation as follows

QG = Q0exp
(
−dHtm/z2E

)
(2.51)

where Q0 is the initial ground heat flux before the onset of the ablation, dH is
the thermal diffusivity of the ground, and zE is the effective depth of heat trans-
fer below the base of the snowpack, whereas tm is the current number of days
with melting conditions after peak accumulation. With the possible exception
of dH , the parameters in (2.51) are uncertain and should be estimated using e.g.
data assimilation or calibration techniques. With the remaining surface energy
balance terms diagnosed, we may now solve for the snowmelt flux which enters
into the mass balance. We typically diagnose the surface energy balance terms
at an hourly timescale which is the temporal resolution of the downscaled forc-
ing from TopoSCALE. The snowmelt flux may subsequently be aggregated to a
coarser (e.g. daily) temporal resolution. Note that this would not be possible if
we modeled the cold content (i.e. energy storage) of the snowpack.
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2.2.2 Mass balance

The mass balance is diagnosed through the net accumulation rate A (units ms−1)

A = PS + PR −M − E , (2.52)

were PS is the snowfall rate, PR is the rainfall rate, M is the snowmelt rate, and E
is the sublimation rate. The snowfall and rainfall rates have already been obtained
from (2.39). I set the rainfall rate to zero in cases where the accumulated melt
depth (to be defined) is non-zero, assuming that in such cases the snowpack has
reached its liquid water holding capacity. The snowmelt rate is obtained from the
snowmelt flux through

M = max
(
QM

ρwLf
, 0

)
, (2.53)

whereas the sublimation rate is obtained following Tarboton and Luce (1996)
through

E =
QE

ρwLs
, (2.54)

where Ls = 2.835× 106 Jkg−1 is the latent heat of sublimation.

The net accumulation rate is subsequently used to update the accumulated melt
depth, Dm, at time step n (timestamp tn) through

Dm,n+1 = max (Dm,n −An∆t, 0)H (µn) , (2.55)

where ∆t is the model time step (typically daily), H(x) is the alternative Heav-
iside function which equals 0 if x ≤ 0 and 1 otherwise, and µ is the peak mean
(i.e. spatial mean of the model grid cell) SWE so far in the snow season which is
diagnosed through

µn+1 = µn + max (An∆t−Dm,n+1, 0) . (2.56)

Given that we are only dealing with seasonal snowpacks, both the peak SWE and
accumulated melt depth are initialized as being zero at the start of the water year.
They are also reset to zero in cases that the fSCA becomes zero.
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2.2.3 Snow depletion curve

The fSCA is diagnosed as a function of peak mean SWE and the accumulated melt
depth using the probabilistic snow depletion curve (SDC) formulation of Liston
(2004). This formulation assumes that the peak subgrid SWE distribution, fP , is
a log-normal probability density function (PDF), i.e.,

fP (D|µ, χ) =
1

Dσ̃
√

2π
exp

(
−(ln(D)− µ̃)2

2σ̃2

)
, (2.57)

where µ̃ and σ̃ are the mean and standard deviation of the normally distributed
(log transformed) variable ln(D) which are related to the peak mean SWE and the
peak subgrid coefficient of variation χ = σ/µ (σ is the standard deviation of fP )
through

σ̃ =
√

ln(1 + χ2) and µ̃ = ln(µ)− 0.5σ̃2 . (2.58)

For clarification, fP dictates the spatial probability distribution of peak SWE
within a grid cell. Examples of distributions with different parameters are shown
in Figure 2.4. Important features of the log-normal distribution are that it has pos-
itive support (i.e. it is not defined for negative values) and positive skewness (i.e.
it has a tail to the right). This makes it well suited for modeling the peak subgrid
SWE distribution. Another common choice for this is the gamma distribution (e.g.
Kolberg and Gottschalk, 2006). As emphasized by Luce and Tarboton (2004) the
value selected for χ is much more important than the choice of parametric distri-
bution, provided that the distribution is skew with positive support. Note that as
χ→ 0 then fP is less skew and tends towards a Dirac delta function.

The probabilistic SDC formulation also assumes that subgrid melt rates are ho-
mogeneous, i.e. that the snowmelt flux is spatially uniform within each grid cell.
In such a case, the cumulative distribution function evaluated at Dm,n will give
the fractional snow-free area at time tn. Thereby, the fSCA is given by the com-
plementary cumulative distribution function, i.e.

fSCAn = 1−
∫ Dm,n

0

fP (D|µ, χ) dD =

∫ ∞

Dm,n

fP (D|µ, χ) dD . (2.59)

Since fP is log-normal this has a simple analytical solution given by

fSCAn =
1

2
erfc (Zm,n) (2.60)
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Figure 2.4: log-normal peak subgrid SWE distributions, fP , as a function of subgrid SWE depth
D with different values for the peak mean SWE, µ, and the coefficient of variation χ.

where erfc is the complementary error function (available as a native function in
many programming environments) and

Zm,n =
ln(Dm,n)− µ̃√

2σ̃
. (2.61)

The SDC formulation is also used to diagnose the subgrid mean SWE at time tn,
Dn, through

Dn =

∫ ∞

Dm,n

(D′ −Dm,n) fP (D′|µn, χ) dD′ (2.62)

which has the following analytical solution

Dn =
1

2
exp

(
µ̃+

1

2
σ̃2

)
erfc

(Zm,n − σ̃√
2

)
− fSCAnDm,n . (2.63)
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To account for the infinite tail in fP , I define the disappearance of the snowpack
as when fSCA< 0.01 in which case fSCA, µ, Dm, and D are set to zero.

2.2.4 Model evaluation

Given the many simplifying assumptions made in the model, particularly not ac-
counting for compaction or heat conduction within the snowpack, I performed a
brief evaluation to gauge the effect of these simplifications. In the evaluation I
compared the SWE simulated by SSM to results from the more detailed multi-
layer (3 layers) factorial snowpack model (FSM; Essery, 2015) and observations
at the Col de Porte site (c.f. Lejeune et al., 2019) in France for the 2006 snow sea-
son. In the evaluation, both FSM and SSM were forced by meteorology that was
observed in-situ as opposed to downscaled reanalysis data to reduce the effect of
forcing error. As can be seen in Figure 2.5, at least for this site, when the forcing
is near perfect SSM is able to simulate the evolution of the SWE just as well as the
FSM. In fact, it even outperforms or at least matches FSM for all the evaluation
metrics considered. I do not expect this to be the case in general, given that FSM
accounts for more physical processes, but it is promising that SSM can perform
so well despite its simplicity.

Figure 2.5: Performance of the simple snow model (SSM) relative to the more detailed factorial
snowpack model (FSM; Essery, 2015) and observations at the Col de Porte site for the 2006 snow
season. Left: Time series of SWE for the 2006 snow season. Right: Scatter plots (FSM in blue,
SSM in red) of modeled vs. observed SWE, the 1:1 line is shown in black and the linear best fit
lines are shown in blue (FSM) and red (SSM).

59



Recall that the major source of uncertainty in snow modeling is typically the hy-
drometeorological forcing (Raleigh et al., 2015). As such, the philosophy behind
the SSM is rather to spend computational resources on the ability to run a large
ensemble to allow for data assimilation that can constrain this uncertainty. This is
as opposed to running a deterministic run with many physical processes but with
erroneous forcing. We know that some physical processes such as the cold content
are not always that important. Recall that it takes 160 times more energy to melt a
given volume of ripe snow than it does to raise the snow temperature by 1 degree.
So the latent heat sink during the snowmelt is typically much more important than
the cold content. Of course, accounting for the cold content is important when
simulating heat conduction in the snowpack to explicitly couple it to the under-
lying ground or for avalanche prediction. In the future, I envisage that SSM will
adopt many of the features present in intermediate complexity snow models such
as FSM. At the same time, I do not see SSM morphing into a fully fledged detailed
snow model with tens or even hundreds of layers such as Crocus (Vionnet et al.,
2012) or SNOWPACK (Bartelt and Lehning, 2002).

2.3 Optical remote sensing of snow

The next ingredient in ensemble-based snow reanalysis is the optical satellite re-
mote sensing of snow where our main objective is the retrieval of fSCA. Presently,
there exists many optical satellite sensors that can obtain multispectral imagery
from which fSCA can be retrieved. We are primarily concerned with polar orbit-
ing, rather than geostationary, satellites as these can provide near global coverage.

Optical sensors sense the upwelling solar radiance that has been reflected at some
point in its passage from the top of the atmosphere down towards Earth’s surface.
Using knowledge of the incoming exo-atmospheric solar radiance this can be con-
verted to a top of the atmosphere reflectance. Through atmospheric corrections,
this can in turn be used to estimate the surface reflectance. For the purposes of
this thesis, I will primarily be concerned with the two types of satellite derived
reflectances, namely the the top of the atmosphere reflectance and the surface
reflectance. According to Schaepman-Strub et al. (2006) satellite measurements
of reflectance closely correspond to Hemispheric-Directional Reflectance Factors
(HDRFs), although strictly speaking they are Hemispheric-Conical Reflectance
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Factors (HCRFs).

Traditionally it is mainly MODIS and Landsat that have been employed for snow
reconstructions. In this thesis I build on this by complementing the multispectral
images from these with more imagery from recently launched satellite constella-
tions such as Sentinel-2, PlanetScope, and RapidEye. In this section, I will first
review the key spectral properties of snow, then I outline the characteristics of the
optical satellite sensors that I have employed, and finally I present the techniques
used to retrieve fSCA from these sensors.

2.3.1 Spectral signature of snow

A key aspect that is exploited in the fSCA retrieval algorithms is the unique spec-
tral signature of snow: it is white in the visible part of the electromagnetic spec-
trum, but surprisingly colorful in the infrared (Dozier et al., 2009). Provided that
the snowpack can be considered semi-infite, i.e. provided that it is deep enough
(5-10 cm), then the underlying surface will have no effect on the reflectance and
the reflectance will provide a ’pure’ snow signal (Dozier, 1989). Impurities in the
snowpack may nonetheless adversely effect the snow spectrum. In this thesis, for
simplicity, these impurities are ignored even though they may be very important
radiative forcing contributions due to their darkening effect (e.g. Flanner et al.,
2007; Skiles et al., 2018). Techniques do exist to retrieve impurity concentration
in the surface layer of the snowpack (Painter et al., 2012).

To derive snow reflectance spectra I employ the Snow, Ice, and Aerosol Radia-
tive (SNICAR) model originally developed by Flanner et al. (2007) and recently
refined by He et al. (2018). For simplicity, I use the default version of SNICAR
which assumes spherical snow grains. SNICAR models a multilayer two stream
radiative transfer within the snowpack using optical properties derived from Mie
theory (see He et al., 2018, and references therein). In this way, SNICAR sim-
ulates the spectral reflectance of snow as a function of both effective snow grain
radius and solar zenith angle (see Figure 2.6). The spectral reflectance of snow
increases as the solar zenith angle increases (solar elevation angle decreases) due
to the strong forwards scattering properties of snow (Dozier et al., 2009). In ad-
dition, the reflectance decreases as the snow metamorphoses and the grain radius
increases.
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Figure 2.6: Examples of reflectance spectra for snow (in blue) obtained from the SNICAR
radiative transfer model (He et al., 2018) for different effective snow grain radii (re) and solar
zenith angles (θ0) as well as reflectance spectra for vegetation (grass), soil (pale brown silty clay
loam) and rock (gray sandstone) obtained from the JPL spectral library (Baldridge et al., 2009).

I also obtained theoretical reflectance spectra for hundreds of other natural sur-
faces from the JPL spectral library (Baldridge et al., 2009) which is based on a
combination of modeling, laboratory, and field measurements. A representative
subset of these is also shown in Figure 2.6. We note how both soil and rock spec-
tral reflectances tend to increase with wavelength from the visible in to the near
infrared and shortwave infrared. Vegetation spectra also increase from the visible
to the near infrared, but they drop off again towards the shortwave infrared. The
snow spectra are quite different as they peak near unity in the visible and drop off
quite steadily into the near infrared to near zero in the shortwave infrared. In this
sense, the spectral signature of snow is different from most other naturally occur-
ring surfaces. The fact that snow is nearly opaque in the shortwave infrared can
also help discriminate snow from clouds, which are otherwise spectrally similar
in the visible and near infrared (Painter et al., 2009). Still, certain ice clouds re-
main spectrally quite similar to snow even in the shortwave infrared which makes
automated cloud/snow discrimination challenging (Musial et al., 2014; Selkowitz
and Forster, 2016). Note that it is the spectral signature of snow that I exploit
in false color imagery in this thesis when I visualize the shortwave infrared band
as red, the near infrared band as green, and the red band as blue. With such a
band combination snow will stand out as a relatively unique turquoise (due to
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the low shortwave infrared reflectance, but relatively high red and near infrared
reflectance) with most other surfaces appearing in different colors.

2.3.2 Optical sensors

In my work I have employed multispectral satellite imagery from a variety of op-
tical sensors: the Moderate Resolution Imaging Spectroradiometer (MODIS) on-
board the Aqua and Terra satellites, the Enhanced Thematic Mapper Plus (ETM+)
on-board the Landsat 7 satellite, the Operational Land Imager (OLI) on-board the
Landsat 8 satellite, and the MultiSpectral Instrument (MSI) on-board the Sentinel-
2A and Sentinel-2B satellites. These sensors all have bands in the shortwave
infrared, making the discrimination of snow from other natural land surfaces rel-
atively simple provided that a satellite pixel is either snow-free or completely
snow-covered. The spectral properties of these sensors, i.e. the spectral response
functions for each of the bands that I employed, are displayed in Figure 2.11. For
each of these sensors I used the following six bands: blue (∼ 0.49 µm), green
(∼ 0.56 µm), red (∼ 0.66 µm), near infrared (∼ 0.83 µm), shortwave infrared
1 (∼ 1.6 µm), and shortwave infrared 2 (∼ 2.2 µm). I also complemented im-
agery from these sensors with higher resolution imagery from the PlanetScope
and RapidEye constellations. These latter constellations only have bands in the
visible and the near infrared, but not in the shortwave infrared, thus requiring dif-
ferent techniques for the retrieval of snow-cover. Here, I will briefly review the
key characteristics of each of these sensors.

MODIS, operated by the National Aeronautic and Space Administration (NASA),
is currently in polar orbit on-board the Aqua and Terra satellites and delivers mul-
tispectral imagery in 36 bands from 0.4 µm through to 14.4 µm in a wide swath.
Terra was launched in December 1999 whereas Aqua was in May 2002. Thereby,
MODIS has been delivering an invaluable climate data record for almost 20 years.
Thus, this record may now be exploited to perform investigations of the climato-
logical evolution of the snowpack over the last two decades (e.g. Bormann et al.,
2018; Yılmaz et al., 2019). As previously noted, we are primarily interested in
the bands that span the visible through to the shortwave infrared (up to∼ 2.2 µm)
part of the electromagnetic spectrum (henceforth VSWIR). Given its wide swath
the equatorial revisit period of the MODIS sensor at the equator is quasi daily
for both Terra and Aqua, such that when these two satellites are combined the
revisit period is sub-daily particularly at higher latitudes. In the VSWIR MODIS
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Figure 2.7: MODIS false color image showing the entire h18v01 tile (roughly 1.4 million km2)
that covers most of the Svalbard archipelago (top center) and the northern tip of mainland Norway
(bottom left). This image is based on the MOD09GA (version 6) surface reflectance product.

delivers imagery at an effective ground sample distance (GSD) of approximately
500 m for all bands (250 m for the red and near infrared band). Of the sensors
employed in this study, MODIS has the coarsest GSD. Nonetheless, the daily re-
visit period and the high number of bands (resulting in quite reliable cloud masks)
have made MODIS an ideal sensor for developing operational snow-cover prod-
ucts (Painter et al., 2009; Riggs et al., 2017). An example MODIS image has been
included in Figure 2.7. I employ versions 5 and 6 of the MODIS snow-cover prod-
uct (MOD10A1; Riggs et al., 2017), version 6 of the MODIS surface reflectance
product (MOD09GA; Vermote and Wolfe, 2015), and the MODIS Snow Covered-
Area and Grain size (MODSCAG; Painter et al., 2009) product.
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Figure 2.8: Example false color imagery from Landsat 7 ETM+ (right) and Landsat 8 OLI
(left) over the Tuolumne basin in the Californian Sierra Nevada. The stripes in the ETM+ image
show the scan line corrector failure. These images are based on the level 1 top of the atmosphere
reflectance products from OLI and ETM+. For information, the axis ticks are 10 km apart.

The Landsat program, whose satellite’s have been in orbit since 1972, is a joint
venture between the NASA and the U.S. Geological Survey (USGS) to survey
Earth’s land areas. The ETM+ and OLI sensors on-board Landsat 7 and Land-
sat 8, respectively, share similar characteristics to the earlier Landsat instruments
such as the Thematic Mapper (TM) on-board Landsat 4 and Landsat 5 which are
no longer in orbit. All these sensors provide VSWIR imagery at an effective GSD
of 30 m with a 16 day repeat period at the equator. Landsat 7 was launched in
April 1999 such that ETM+ has been in orbit for over 20 years. Unfortunately,
the scan line corrector of the ETM+ sensor has not been working since 2003 such
that much of the ETM+ is corrupted with gaps. Only the central part of each
ETM+ tile is gap free, and the gaps (stripes) become more severe towards the
edges of each tile. Nonetheless, ETM+ still provides a valuable data record that
has been successfully employed to map snow-cover (e.g. Selkowitz and Forster,
2016). Landsat 8 was launched in February 2013 meaning that OLI has been in
orbit for over 6 years, complementing ETM+ after the failure of its scan line cor-
rector. OLI has considerably higher radiometric resolution (i.e. it has narrower
spectral response functions) than ETM+, making OLI better able to detect fine
scale spectral features. The Landsat constellation has a long history of use in
snow reconstruction (e.g. Cline et al., 1998) forming an integral component of the
recently conducted Sierra Nevada snow reanalysis (Margulis et al., 2016). Com-
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pared to MODIS, these Landsat sensors provide imagery at a significantly higher
spatial resolution at the cost of a coarser temporal resolution (lower acquisition
frequency). I employ the level 1 top of the atmosphere reflectance product and the
level 2 surface reflectance product from both ETM+ and OLI (c.f. Vermote et al.,
2016). Example false color imagery using top of the atmosphere reflectances in
the shortwave infrared (1.6 µm band), near infrared, and red band from ETM+
and OLI is shown in Figure 2.8.

Figure 2.9: Example false color imagery from Sentinel-2B MSI over the Brøgger peninsula in
the Svalbard archipelago. This image is based on the level 2 surface reflectance product. For scale,
the x-axis tick marks are 5 km apart while the y-axis tick marks are 2 km apart.

The Sentinel-2 satellites are operated by the European Space Agency (ESA) as
part of the European Union’s Copernicus Program to monitor land areas and
coastal waters. The MSI sensor on-board the Sentinel-2 satellites is quite similar
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to the Landsat sensors in that it provides higher resolution imagery than MODIS
but at a somewhat coarser temporal resolution (Drusch et al., 2012). In particular,
MSI provides multispectral imagery at an effective GSD of 20 meters (10 me-
ters for the visible and near infrared bands) and the Sentinel-2A and Sentinel-2B
twin satellites both have an equatorial revisit period of 10 days. So, combining
Sentinel-2A and Sentinel-2B, MSI has a revisit period of only 5 days over the
equator which is a marked improvement over the Landsat constellation. In polar
regions, where the orbits converge, this revisit period is considerably lower. The
data record is, however, considerably shorter than that of the Landsat constella-
tion given that Sentinel-2A was launched in June of 2015 and Sentinel-2B was
launched in March of 2017. Nonetheless, the Sentinel-2 satellites are remark-
ably complementary to the Landsat constellation and are intended to continue to
provide temporally dense high-resolution imagery for several years to come. I em-
ploy the level 1 top of the atmosphere reflectance product and the level 2 surface
reflectance product from Sentinel-2 MSI (c.f. Richter et al., 2012; Müller-Wilm,
2018). An example Sentinel-2 MSI false color image is shown in Figure 2.9.

Figure 2.10: Example true color imagery from the RapidEye (left) and PlanetScope (right)
constellation over the Mammoth Lakes basin in the Californian Sierra Nevada. These images are
based on the level 1 top of the atmosphere reflectance products from RapidEye and PlanetScope.
For information, the axis ticks are 1 km apart.
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I also employ imagery from the RapidEye and PlanetScope satellite constellations
that are currently operated by the private company Planet (Planet Team, 2019).
The PlanetScope constellation is a collection of around 150 optical miniaturized
satellites (c.f. Kääb et al., 2019) whereas the RapidEye constellation is made up
of 5 optical satellites. The PlanetScope and RapidEye constellations are both in
near-polar orbit and deliver imagery in visible (RGB) and near infrared bands at
a pixel resolution of 3 m and 5 m, respectively. As of 2017, PlanetScope delivers
daily imagery for most of our planet’s land areas, whereas RapidEye has been
delivering imagery at irregular intervals since its launch in 2008. The sensors in
both the RapidEye and PlanetScope constellation are currently not able to sense
in the shortwave infrared part of the spectrum, making snow/cloud discrimination
even more challenging than with the previously discussed constellations. Example
true color imagery from RapidEye and PlanetScope is shown in Figure 2.10.

2.3.3 Retrieving fSCA

Here I briefly summarize several techniques that can be used to retrieve fSCA
from VSWIR and visible near infrared (VNIR) satellite imagery. Note that in
Aalstad et al. (2019a) we provide a thorough evaluation of several different tech-
niques used to retrieve fSCA from multiple optical satellite sensors. Some of
these techniques were also employed in the earlier study of Aalstad et al. (2018).
This section provides a summary of the material covered in more depth in Aalstad
et al. (2019a), and also lends some more detail as to how fSCA was obtained from
the VNIR imagery from PlanetScope and RapidEye used in Aalstad et al. (2019b).

For VSWIR imagery the fSCA retrieval techniques exploit the aforementioned
spectral signature of snow, i.e. the strong decrease in reflectance from the visible
to the shortwave infrared part of the electromagnetic spectrum over snow-covered
surfaces. The most straightforward way to characterize this signature is to employ
the normalized difference snow index (NDSI) defined as (Dozier, 1989)

NDSI =
rGreen − rSWIR1

rGreen + rSWIR1
, (2.64)

where rGreen is the reflectance in the green band and rSWIR1 is the reflectance in the
shortwave infrared 1 band. In general these may either be top of the atmosphere
or surface reflectances. The work of Aalstad et al. (2019a) indicates that the type
of reflectance used should not make much of a difference, although correcting for
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Figure 2.11: Spectral response functions for the bands of most of the sensors employed in this
work. The six bands used are the blue (∼ 0.49 µm, blue curve), green (∼ 0.56 µm, green curve),
red (∼ 0.66 µm, red curve), near infrared (∼ 0.83 µm, yellow curve), shortwave infrared 1 (∼ 1.6
µm, turquoise curve), and shortwave infrared 2 (∼ 2.2 µm, purple curve). The launch date, equa-
torial repeat period, and (maximum) ground sampling distance is shown in the title of each panel.
Note that the spectral response functions here have been normalized by their maximum values (i.e.
they are not probability densities). The response functions were obtained from EUMETSAT.
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topographic effects on the reflectance can be important in complex terrain (see
Meyer et al., 1993). The NDSI will be large (closer to unity) for snow-covered
pixels and will tend to zero or even negative values for other surfaces (see Fig-
ure 2.6). Note that the NDSI is defined relatively analogously to the normalized
difference vegetation index

NDVI =
rNIR − rRed

rNIR + rRed
, (2.65)

where rRed is the reflectance in the red band and rNIR is the reflectance in the near
infrared band. The NDVI is used to map vegetation by exploiting the fact that
vegetation is relatively opaque in the red part of the spectrum but highly reflective
in the near infrared. I will return to the NDVI when I set out how to map snow
from VNIR imagery.

The simplest way to obtain fSCA using the NDSI is just to set a pixel-specific
threshold. Typically a threshold of τNDSI = 0.4 is used (Hall et al., 2002; Gascoin
et al., 2015; Wunderle et al., 2016), such that pixel-wise binary ’fSCA’ is given a
binary value as follows

fSCA =

{
1 if NDSI > τNDSI

0 otherwise
. (2.66)

Although a threshold of 0.4 is widely employed it may not necessarily be the
optimal threshold for a specific scene, as emphasized by Yin et al. (2013) and
Härer et al. (2018). Adaptive segmentation methods such as the technique of Otsu
(1979), which is based on minimizing the intra-class variance, may provide au-
tomatic means of improving the threshold selection. Nonetheless, Aalstad et al.
(2019a) did not find any significant improvement when using an automatic adap-
tive as opposed to fixed NDSI threshold. Additional thresholds may also be set
on bands to account for clouds or shadows (see Aalstad et al., 2019a). Once the
fSCA has been set at the pixel level using thresholding rules such as (2.66) then
the fSCA is upscaled to the snow model resolution (typically in the range 100 m -
1 km) through spatial averaging of the binary fSCA pixels. Obviously such sim-
ple thresholding techniques would not be suitable when using MODIS where the
pixel resolution is already 500 m, since this would entail resolving the fSCA in
increments of 0.25 at a model resolution of 1 km. Instead, this binary threshold-
ing is more suitable for use with higher resolution satellite imagery such as that
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from the Landsat and Sentinel-2 constellations. A generic problem with binary
thresholding is the fact that it is binary and so it will not accurately account for
mixed pixels, that is to say pixels that are partly snow-covered.

A simple way to alleviate the mixed pixel problem is to employ a linear regression
on the NDSI (see Salomonson and Appel, 2004). Here, the fSCA is estimated for
each pixel as a linear function of the NDSI as follows

fSCA = β1NDSI + β0 , (2.67)

where the βi are regression coefficients. These coefficients can be estimated by re-
gressing MODIS NDSI against fSCA derived by a more accurate technique, such
as using higher resolution satellite imagery, and then inverting the relationship.
The work of Salomonson and Appel (2004) suggests β1 = 1.45 and β0 = −0.01

as appropriate values when using MODIS. It is this kind of relationship that was
employed in version 5 of the MOD10A1 MODIS snow-cover product. The rela-
tionship can also be used to obtain fSCA from the newer version (collection) 6
of the MOD10A1 product which provides NDSI values (see Riggs et al., 2017).
Moreover, this simple linear regression approach can be applied to higher resolu-
tion imagery as a simple way to deal with the mixed pixel problem, given that we
would expect pixels with a higher fSCA to also have a higher NDSI regardless of
the spatial resolution.

Arguably the most elegant and physically-based way to deal with the mixed pixel
problem when retrieving fSCA is the use of spectral unmixing (SU; Keshava and
Mustard, 2002). The use of unmixing for fSCA retrieval was pioneered by Nolin
et al. (1993) and has since been applied on a number of occasions (e.g Vikhamar
and Solberg, 2003; Sirguey et al., 2009; Painter et al., 2009; Cortés et al., 2014).
It is worth highlighting that products such as binary snow-extent are arguably
not that meaningful given that areas with seasonal snow regularly present mixed
pixels as opposed to fully snow-covered pixels even during winter. Reporting a
pixel as either fully snow-covered or not snow-covered is not only unrealistic,
but it can also lead to bias upon aggregation. The SU approach accounts for
the fact that a pixel can contain multiple surfaces, or endmembers as they are
called in the unmixing approach. This is done by a priori stipulating a series
of possible endmembers with known reflectance spectra and hypothesizing that
the observed reflectance in each band is the result of a (linear) combination of
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these endmembers. Mathematically we may express this as follows (Aalstad et al.,
2019a)

a? = argmin
a

∣∣∣∣M · a− r

∣∣∣∣
2

subject to a ≥ 0 and 1T · a = 1 , (2.68)

where
∣∣ ·
∣∣ is the `2-norm, the Nb × Nm (number of bands times number of end-

members) matrix M contains the theoretical reflectances for each endmember
(columns) averaged to the bands of the sensor in question (rows), the Nm × 1

vector a contains the fractional abundances of each endmember, the Nb×1 vector
r contains the retrieved surface reflectances in each band, and 1T is a 1×Nb vector
of ones. The physical constraints on the fractional abundances of the endmembers
are the abundance non-negativity constraint and the abundance sum-to-one con-
straint. Note that (2.68) is a constrained least squares problem and not an exact
inversion of the form a = M−1r because the matrix M is typically rank deficient
(i.e. the columns are not linearly independent) and so it is not invertible even when
it is square (Nb = Nm).

Figure 2.12: Left: Sentinel-2A MSI false color image over a 22 km2 area surrounding the Izas
catchment sensed on the 16.04.2017. Right: fSCA map (black is bare, gray is partially snow-
covered, and white is fully snow-covered) retrieved using spectral unmixing on the same image.

A widely used technique to solve the fully constrained least squares linear SU
problem in (2.68) in practice is provided by Heinz and Chang (2001). The solution
will nonetheless depend on how the matrix M is designed, i.e. which endmember
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spectra are used. In my case, I specify the non-snow endmember spectra based
on knowledge of the study area in question, typically assigning one rock, one soil,
and one vegetation endmember. It is of course possible to implement more so-
phisticated automated techniques for endmember selection, but this will increase
the computational cost. For the snow endmembers, I use the previously intro-
duced SNICAR radiative transfer model (Flanner et al., 2007; He et al., 2018).
Snow spectral reflectance depends on the solar geometry, but this can be set a
priori based on the sensing time and location. As in Cortés et al. (2014) I ignore
azimuthal effects, since these are not expected to be large for near-nadir looking
sensors such as those on-board Landsat and Sentinel-2. Thus, the snow spectra
to be considered are set by the local solar zenith angle at the scene sensing time.
The snow grain radius remains a free parameter, and as is in Painter et al. (2009) I
loop over all the radii in my look up table and find the snow endmember spectrum
that provides the lowest misfit. That is to say, I minimize the solution |M · a?− r|
over all snow grain radii. Thus, the constrained least squares problem in (2.68)
has to be solved for each possible grain radius in the look-up table. Nonetheless,
the unmixing technique is still relatively computationally efficient and it is easy to
envisage means to speed it up further. When employing SU it is important to use
surface reflectance products from satellites since the theoretical endmember spec-
tra in the matrix M are typically surface reflectances. Once an optimal abundance
solution has been found, the fSCA is simply the snow endmember abundance. An
example of a spectrally unmixed image is provided in Figure 2.12.

Figure 2.13: Left: Sentinel-2A MSI false color image over the Brøgger peninsula sensed on the
31.07.2017 at 12:47:03Z. Right: A shadow mask (black areas are shadows) derived independently
for the same scene based on a DEM and solar geometry obtained from an ephemeris.

73



For PlanetScope and RapidEye imagery, which lack a shortwave infrared band,
SU is not feasible. Instead I employ a two-step approach based on image seg-
mentation and the NDVI inspired by the Fmask algorithm of Zhu and Woodcock
(2012). In the first step, I start by computing the whiteness which I define as
the mean visible top of the atmosphere reflectance. I then derive a scene specific
whiteness threshold (bounded below by 0.3) using the segmentation technique of
Otsu (1979). Any pixels with a whiteness exceeding this threshold are flagged as
being potentially snow-covered. Because bright surfaces other than snow, such
as bright rocks or sand, may exist in a scene I perform a second step where only
the potential snow pixels with an NDVI less than 0.2 are finally flagged as snow-
covered. The reason I use a low positive threshold on the NDVI is that rocks
and sand typically have a positive spectral slope in the red to near-infrared range
whereas snow has a negative spectral slope in this range.

Shadows can be a problem for the fSCA retrieval algorithms, since their darken-
ing effect may hide the spectral signature of snow even over fully snow-covered
pixels. As such, for deeply shadowed pixels it may be difficult to determine if
the pixel is fully (or partially) snow-covered or completely bare. Fortunately, it is
quite straightforward to diagnose the extent of cast shadows at the satellite scene
sensing time by combining a DEM with a solar geometry from an ephemeris. For
this purpose, I employ the TopoToolbox (Schwanghart and Scherler, 2014) using
solar geometry obtained from the ephemeris in the SNL (2014) toolbox. The frac-
tional shadow-covered area for each pixel is then stored, and upon aggregation
the fSCA retrieval for a model grid cell is ignored if the aggregated fractional
shadow-covered area exceeds a certain threshold (typically 25%). An example of
one of the derived shadow masks is shown in Figure 2.13.

As mentioned, it is necessary to aggregate from the retrievals from the finer scale
of the satellite pixels to the coarser model resolution (typically 100 m - 1 km).
For this aggregation I employ a weighted spatial averaging approach called area
weighted averaging. As the name suggests, this is a simple weighted average
where each pixel is weighted by the fraction of its area that overlaps with the
model grid cell in question. These weights are normalized to sum to one to ensure
a proper averaging procedure. The number of pixels contributing to a model grid
cell will depend on the model resolution as well as the satellite sensor employed.
Running the snow model at 1 km resolution and using MODIS fSCA retrievals,
there would be between 4 and 9 MODIS pixels contributing to each model grid
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cell. If, instead, Sentinel-2 fSCA retrievals were employed at the same resolution
there would be roughly 104 pixels contributing to the retrieved fSCA for a 1 km
model grid cell. One obvious reason for preferring higher resolution imagery is
that random errors cancel out when aggregated in larger numbers. Systematic
error (i.e. bias), on the other hand, does not cancel out upon aggregation. In this
section, I have briefly shown how fSCA can be retrieved using different algorithms
for different sensors, and how these retrievals can be aggregated (upscaled) to the
desired model resolution.

2.4 Data assimilation

The final step in the ensemble-based snow reanalysis framework is data assim-
ilation (DA) which brings the forcing, the simple snow model, and the satellite
retrievals together. Figure 2.14 shows how DA fits into the workflow of the gen-
eral snow reanalysis framework. I noted already in the introduction how data
assimilation should be viewed as a framework for combining models with data
(i.e. some form of observation). The term ’data assimilation’ comes from the fact
that it is an approach to assimilate (i.e. ingest) observational data into a mech-
anistic model of some sort. In their sublime tutorial, Wikle and Berliner (2007)
define DA informally as "work in progress" and more formally as "an approach
for fusing data (observations) with prior knowledge (e.g. mathematical represen-
tations of physical laws; model output) to obtain an estimate of the distribution of
the true state of a process." A recent overview of the current state of DA in the
geosciences, including an extensive literature review, has been conducted by Car-
rassi et al. (2018). Recently, DA has slowly started to move beyond the confines
of the (already trans-disciplinary) field of geosciences and has found use in other
fields such as medicine (Albers et al., 2018).

It is the use of a mechanistic (typically dynamic) modeling that sets DA apart from
approaches such as traditional statistical inference or the currently rather voguish
field of machine learning (e.g. MacKay, 2005; Goodfellow et al., 2016) which
are typically purely data driven. A downside with purely data driven approaches
is that the resulting trained models (such as neural networks) are basically black
boxes that struggle to generalize, this is not the case when one uses mechanis-
tic models based on prior scientific knowledge. Another downside with purely
data-driven approaches is that they can not be used on their own to perform causal
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Figure 2.14: A schematic overview of the workflow in the reanalysis framework. Adapted from
Durand et al. (2008).

inference (Pearl, 2009), such as event attribution, fortunately DA does not have
this limitation (Carrassi et al., 2016). That is not to say that machine learning is
not valuable. For example, machine learning approaches such as Gaussian pro-
cess models have shown promise in emulating more complex mechanistic models,
allowing for otherwise prohibitively expensive MCMC parameter estimation (Fer
et al., 2018). Both DA and machine learning have in common that they can be cast
in the wider frame of Bayesian inference (Wikle and Berliner, 2007; MacKay,
2005). This is the route that I will follow.

In this section I will introduce data assimilation in the Bayesian context, discuss
the generation of the prior ensemble, and finally outline the DA schemes used in
my work. These schemes are the ensemble smoother, the ensemble smoother with
multiple data assimilation, and the particle batch smoother. All of the schemes that
I will present are batch smoothers that are used to update uncertain time-invariant
parameters. Being batch smoothers, the schemes are sensitive to the entire (an-
nual) time trajectory of the model and observations which allows the future to
update the past, a feat that is not achievable using filters. In this sense, I am
solving a special static parameter estimation case of the general data assimilation
problem (i.e. combining models and data) which is more traditionally known as
inversion (see Tarantola, 2005; Stuart, 2010) or Bayesian calibration (Kennedy
and O’Hagan, 2001). In the following, I will as closely as possible follow conven-
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tional notation in the DA literature (Ide et al., 1999).

2.4.1 Bayesian inference

In statistics, there are two major interpretations of probability (see Lyons and
Wardle, 2018, for a physicists perspective). The first is the frequentist or objective
interpretation which stipulates that probability is the relative frequency of an event
in an infinite, or at least very long, series of repeated identical and independent
trials. The other is the Bayesian or subjective interpretation in which probability
is a measure of the degree of belief in something. There is, or at least was, some
controversy in the statistics literature surrounding which of these interpretations
is superior or which one should be followed (e.g. Efron, 1986). In adopting the
Bayesian interpretation I will not dwell on these issues, but note in passing that
it is hard to see how inference is ever not subjective, in that it always requires
assumptions (MacKay, 2005). Moreover these assumptions need not be problem-
atic, so long as they are made explicit then unique, reproducible, and objective
inferences can be made. Crucially, under the Bayesian interpretation probability
becomes an expression of uncertainty.

The axioms of probability amount to (Jazwinski, 1970): the probability of an
event (denoted Pr) is non-negative, the probability of all events in an event space
is equal to 1, and the joint probability of mutually exclusive events is zero. This is
true regardless of which probability interpretation is followed. A quite generalized
form of Bayes theorem (or rule) then amounts to

Pr(H|E,A) =
Pr(E|H,A)Pr(H|A)

Pr(E|A)
, (2.69)

where H is the hypothesis, E is the evidence, and A is the assumptions, ’|’ signi-
fies ’given that’, and ’,’ (as usual) signifies ’and’. This theorem is in itself quite
uncontroversial and follows directly from the axioms of probability and the def-
inition of conditional probability as shown in Appendix B. The term of interest,
Pr(H|E,A), i.e. the probability of the hypothesis being true given the evidence and
the assumptions, is known as the posterior probability, or sometimes the inverse
probability. It is called the inverse probability because it typically maps from ef-
fect to cause. For example, it could be the probability that we have a disease given
that we test positive. It is typically difficult to quantify independently. The term
Pr(E|H,A) is known as the likelihood, or sometimes the forwards probability. It is
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called forwards probability because it maps from cause to effect. Staying with the
same example, this would be the probability of testing positive given that one has
a disease. The denominator, the probability of the evidence, is often just referred
to as ’the evidence’. This would be the probability of testing positive regardless of
whether or not you have the disease. The term Pr(H|A) is known as the prior. This
would be the probability of having the disease prior to testing. This term can be
difficult to specify ’objectively’, but fortunately, following MacKay (2005), we
have reminded ourselves that the entire inference is conditional on the assump-
tions. From now on, we will just bear this in mind and keep the assumptions
implicit for economy.

In the context of DA, I would instead reformulate Bayes theorem as follows

Pr(M|D) =
Pr(D|M)Pr(M)

Pr(D)
, (2.70)

where M is my model and D is the observed data. In geophysics we typically
deal with continuous variables and parameters, so I would further write this as

p(x,θ|y) =
p(y|x,θ)p(x,θ)

p(y)
, (2.71)

where p(·) denotes a PDF, x is a Ns × 1 vector containing the model state, θ is
a Np × 1 vector containing the model parameters, and y is a No × 1 vector of
observations possibly at multiple time steps. All vectors are column vectors un-
less otherwise stated. The posterior PDF p(x,θ|y) encapsulates all the relevant
information concerning the models state and parameter space. It can, for example,
be used to compute the mean or median model state as well as measures of uncer-
tainty such as the standard deviation or percentile ranges. It is important to note
that I am not trying to find a best optimal estimate, instead I am trying to estimate
an entire distribution. This differentiates Bayesian inference from optimization
approaches such as least squares. Note that the evidence can be expressed as

p(y) =

∫

θ

∫

x

p(x,y,θ) dx dθ =

∫

θ

∫

x

p(y|x,θ)p(x,θ) dx dθ , (2.72)

such that it can be viewed as a normalizing constant in (2.71), whereby I may
write

p(x,θ|y) ∝ p(y|x,θ)p(x,θ) , (2.73)
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where ∝ denotes ’proportional to’. This reads as follows: the posterior is propor-
tional to the product of the prior and likelihood. The equation shows how Bayes
theorem can be used as a means to update the uncertain state and parameter space
of a model using uncertain observational data.

2.4.2 Strong constraint batch smoothing

In this thesis I am dealing with the strong constraint, i.e. a perfect model structure,
data assimilation problem where I assume (for simplicity) that all the uncertainty
is in the model parameters. This parameter uncertainty of course extends to the
forcing which I suspect is typically the main source of uncertainty in snow mod-
eling (Raleigh et al., 2015). Moreover, I am solving the batch smoothing problem
where I estimate the parameters based on the entire trajectory of observations
within a model integration (in my case one snow season). In petroleum reservoir
geophysics, solving this kind of inverse problem is known as history matching
(c.f. Evensen, 2018). Note that recently Evensen (2019) has presented weak con-
straint (with model error) approaches to solving the same problem. I mention
history matching because one of the cornerstone algorithms in this thesis is bor-
rowed from this community (Emerick and Reynolds, 2013).

I define the entire modeled time trajectory of states (SWE, fSCA, etc...) within a
snow season as

x =M(θ) , (2.74)

whereM is the model operator that performs the annual model integration as a
function of the uncertain parameters θ. The model makes predictions that cor-
respond to the observations (fSCA) at No observation times, I will denote these
predicted observations as ŷ and they are tied to the state and parameters through

ŷ = H (x) = H (M(θ)) , (2.75)

where H is the observation operator that picks out the relevant predicted obser-
vations from the state. By relevant, I mean the predicted observations that are
coincident with the actual observations. The actual observations, y, are related to
the true state of the system, xt, through

y = H (xt) + ε , (2.76)
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where the residuals ε, are a realization of observation error that may also contain
representation error (van Leeuwen, 2015). I assume that the residuals ε are Gaus-
sian distributed with zero mean and covariance R. From (2.73) through (2.76),
under the assumption of Gaussian additive error and given that x and θ (and hence
ŷ) are true, the likelihood is given by

p(y|x,θ) = p(y|ŷ) = p(ε) ∝ exp
(
−0.5 (y − ŷ)T R−1 (y − ŷ)

)
(2.77)

where I have used that ε = y − ŷ conditional on ŷ being true. The uknown truth
can itself be thought of as a realization of a (possibly stochastic) process but not a
random variable (van Leeuwen et al., 2019). The assumption of additive Gaussian
noise is typically made in DA for convenience and because of the central limit the-
orem which basically states that the sum of independent random variables tends
to a Gaussian distribution. Note that it is not always necessary to make this as-
sumption, more complex likelihoods are possible (e.g. Schoups and Vrugt, 2010).

Now, if I expand the Bayesian update equation, i.e. (2.73), using the rules of
conditional probability then

p(x,θ|y) ∝ p(y|x,θ)p(x|θ)p(θ) . (2.78)

In my batch smoothing parameter estimation problem, I am interested in the
marginal posterior PDF p(θ|y). If I insert for the likelihood and using that in
the strong constraint formulation the transition density p(x|θ) = δ (x−M(θ))

where δ(·) is the Dirac delta function (Evensen, 2018), I can integrate over x to
obtain the marginalized posterior

p(θ|y) ∝ p(ε)p(θ) , (2.79)

where p(ε) is given by (2.77). Now (2.79) gives us a Bayesian updating rule
for the uncertain parameters given the observations under the strong constraint
assumption. Recall that what makes this a batch smoothing problem is that the
likelihood contains all the available fSCA residuals during the snow season. Given
that I am effectively inverting a probabilistic snow depletion curve, I only use
observations in the ablation season as these are the observations that are likely to
contain information on the uncertain parameters. The updated states are obtained
by simply rerunning the model with the updated parameters. A benefit with this is
that the states will be dynamically consistent which is not the case when filtering.
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2.4.3 Gaussian anamorphosis

Now that we are equipped with an updating rule for the parameters we would of
course like to apply it in practice. The ensemble smoother methods that I will
use for this purpose are based on the Kalman filter and are as such optimally im-
plemented when the prior parameter distribution is Gaussian (van Leeuwen and
Evensen, 1996). This sounds like a severe restriction, given that many parameters
may be physically bounded. For example, many variables such as precipitation
physically can not be negative. It turns out that there exists a clever technique
called Gaussian anamorphosis from geostatistics that I can use to alleviate this
issue (Bertino et al., 2003).

The idea with this technique is to come up with a Gaussian anamorphosis trans-
form such that, given a non-Gaussian distributed uncertain parameter θ, I arrive
at an anamorphosed parameter θ̃ through

θ̃ = ψ(θ) , (2.80)

which is normally (i.e. Gaussian) distributed. Here ψ(·) is the Gaussian anamor-
phosis function. These analytical anamorphosis transform functions can be viewed
as lenses through which the non-Gaussian parameters appear Gaussian. This kind
of transformation is also known as a normal score transform. Each anamorpho-
sis function has an associated inverse anamorphosis transform function through
which the transformed Gaussian parameter again becomes non-Gaussian. I may
express this as follows

θ = ψ−1
(
θ̃
)

(2.81)

where ψ−1 is the inverse anamorphosis function. It is possible to construct the
anamorphosis function empirically (e.g. Simon and Bertino, 2009). I instead adopt
a simpler approach by applying analytical anamorphosis functions. In this effort,
I use the log transform for lower bounded parameters and the logit transform for
double bounded parameters (i.e. bounded both from below and above). Effec-
tively, this amounts to assuming that lower bounded parameters are log-normally
distributed and that double bounded parameters are logit-normally distributed. Vi-
sual examples of logit-normal distributions and their associated normal distribu-
tions are provided in Figure 2.15

As presented in Aalstad et al. (2018), the logit transform for a parameter θ bounded
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Figure 2.15: Example of how certain non-Gaussian parameters can be seen as Gaussian when
properly transformed using an anamorphosis function. Left: Three different logit-normal (non-
Gaussian) probability density functions. Right: The three associated anamorphosed normal
(Gaussian) probability density functions in corresponding colors. Here θ̃ = logit(θ).

between a and b is given by

θ̃ = logit(a,b)(θ) = ln

(
θ − a
b− a

)
− ln

(
1− θ − a

b− a

)
(2.82)

whereas the inverse transform is given by

θ = logit−1(a,b)(θ̃) = a+ (b− a)/(1 + e−θ̃) , (2.83)

The scaled natural log transform for a parameter that is lower bounded by a is
given by

θ̃ = ln(a)(θ) = ln(θ − a) , (2.84)

whereas the inverse transform is given by

θ = ln−1(a)(θ̃) = a+ eθ̃ . (2.85)

These are the two analytical anamorphosis functions (and their inverses) that I
will use in this thesis, it is worth noting that there exists infinitely many more such
transforms (e.g. Box and Cox, 1964). Later on, I will use these two transforma-
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tions to generate samples from logit-normal and log-normal distributions. This is
done as follows: first apply the transform to the desired mean of the distributions,
then add realizations of normally distributed noise with the desired variance, and
then apply the inverse transform. Once an ensemble (collection of samples) has
been generated in this fashion, the transformed ensemble is generated by applying
the relevant transformations to this ensemble.

Using the analytical anamorphosis functions, it is now possible to obtain samples
of the transformed parameters, θ̃, that are normally distributed. Note that I may
now write the expression for the predicted observations, (2.75), in terms of the
transformed parameters as

ŷ = H (x) = H (M(θ)) = H
(
M(ψ−1(θ̃))

)
, (2.86)

such that it is possible to express the residual, ε = y − ŷ, in terms of the trans-
formed parameters. Thereby, I may write my update equation in terms of the
transformed parameters as well

p(θ̃|y) ∝ p(ε)p(θ̃) , (2.87)

where p(θ̃) is the Gaussian prior of the transformed parameters. The posterior for
the (untransformed) parameters is simply obtained by taking the inverse transform
of this transformed posterior.

2.4.4 Gaussian analysis

The transformed prior parameter distribution is a Gaussian of the form

p(θ̃) ∝ exp
(
−0.5(θ̃ − θ̃)TC−1

θ̃θ̃
(θ̃ − θ̃)

)
(2.88)

where θ̃ is a vector containing the means of the transformed parameters whereas
Cθ̃θ̃ is the transformed parameter covariance matrix. Inserting (2.88) and (2.77) in
(2.87) we have an expression for transformed posterior

p(θ̃|y) ∝ exp
(
−1

2
J
)
, (2.89)
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where the cost function

J = (y − ŷ)T R−1 (y − ŷ) + (θ̃ − θ̃)TC−1
θ̃θ̃

(θ̃ − θ̃) . (2.90)

Since the exponential is a monotonous function, minimizing this cost function is
tantamount to maximizing the posterior, i.e. finding the maximum a posteriori
(MAP) estimate. Since ŷ is generally a non-linear function of the (transformed)
parameters, finding this minimum, or more generally solving for the posterior, is
quite challenging and can not be done analytically. Instead, we can resort to vari-
ational or ensemble-based data assimilation techniques (c.f. Carrassi et al., 2018).

At this point I will switch to a lower gear and consider a simple example where
an analytical solution for the posterior actually exists. Consider the simple case
where I only have one directly observed state variable, i.e.

y = x+ ε , (2.91)

where ε is normally distributed. Then the cost function becomes (by inserting x
for θ̃) simply

J (x) =
(y − x)2

σ2
o

+
(x− xf )2

σ2
f

. (2.92)

where σ2
o and σ2

f are the observation and forecast error variances and xf is the prior
mean (the so-called ’forecast’) for the state variable. Since the model is linear and
both the prior and posterior are Gaussians, the posterior will also be a Gaussian.
Recall that for Gaussians the mode and mean are the same. So the minimum of
the cost function will be at the posterior mean. Letting xa denote the mean of the
posterior, also called the analysis, this implies that ∂xJ |x=xa = 0 whereby

0 = −(y − xa)
σ2
o

+
(xa − xf )

σ2
f

(2.93)

Solving for xa yields

xa =

(
σ2
f

σ2
f + σ2

o

)
y +

(
σ2
o

σ2
f + σ2

o

)
xf (2.94)

which can be written as
xa = xf +K

(
y − xf

)
(2.95)
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where

K =
σ2
f

σ2
f + σ2

o

(2.96)

is the (univariate, directly observed) Kalman gain which satisfies K ∈ (0, 1) pro-
vided both error variances are non-zero. It can also be shown (c.f. Jazwinski,
1970) that the analysis (posterior) error variance becomes

σ2
a = (1−K)σ2

f = Kσ2
o . (2.97)

This variance will be lower than both the observation and forecast error variances.
The resulting posterior distribution will simply be p(x|y) = N (xa, σa) where
N is the normal distribution. An example of this simple analysis is visualized
in Figure 2.16. Although a simple example, this analysis demonstrates some of
the key ideas behind the celebrated Kalman filter, in particular how to update a
univariate state estimate with a single direct observation. In the ’filtering’ aspect
of the Kalman filter the analysis is performed sequentially in time as data becomes
available, with the posterior of today becoming the prior of tomorrow.

Figure 2.16: Simple analysis with y = −1 and xf = 1. The posterior (p(x|y) in black) is closer
to the prior (p(x) in red) than the likelihood (p(y|x) in blue) if the forecast variance (σ2

f ) is lower
than the observation variance (σ2

y) as in the right panel, and vice versa in the reverse case as in the
left panel. The two variances are equal in the middle panel, hence the update merely constrains
the spread. The posterior variance is always lower than that of both the prior and the likelihood.
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2.4.5 Generating the prior ensemble

As we discovered in the last section, solving for the posterior is generally not
possible analytically. In this thesis, I resort to ensemble-based data assimilation
techniques as my means of solving for the Bayesian update problem in Equa-
tion (2.88). An advantage with ensemble-based techniques is that, unlike the vari-
ational techniques, they are able to estimate the full form of the posterior not just
the MAP, such that they also provide robust uncertainty estimates (Carrassi et al.,
2018). In addition, the ensemble-based techniques are considerably more com-
putationally efficient than full MCMC inversion which typically requires tens of
thousands of model integrations (Neal, 1993).

Ensemble-based DA techniques are based on Monte Carlo sampling of probability
distributions. In the context of strong constraint batch smoothing for parameter
estimation, the prior ensemble is a collection of parameter set combinations that
are randomly drawn from specified prior probability distributions. This prior en-
semble of perturbed parameters is used to drive multiple realizations of the simple
snow model. The ensemble of snow model realizations is then used to update the
prior parameter ensemble by comparing the ensemble of predicted observations
to the actual observations of the fSCA depletion during the ablation season.

Essentially we could chose to perturb any uncertain parameter in the simple snow
model. For simplicity and to constrain the parameter space, I limit myself to a few
parameters that I deem to be the most important parameters in the model. These
include parameters that are used to perturb the forcing. The model parameters that
I perturb are: the peak subgrid coefficient of variation (χ) of the snow depletion
curve, the minimum snow albedo (αmin), and the initial ground heat flux (Q0).
These parameters are all drawn from double bounded logit-normal prior probabil-
ity distributions. In addition, I also update two forcing perturbed parameters: the
precipitation bias bP and the snowmelt bias bM . Both of these are time-invariant
parameters that are used to perturb the net accumulation rate through the mass
balance forcing at each timestep n as follows (c.f. Equation 2.52)

An,j = bP,j (PS,n + PR,n)− bM,j (Mn + En) (2.98)

for the j ∈ 1 : Ne ensemble members. These perturbed parameters are both
drawn form lower-bounded log-normal prior probability distributions. All of the
perturbed parameters are for simplicity assumed to be independently distributed
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(i.e. uncorrelated). The form of the prior perturbed parameter distributions is as
given in Table 4 of Aalstad et al. (2018). Therein, we consider Np = 5 perturbed
parameters. Note that the prior mean and variance of each of the parameters, as
well as the correlation between the parameters, can be changed as desired based
on prior knowledge or beliefs. The important point is that the priors used should
always be specified and picked independently of the observations to avoid circu-
larity. In the future, it would be worthwhile to explore the impact of adding yet
more perturbed parameters to the ensemble-based snow reanalysis framework. It
is also desirable to explore the performance of many different schemes. So far
in my work, I have used the particle batch smoother, the ensemble smoother, and
the ensemble smoother with multiple data assimilation (ES-MDA). In the next
sections, I will review these three schemes.

2.4.6 Particle batch smoother

The particle batch smoother (PBS) was introduced in the context of snow reanal-
ysis by Margulis et al. (2015). It is essentially a particle filter (Gordon et al.,
1993) without re-sampling that uses the prior as the importance density (see van
Leeuwen, 2009). The PBS is presented as the "direct ensemble method" in van
Leeuwen and Evensen (1996). As noted by Aalstad et al. (2018), it is also the same
as the generalized likelihood uncertainty estimation technique (GLUE; Beven and
Binley, 1992, 2014), which is widely used in hydrology, with a formal Gaussian
likelihood function. The PBS has since its inception been widely used for snow
reanalyses (e.g. Margulis et al., 2016; Cortés and Margulis, 2017; Baldo and Mar-
gulis, 2018; Teweldebrhan et al., 2019; Fiddes et al., 2019).

Since the PBS is relatively straightforward to derive from the Bayesian update
equation I will do so here. Note that this technique does not make any assump-
tions on the linearity of the model or the Gaussianity of the prior (though typ-
ically a Gaussian likelihood is assumed) so I will work with the untransformed
parameters. Under the particle approximation, the prior PDF is given by a sum of
Dirac-delta functions, i.e. for Ne particles (ensemble members) we have

p(θ) =
1

Ne

Ne∑

j=1

δ (θ − θj) . (2.99)

This approximation has a straightforward interpretation: the prior essentially be-
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comes a probability mass function with equal prior probability 1/Ne for each of
the prior particles. Plugging this into the Bayesian update equation we have that

p(θ|y) =
p(y|θ)

∑Ne

j=1 δ (θ − θj)∫
θ
p(y|θ)

∑Ne

k=1 δ (θ − θk) dθ
, (2.100)

which effectively becomes

p(θ|y) =
Ne∑

j=1

p(y|θj)∑Ne

k=1 p(y|θk)
δ (θ − θj) =

Ne∑

j=1

wjδ (θ − θj) , (2.101)

where the posterior weights wj (probability masses) are simply given by a ratio of
likelihoods (Aalstad et al., 2018)

wj =

exp
(
−0.5

(
y − Ŷj

)T
R−1

(
y − Ŷj

))

∑Ne

k=1 exp
(
−0.5

(
y − Ŷk

)T
R−1

(
y − Ŷk

)) (2.102)

where Ŷj are the predicted observations for each of the particles.

2.4.7 Ensemble smoother

What is now known as the ensemble smoother (ES), which is a particularly widely
used scheme in the history matching community, was originally proposed by van
Leeuwen and Evensen (1996). The starting point for the ES with anamorphosis
is the expression for the transformed posterior in Equation 2.89 where a Gaus-
sian transformed prior is assumed. The subsequent derivation of the ES is more
involved than that of the PBS and so it will not be undertaken here. It largely fol-
lows the approach I took for the simple Gaussian analysis, but for a multidimen-
sional case. As such, its derivation is equivalent to that of the Kalman filter, but
with an ensemble representation of the covariance matrices and a batch smoother
update. The analysis step for the Kalman filter is derived assuming a linear model
as well as a Gaussian prior and likelihood in which case it provides the variance
minimizing solution (i.e. best linear unbiased estimate). The reader is referred to
page 197 in Jazwinski (1970) and Chapter 3 in Evensen (2009) for more details.
The ES has been applied for snow reanalysis in Durand et al. (2008) and Girotto
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et al. (2014b,a).

The anamorphosed ES analysis step is given by (c.f. Aalstad et al., 2018)

Θ̃
(a)

= Θ̃
(f)

+ CΘ̃Ŷ

(
CŶŶ + R

)−1 (
Y − Ŷ(f)

)
(2.103)

where Θ̃
(f)

=
[
θ̃
(f)

1 . . . θ̃
(f)

j . . . θ̃
(f)

Ne

]
is the Np × Ne matrix containing the en-

semble of prior (forecast) transformed perturbed parameters, while

CΘ̃Ŷ =
1

Ne

Θ̃
(f)′

Ŷ(f)′T , (2.104)

is a Np × No (ensemble) transformed perturbed parameter-predicted observation
error covariance matrix where primes (′) denote anomalies (i.e. deviations from
the ensemble mean), and

CŶŶ =
1

Ne

Ŷ(f)′Ŷ(f)′T , (2.105)

is the No × No (ensemble) predicted observation error covariance matrix, R is
the observation error covariance matrix, Y = [y1 . . . yj . . . yNe ] is a No × Ne

matrix of perturbed observations generated by independently adding realizations
of Gaussian noise with covariance R to the observation vector, and the No × Ne

matrix Ŷ(f) =
[
ŷ
(f)
1 . . . ŷ

(f)
j . . . ŷ

(f)
Ne

]
contains the predicted prior (forecast) ob-

servations. The use of perturbed observations can be attributed to the work of
Burgers et al. (1998). These perturbations make this a so-called stochastic version
of the ES, it would also possible to implement deterministic or square root ver-
sions of the ES (c.f. Sakov and Oke, 2008).

Algorithmically, the ES is implemented as follows: first perform an ensemble
model integration, then transform the prior parameters, then update these using
the analysis step in Equation 2.103, then perform the inverse transform to obtain
the updated parameters (θ(a)) and rerun an ensemble integration with these param-
eters to obtain the updated model states. An advantage with the ES is that it does
not require stopping the model time stepping, as in the EnKF, instead the model
is merely rerun once the parameters are updated (Stordal and Elsheikh, 2015).
This helps to ensure dynamical consistency. Effectively with the ES the DA is
performed ’offline’ being wrapped on the outside, as opposed to inside, the model
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making implementation quite simple. Still, the ES is variance minimizing only in
the case where the model is linear and error statistics are Gaussian. Gaussianity
can be implemented in quite a flexible manner through the Gaussian anamorpho-
sis approach that I previously outlined. The linear assumption, however, is more
troublesome and can cause biases in the update (relative to the true Bayesian pos-
terior) when the ES is used with non-linear models. In this sense, the ES can be
viewed as a form of approximate Bayesian computation (ABC) (see e.g. Sadegh
and Vrugt, 2013). The PBS is also a form of ABC since the posterior will always
be biased by the prior sampling error, i.e. regions of high likelihood may not be
sampled.

2.4.8 Ensemble smoother with multiple data assimilation

The ensemble-smoother with multiple data assimilation is an iterative version
of the ES that was proposed by Emerick and Reynolds (2013), based on ear-
lier work in Emerick and Reynolds (2012), in order to mitigate the impact of
the linear assumption in the ES. The idea with the iterations is to perform mul-
tiple smaller analysis steps which is expected to yield a better approximation of
the true Bayesian posterior than a large single step (see Evensen, 2018). The it-
erations are formulated in such a way that they mimic simulated annealing and
yield the same result as the ES for a linear model (Stordal and Elsheikh, 2015).
Effectively, the posterior is annealed through the likelihood by inflating the obser-
vation error covariance matrix at each iteration. Several studies have shown that
the ES-MDA outperforms the ES in the case of a non-linear model (e.g. Emerick
and Reynolds, 2013; Aalstad et al., 2018; Evensen, 2018). Being an iterative al-
gorithm, the ES-MDA is however considerably more expensive than both the ES
or PBS in that it requires multiple ensemble model integrations and analysis steps.

The analysis step for the `-th iteration of the ES-MDA is as follows

Θ̃
(`+1)

= Θ̃
(`)

+ C(`)
Θ̃Ŷ

(
C(`)

ŶŶ
+ α(`)R

)−1 (
Y(`) − Ŷ(`)

)
, (2.106)

where α(`) is the observation error inflation coefficient and the covariances are
now given by

C(`)
Θ̃Ŷ

=
1

Ne

Θ̃
(`)′

Ŷ(`)′T and C(`)
ŶŶ

=
1

Ne

Ŷ(`)′Ŷ(`)′T , (2.107)
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and the perturbed observations are obtained through

Ŷ(`) = y ⊗ 1T +
√
α(`)R1/2ε(`) (2.108)

where ε is an No × Ne matrix containing zero mean Gaussian white noise with
a variance of 1. By comparing (2.103) and (2.106) it is clear that, other than the
iterations, the ES-MDA differs from the ES through the inclusion of the inflation
coefficient α(`). In my implementations of the ES-MDA, the inflation coefficient
is a constant equal to Na (the number of assimilation cycle iterations) which I set
to 4 based on the sensitivity study in Aalstad et al. (2018). This ensures that the
inverse inflation coefficients sum to one, i.e.

∑Na

`=1 1/α(`) = 1, as required for
consistency in the ES-MDA (Emerick and Reynolds, 2013).

Algorithmically the ES-MDA is implemented as an iterative version of the ES.
Starting with ` = 0 a prior distribution of parameters is generated and an ensemble
integration of the model is carried out. Next, the prior parameters are transformed
and updated using the ES-MDA analysis step (2.106), after which the updated
transformed parameters are inverse transformed and ` is increased by one. Subse-
quently, a new ensemble model integration is carried out. This process is repeated
for a total of Na analysis steps and Na + 1 ensemble model integrations. The flow
diagram in Figure 2.17 shows schematically how the ES-MDA is implemented
and how it fits into the reanalysis framework. The advantage with the ES-MDA
over the ES is that it lessens the impact of the linear model assumption, leading
to a better approximation of the Bayesian posterior even for non-linear forward
models. This is important because the simple snow model that I am employing
is non-linear, for example the snow depletion curve is a non-linear function of
several unknowns. As shown in Aalstad et al. (2018) and Aalstad et al. (2019b)
this means that the ES-MDA typically outperforms the ES for snow reanalysis
applications. In addition, the same studies have shown that the ES-MDA also out-
performs the PBS which shows signs of degeneracy when more than just a couple
of parameters in the reanalysis are deemed uncertain. The downside is the compu-
tational cost. The ES-MDA requiresNa+1 (so 5 in my case) sequential ensemble
model integrations compared to 2 for the ES and 1 for the PBS. I use the ES-MDA
as the algorithm of choice due to its robustness, with the ES and PBS primarily
used as benchmarks to gauge the performance of the ES-MDA.
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Figure 2.17: The reanalysis framework using the ES-MDA. Adapted from Aalstad et al. (2018).
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Chapter 3

Summary of research

The results of my work are presented through four papers where we address the
aim of the thesis and the five research objectives that were laid out in Section 1.4.
All of these papers contribute to research objective 1, namely designing a modular
ensemble-based snow reanalysis framework. This is again tied to the overarching
aim of the thesis: trying to solve the SWE estimation problem (Dozier et al., 2016)
retrospectively. As such, research objective 1 is also a superset of all the other re-
search objectives.

Through the first paper, Aalstad et al. (2018), we build and apply a snow re-
analysis framework to the task of estimating SWE at the kilometer scale at three
sites on the Brøgger peninsula. This paper is the first step towards addressing
research objective 1. It is in this paper that the simple snow model is first pre-
sented, which also ticks of research objective 3. In addition, this work addresses
objective 5 through an extensive evaluation of the three different batch smoother
data assimilation schemes. In the second paper, Aalstad et al. (2019a), we focus
exclusively on research objective 2 by evaluating fSCA retrieval algorithms from
different sensors in great detail. This study gives us an idea of what kind of errors
to expect from different fSCA satellite retrievals. In the third paper, Aalstad et al.
(2019b), we use higher resolution SU to retrieve fSCA at the hill-slope scale at
both the Brøgger peninsula and the Mammoth Lakes Basin. The retrievals are sub-
sequently assimilated into the reanalysis framework. In this study, all the research
objectives are satisfied and we see the contours of an operational framework. In
the final paper, Fiddes et al. (2019), the framework is employed with a clustering
approach that enables scaling up the reanalysis to larger areas. In this chapter, the
four papers that make up the results of this thesis are summarized.
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3.1 Paper I

Summary

Paper I, Aalstad et al. (2018), is a proof of concept study where we construct an
ensemble-based snow reanalysis framework and apply it in the estimation of the
peak subgrid SWE distribution (SSD) at the kilometer scale at three sites on the
Brøgger peninsula. We present the simple snow model by describing in detail
its governing equations and tabulating model constants. The model is forced by
topographically downscaled ERA-Interim reanalysis data. We then outline how
ensemble integrations are carried out using prior distributions of perturbed param-
eters. Next, we describe the implementation of three different data assimilation
schemes: the ES, the PBS, and the ES-MDA. These are all used to update the
prior ensemble through the assimilation of fSCA retrievals.

For the most part, we assimilate MODIS fSCA into the simple snow model. In the
last of the studied snow seasons, 2016, we also retrieve fSCA from the recently
launched Sentinel-2A satellite and assimilate these. To the best of my knowledge,
this is the first study to assimilate fSCA retrieved from the Sentinel-2 constella-
tion. Prior and posterior SSD estimates obtained from the respective DA schemes
are compared to independent observations of the SSD obtained from extensive
snow surveys conducted near peak SWE at the three study sites: Bayelva, the
Steinflåen plateau, and Kvadehuksletta. Through this comparison, we find that
the ES-MDA performs most robustly, outperforming or at least nearly matching
the performance of the other schemes across all the evaluation metrics that were
considered.

Figure 3.1: Kvadehuksletta as seen from the Steinflåen plateau in the north western part of the
Brøgger peninsula in the high-Arctic archipelago of Svalbard. Photo: K. Aalstad (10.05.2016).
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3.2 Paper II

Summary

Paper II, Aalstad et al. (2019a), is a study in which we evaluate our current capa-
bilities of retrieving fSCA in the Bayelva catchment from polar-orbiting satellites.
Hundreds of time-lapse photographs obtained from an automatic camera system
mounted on Scheteligfjellet (719 m a.s.l.), overlooking the catchment, during 6
ablation seasons are georeferenced and orthorectified. These orthophotos are sub-
sequently classified into high-resolution (0.5 m) binary snow-cover maps using
manually selected image specific thresholds. An example of an orthophoto and
the associated binary snow-cover map is provided in Figure 3.2. The binary snow-
cover maps are then aggregated to obtain ground-truth fSCA at 100 m and 500 m
spatial resolution that we used to evaluate coincident satellite retrieved fSCA.

Satellite retrievals of fSCA are obtained from several sensors: MODIS on-board
the Terra and Aqua satellites, MSI on-board the Sentinel-2 satellites, and OLI on-
board the Landsat 8 satellite. The retrievals are obtained using three different al-
gorithms: thresholding of the normalized difference snow-index (NDSI) and sub-
sequent aggregation, regression on the NDSI, and fully constrained linear spectral
unmixing (SU). These retrievals were then compared to the ground truth using a
variety of fractional and binary evaluation metrics. For MODIS, the coarser (500
m) off-nadir looking sensor, we find that retrievals based on regressing the NDSI
outperform SU. Overall, the best fSCA retrievals were obtained from the higher
resolution near-nadir looking sensors, MSI and OLI, using SU. Such retrievals
need to become operational.

Figure 3.2: Left: Orthorectified true color time-lapse photograph over the Bayelva catchment
on the 14.06.2017. Right: Resulting reference snow-cover map (black=bare, white=snow).
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3.3 Paper III

Summary

In paper III, Aalstad et al. (2019b), the ensemble-based snow reanalysis frame-
work is applied at the hillslope-scale (100 m) for two disparate study areas, the
Brøgger peninsula (165 km2) and the Mammoth Lakes Basin (29 km2), for the
2016, 2017, and 2018 snow seasons. A view over the Mammoth Lakes Basin is
provided in Figure 3.3. We use snow surveys and the ASO LIDAR for validation
at Brøgger and Mammoth, respectively. TopoSCALE is used to downscale me-
teorological reanalysis data from ERA5 and NLDAS-2 to force the simple snow
model. We assimilate dense time stacks of hillslope-scale fSCA retrieved from
Landsat 7&8, Sentinel-2, PlanetScope, and RapidEye.

To the best of my knowledge, this is the first study to assimilate such a dense
time stack of hillslope-scale fSCA retrievals. We demonstrate once again that the
ES-MDA systematically outperforms the PBS and the ES also at Mammoth. In
addition, we show how the use of multiple sensors leads to an improved reanaly-
sis compared to using a single sensor. Finally, at Brøgger we showcase how the
higher resolution satellite retrievals can be used to further downscale the reanaly-
sis to the pixel-scale using deterministic reconstruction.

Figure 3.3: Mammoth Lakes Basin as seen from near the top of Mammoth Mountain (3371 m
a.s.l.) in the Californian Sierra Nevada. Photo: F. Schneider (14.09.2018).
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3.4 Paper IV

Summary

In paper IV, Fiddes et al. (2019), the ensemble-based snow reanalysis framework
outlined in Aalstad et al. (2018) is coupled to the approach for large-area land
surface simulations in heterogeneous terrain presented by Fiddes et al. (2015).
This approach uses TopoSCALE (Fiddes and Gruber, 2014) to downscale ERA5
reanalysis forcing, TopoSUB (Fiddes and Gruber, 2012) as a clustering algorithm
to speed up simulations, the GEOtop land surface model (Endrizzi et al., 2014),
and the PBS (Margulis et al., 2015) to assimilate MODIS fSCA retrievals. Simu-
lations are performed at hyper-resolution (30 m) for nine 0.25◦ ERA5 grid boxes
in the Swiss Alps (see Figure 3.4). The novelty of this work is the combined use
of clustering and snow data assimilation. The clustering technique uses k-means
clustering to represent the subgrid heterogeneity of the terrain. As such, instead
of simulating each 30 m DEM pixel within an ERA5 grid box explicitly, we sim-
ulate k clusters of DEM pixels. Effectively, each DEM pixel is associated to a
cluster with similar terrain characteristics (e.g. slope, aspect, and elevation). In
this way, the number of GEOtop simulations required to represent an ERA5 grid
box is reduced by several orders of magnitude from around 106 DEM pixels to 102

clusters. This allows us to afford ensemble simulation and data assimilation even
when performing simulations across large areas. Validation against independent
observations reveals marked improvements through the PBS data assimilation.

Figure 3.4: False color image of the European Alps taken by Terra MODIS on the 30.03.2019.
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Chapter 4

Discussion

Through the papers, we have arrived at a modular ensemble-based snow reanal-
ysis framework that can be applied almost anywhere on Earth. These papers in-
clude an extensive discussion of the results which addresses the limitations of the
methodology and envisages possible extensions through an outlook. As noted in
Aalstad et al. (2019b), the framework is still very much in the research and devel-
opment stage and is not yet ready to become operational. Several improvements
to the respective components of the framework are readily apparent and should
be undertaken in due course. Here, I continue the discussion, with a focus on the
limitations of each of the components of the framework and new avenues that may
be explored in the future.

4.1 Forcing

Our reanalysis framework currently leans heavily upon the use of the TopoSCALE
routine to downscale coarse-scale meteorological reanalysis data to the higher res-
olution model scale (100 m - 1 km). This is a relatively robust and computationally
efficient topographic downscaling scheme that has been shown to perform well in
a variety of environments (e.g. Fiddes and Gruber, 2014; Fiddes et al., 2019).
A particular advantage of TopoSCALE over other downscaling routines that have
been employed for reconstruction (c.f. Girotto et al., 2014b; Rittger et al., 2016) is
that TopoSCALE does not apply fixed lapse rates (vertical gradients), but instead
interpolates between the pressure (vertical) levels in the meteorological reanaly-
sis. This is likely to be much more accurate than assigning static lapse rates for
temperature for example in that it is possible to capture meteorological phenom-
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ena such as inversions which are likely to be present in the vertical structure of the
reanalysis data.

The performance of the scheme nonetheless varies considerably, with some vari-
ables being easier to downscale than others. This can be appreciated in Figure 2.3
where the errors in the different fields vary from negligible (e.g. air pressure and
temperature) to considerable (wind speed). In that particular case I could explain
the discrepancy in the wind speed by the fact that currently TopoSCALE does
not account for boundary layer or terrain effects on the windfield. Accounting
for these effects would probably make the errors considerably less severe, but it
would require knowledge of the dynamic atmospheric stability and is thus best
implemented as part of a snow model rather than a downscaling routine.

The computational frugality of the TopoSCALE approach clearly comes at a cost
of reduced accuracy. In particular, it is optimistic to hope that all of the relatively
simple empirically based relationships, which are calibrated to certain locations,
used in the routine readily extend to arbitrary locations. Note that this is not a
problem that plagues TopoSCALE alone, indeed it is a problem with many other
empirically based topographic downscaling techniques such as those presented in
Havens et al. (2017) and Karger et al. (2017). Currently, the main empirical steps
in TopoSCALE involve diagnosing the clear sky emissivity (Konzelmann et al.,
1994) and the partitioning of shortwave radiation into its diffuse and direct compo-
nents (Ruiz-Arias et al., 2010a). Here, many other choices of empirical functions
are available (e.g. Girotto et al., 2014b; Rittger et al., 2016) and it would be in-
structive to perform an extensive validation of the possible approaches.

As mentioned, the treatment of wind in TopoSCALE is also currently rather sim-
plistic, being based purely on interpolation. It could be advantageous to also take
into account terrain effects which is possible using relatively straightforward ap-
proaches outlined in Liston and Elder (2006). In addition, it would be worthwhile
to account for boundary and surface layer effects by applying flux-profile relation-
ships in the vertical interpolation of the wind field (see Foken, 2008). Precipita-
tion is also treated in a relatively simple manner in TopoSCALE. As mentioned,
it would be desirable to apply a correction for the effects of orography on precipi-
tation following the theory in Smith et al. (2017) that was applied in Schuler et al.
(2008) and Østby et al. (2017).
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A more fundamental limitation with TopoSCALE is that it is not a dynamical
downscaling routine. This makes it difficult to capture the typically non-linear
gradients that tend to exist in the real four dimensional atmosphere. For simplicity
in TopoSCALE these gradients are just approximated through linear interpolation
between nodes in the ’parent’ atmospheric reanalysis that is to be downscaled.
The reason that a full blown regional atmospheric model is not employed to dy-
namically downscale reanalysis data, as in e.g. Rasmussen et al. (2011), is that it
is currently prohibitively expensive for multi-decadal reanalyses, at least with my
resources. Hybrid approaches such as the Intermediate Complexity Atmospheric
Research (ICAR) model (Gutmann et al., 2016) present promising avenues for
quasi-dynamical downscaling.

4.2 Snow modeling

In our work, particularly Aalstad et al. (2018) and Aalstad et al. (2019b), we
have employed a custom built parsimonious snow model, namely the simple snow
model (SSM). The model was specifically designed to enable runs with a large en-
semble. This model solves a simplified mass and energy balance while trying to
capture what are typically the most important physical processes involved in the
accumulation and ablation of the seasonal snowpack. As such, all of the fluxes
of mass and energy entering the snowpack are represented in some manner in the
model.

Many of the internal snowpack processes such as heat conduction and compaction
are not considered in the model. Properly accounting for these processes would
require the use of a multi-layer snow model (e.g. Essery, 2015; Vionnet et al.,
2012; Bartelt and Lehning, 2002). The model also currently does not consider the
spatially variable effects of light absorbing impurities on the snow albedo which
may constitute an important contribution to the radiative forcing (Skiles et al.,
2018). Wind redistribution of snow is also only treated implicitly at the subgrid
level through the probabilistic snow depletion curve (Liston, 2004).

Despite its simplicity, I have shown (see Figure 2.5) that the SSM is able to match
the performance of more complex models such as the FSM of Essery (2015). It
is worth noting that this comparison was only conducted for a single site, namely
Col de Porte in France (Lejeune et al., 2019). As such, the similar performance
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may just come down to the ignored processes not being important at that partic-
ular site. A more comprehensive comparative validation is required before I can
claim that SSM outperforms FSM in general. In fact, I expect FSM to typically
outperform SSM since, as a layered model, it resolves more physical processes
that are known to be quite important in several environments.

In the future, I hope to borrow parametrizations and routines from the more com-
plex snow models when upgrading SSM to a model of moderate complexity. It
will be important to keep the vectorized nature of the SSM code which is what
permits the use of a large parallel ensemble run on single cores. As such, I would
stay away from routines that require a varying number of iterations or adaptive
time stepping. Nonetheless, some of the properties in moderate complexity mod-
els such as FSM or iSnobal (Marks et al., 1999), particularly the use of a few
layers, would be relatively easy to implement in the SSM. This would allow us
to consider the cold content and compaction which would be important especially
when coupling SSM to a model for the underlying ground (e.g. Westermann et al.,
2016).

A more detailed treatment of the canopy would also be necessary when applying
the model to densely forested areas where currently unaccounted for processes
such as interception and canopy sublimation are important. Currently, the effects
of the canopy are only considered through TopoSCALE where the canopy merely
modifies the radiative fluxes following the approach outlined in Garren and Marks
(2005) and Link and Marks (1999). To be able to potentially assimilate different
satellite retrievals, it would also be important to include these as state variables.
This would require a proper forwards operator for these variables. An example is
the snow grain size which is currently a by-product of the SU retrieval algorithm.
Snow grain size could for example be modeled using the approach in the Crocus
model (Vionnet et al., 2012) and serve as an additional constraint in the ensemble-
based data assimilation. Considering passive or active microwave remote sensing
as an additional constraint would require coupling SSM to a microwave emissions
model (e.g. Proksch et al., 2015).
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4.3 Retrieving fSCA

Through the extensive evaluation study conducted in Aalstad et al. (2019a), we
have probed our current capabilities of retrieving fSCA using polar orbiting opti-
cal satellite sensors. On the one hand, for the moderate resolution off-nadir look-
ing MODIS instrument, we showed that SU performed relatively poorly partly
due to directional effects that were not accounted for by the snow endmembers.
On the other hand, for the higher resolution near-nadir looking instruments OLI
(on Landsat 8) and MSI (on Sentinel-2), these directional effects were negligible
and SU was by a long way the best performing retrieval algorithm. Importantly,
we highlighted that simple thresholding of the NDSI and subsequent aggregation
leads to a positive bias in fSCA retrievals from higher resolution sensors. This has
important implications given that these kinds of retrievals that are typically used to
validate coarser resolution fSCA retrievals such as those from MODIS over larger
areas. It is, of course, highly undesirable to have biased validation data. Note
in particular that biases, as opposed to random errors, do not disappear upon spa-
tial aggregation so this effect is still present at the scale of a MODIS pixel (500 m).

The results from Aalstad et al. (2019a) are based on the use of high quality val-
idation data in the form of snow-cover maps obtained from time-lapse photogra-
phy taken by an automatic camera system installed on a mountain overlooking
the Bayelva catchment in Svalbard. Despite the data quality, the area of interest
where this data was available was quite small (order 2 km2) and exhibits rela-
tively simple topography with gently undulating unforested terrain and no steep
slopes (Aalstad et al., 2018). As such, the error estimates that we obtain are rela-
tively conservative and would likely be higher in the presence of steep slopes and
forests. Indeed, through a comparison of spectrally unmixed fSCA to reference
ASO retrieved fSCA in Aalstad et al. (2019b) we found slightly higher errors in
the complex terrain of the Mammoth Lakes Basin. The conservative nature of
the error estimates implies that the typical use of thresholding and aggregation to
generate validation data from higher resolution sensors is quite error-prone.

The obvious way to deal with the directional effects in SU, that turn out to be
important for off-nadir looking sensors (Cortés et al., 2014), would be to in-
clude them in the radiative transfer model used to generate the snow endmembers.
SNICAR (Flanner et al., 2007; He et al., 2018) generates snow spectral albedo, i.e.
bihemspheric reflectance, as a function of solar zenith angle and snow grain size.
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It does not produce the hemispheric directional reflectance factors that are actually
measured by a satellite, which are also a function of the satellite and solar azimuth
(Schaepman-Strub et al., 2006). This is what we mean by directional (strictly az-
imuthal) effects. In particular, since it is a strongly forwards-scattering medium,
when snow is viewed into the direction of illumination (i.e. towards the forwards
scattering direction) the reflectance can easily exceed unity. The case is the con-
verse in the backwards-scattering direction. This forwards-scattering is also why
the reflectance increases with illumination angle (Dozier, 1989). To be able to
account for these directional effects, however, much more complex and computa-
tionally demanding radiative transfer modeling is required (c.f. Schaepman-Strub
et al., 2006).

For simplicity, our SU approach did not account for the presence of light absorb-
ing impurities. This can be easily amended since SNICAR can accommodate such
impurities (c.f. He et al., 2018), but it would increase the free-parameter space by
one dimension. Thus, the computational cost of the unmixing would increase
considerably by effectively adding another dimension to the ’look up table’ of
generated snow endmember spectra. It is not likely that this effect plays a major
role in the retrieval of fSCA. On the other hand, if we were more interested in
the accurate retrieval of snow grain size and albedo as additional constraints then
the concentration of impurities would likely be more important (c.f. Painter et al.,
2009, 2012).

A major caveat in the fSCA retrieval process is clouds. As noted in Aalstad et al.
(2019b), the problem with clouds is twofold; they both obscure the land surface
and have quite a similar spectral signature to snow in many bands. As such, not
only do clouds result in data gaps, but snow can be falsely labeled as cloud (or
vice versa). The way to deal with clouds is to accurately mask them out. With
a sensor such as MODIS, which has quite a high number of spectral bands, it
has proven to be possible to generate relatively accurate cloud masks even in
snow-covered areas (Riggs et al., 2017). For sensors such as Landsat 8 OLI and
Sentinel-2 MSI with fewer spectral bands, the cloud masking exercise is consider-
ably more difficult, especially in snow-covered regions. In Aalstad et al. (2019a),
we demonstrated how the native cloud masks from both of these sensors (c.f Zhu
and Woodcock, 2012; Richter et al., 2012) contained considerable cloud commis-
sion errors. In our work, we have thus abandoned the native cloud masks from
these sensors and resulted to manual scene selection. This of course leads to a
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considerable data loss since partly cloudy scenes are not employed. Manual scene
selection is also time consuming if the reanalysis framework is to be scaled up to
larger areas over larger time slices. Fortunately, it seems that there has recently
been progress made in addressing the cloud-masking issue over snow-covered ar-
eas (Musial et al., 2014; Gascoin et al., 2019).

There exists many available optical satellite sensors that we did not employ in
our work. These are all worthwhile considering in future reanalyses. For the cur-
rent era, at the moderate resolution end, we could have also considered retrieving
fSCA from the AVHRR sensor (Hüsler et al., 2014), the VIIRS sensor (Riggs
et al., 2017), the PROBA-V Vegetation instrument, and the Sentinel-3 OLCI sen-
sor to name but a few examples. At the higher resolution end, we could have also
retrieved fSCA from the SPOT and WorldView satellites, although much of this
data is unfortunately not freely available even for scientific use. If we went back
to the more nascent stages of the satellite-era we could have leveraged the earlier
Landsat satellites (4 and 5) as has been done by Margulis et al. (2016) and Cortés
and Margulis (2017). In the future, I look forwards to working with new platforms
such as the OLI-2 sensor that will be mounted on Landsat 9 as well as the EnMAP
hyperspectral satellite mission which may yield improved spectral unmixing.

4.4 Data assimilation schemes

In Aalstad et al. (2018) and Aalstad et al. (2019b), we have shown that the ES-
MDA scheme systematically outperforms or at least nearly matches the perfor-
mance of both the PBS and the ES with respect to various evaluation metrics. The
fact that the ES-MDA outperforms the ES is perhaps not surprising, given that
the former is an iterative version of the latter which can better handle model non-
linearity (c.f. Emerick and Reynolds, 2013; Stordal and Elsheikh, 2015; Evensen,
2018). Both the ES and the ES-MDA are optimal, i.e. variance minimizing, for
Gaussian linear models. We have shown how the Gaussian prior assumption does
not have to be a major restriction provided that Gaussian anamorphosis is used to
accommodate for bounded parameters (Bertino et al., 2003; Aalstad et al., 2018).
The ES-MDA performs better than the ES for non-linear models because it per-
forms iterations of smaller analysis steps as opposed to one abrupt analysis step.
This is akin to the idea behind simulated annealing in optimization (see Stordal
and Elsheikh, 2015). One problem that we noted with the implementation of the
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ES-MDA in Aalstad et al. (2018) was that it tended to underestimate uncertainty;
i.e. the ensemble standard deviation was typically lower than the actual RMSE.
This is a well known issue with the stochastic (perturbed observation) ES-MDA
that could be alleviated by employing the recently proposed deterministic ES-
MDA (Emerick, 2018).

As for the PBS, we noted in both Aalstad et al. (2018) and Aalstad et al. (2019b)
how this scheme is prone to degeneracy (ensemble collapse) even in the moder-
ately dimensioned parameter space that we were addressing. This is a well known
downside with importance sampling, which is essentially what the PBS amounts
to, that is well documented in the literature (van Leeuwen and Evensen, 1996;
Evensen, 2009; van Leeuwen, 2009; Morzfeld et al., 2018). I was nonetheless a bit
surprised to see the PBS become degenerate even in this 5-dimensional parameter
space. It is worth emphasizing that it is the often criticized Gaussian assumption
in ensemble Kalman-based schemes, such as the ES-MDA, that makes these ro-
bust also in large dimensional spaces where importance sampling fails. As I have
noted, the PBS is also quite sensitive to Monte Carlo error and the results may
vary considerably from one ensemble integration to the next. Despite the prob-
lems with degeneracy and Monte Carlo sampling the PBS has still proven itself to
be a useful scheme for ensemble-based snow reanalysis, as the many successful
implementations of the scheme can testify to (e.g. Margulis et al., 2015; Cortés
and Margulis, 2017; Fiddes et al., 2019).

The advantages with the PBS, and importance sampling in general, is that it does
not require the Gaussian linear assumption and will thus tend to work well for
non-linear models with non-Gaussian error statistics provided that the parame-
ter space is small enough. In Aalstad et al. (2019a) we noted, for example, how
fSCA retrieval errors tended to be heteroscedastic and increase for intermediate
fSCA. This would encourage the use of a more complex likelihood such as that
presented in Schoups and Vrugt (2010) rather than the Gaussian. Such a likeli-
hood could be readily implemented into a PBS-like scheme. Another advantage
with the PBS is that it only requires a single ensemble model integration. As an
alternative to circumvent the degeneracy problem, it could be worth considering
iterative importance sampling algorithms, i.e. an iterative PBS, such as those pre-
sented in Morzfeld et al. (2018). This would hopefully lead to performance gains
and would also allow for a more fair comparison with the ES-MDA which cur-
rently uses considerably more computational resources through its iterations.
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In our work, we have mainly used the PBS and ES to benchmark the performance
of the ES-MDA. Given that both the PBS and ES both have problems associated
with them, it would perhaps have been more instructive to use a more robust algo-
rithm for benchmarking. In other parameter estimation studies (e.g. Stordal and
Elsheikh, 2015) much costlier but very accurate MCMC simulation is typically
used to generate the benchmark. For this purpose, I could, for example, employ
the robust differential evolution adaptive metropolis (DREAM; Vrugt et al., 2009)
algorithm. Arguably, an entire study could be devoted to identifying the most ro-
bust ensemble-based snow reanalysis scheme by using DREAM as a benchmark
along with independent validation data. The ideal scheme would be the one that
best balances accuracy (in terms of estimating the posterior) and computational
cost. Computational cost (per grid cell) is an especially important criterion when
considering that the overall aim of snow reanalyses should not only be to attain
high accuracy, but also to become global while maintaining hillslope-scale resolu-
tion. It is worth noting that currently both the model and the data assimilation are
executed on a per-grid cell basis, such that the entire framework is embarrassingly
parallel and easily scaled up using high performance computing.

4.5 Emerging constraints

As is typical in the snow reanalysis exercise we have restricted ourselves to using
retrievals of fSCA from optical sensors to constrain the ensemble. There are good
reasons for this, namely that it is primarily the optical sensors that currently offer
the potential to constrain the evolution of the snowpack at the hillslope-scale. At
the same time, these sensors can offer other retrievals that could be worth con-
sidering in a reanalysis of the seasonal snowpack. In addition to fSCA, it is also
possible to retrieve snow grain size, snow wetness, and albedo (c.f. Dozier et al.,
2009). All of these could serve as additional constraints in the reanalysis.

As mentioned, there exists several optical sensors that are currently in polar or-
bit, many of which we have not yet employed to retrieve fSCA or other snow
variables. At the hillslope-scale, the following polar orbiting optical sensors (and
possibly more) are currently available: Landsat 7 ETM+, Landsat 8 OLI, Sentinel-
2 MSI, PlanetScope, RapidEye, WorldView, SPOT5-7, and Pléiades. Landsat 9
OLI-2 and EnMAP will be launched in the near future as well. Together, these
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satellites enable the retrieval of fSCA at hillslope-scale resolution at daily time
steps, weather permitting. Unfortunately, data from many of these satellites (all
but the Landsat and Sentinel-2 constellations) is currently not freely available
in unlimited volumes. This, along with the lack of high quality cloud masks,
currently precludes the use of these satellites in the generation of a global high-
resolution snow reanalysis. Hopefully this will change in the future. At a slightly
coarser scale (order 500 m), several sensors are also available including: MODIS,
AVHRR, VIIRS, Sentinel-3, and PROBA-V. Despite the coarser resolution, these
sensors typically feature more spectral bands than their hillslope-scale counter-
parts, which can make cloud masks more reliable. This is advantageous for op-
erational reanalyses. In addition, these coarser sensors typically feature a wider
swath which results in near daily repeat frequencies for each sensor. In Aalstad
et al. (2019b), we have shown that it is advantageous to make use of as many
sensors as possible in ensemble-based snow reanalysis. Effectively, the better the
retrieval of the depletion of fSCA, both in terms of the accuracy of the individual
retrievals and the temporal density, the better the reanalysis.

Other types of sensors could also serve as valuable constraints on the state of the
snowpack at different scales. For example, it is well known that wet snow status
(i.e. whether or not the snowpack is ripe) can be retrieved at the hillslope-scale
from synthetic-aperture radar (SAR) sensors independently of cloud cover (Bagh-
dadi et al., 1996). Sentinel-1 and TerraSAR-X are both satellites that could be
readily employed in the retrieval of wet snow status. Knowing whether or not the
snow is ripe and melting would be invaluable in a reanalysis. In addition, this
kind of retrieval would be useful for filling gaps in fSCA time series that occur
due to clouds. For example, if the snow-cover disappears over an extended cloudy
period, a wet snow SAR retrieval would be useful in determining the earliest pos-
sible disappearance of the snowpack. Recent work also suggests that SAR can
even be used to accurately estimate snow depth (Moller et al., 2017).

As for passive microwave retrievals of SWE, despite saturation problems for wet
and deep snow and issues in complex terrain (Foster et al., 2005), these too could
serve as valuable coarse-scale (0.25◦) constraints. In their synthetic experiment,
De Lannoy et al. (2010) have already demonstrated how coarse-scale passive
microwave SWE can be assimilated into high-resolution models. Furthermore,
De Lannoy et al. (2012) have shown that real coarse-scale passive microwave re-
trievals from AMSR-E can be assimilated jointly with MODIS fSCA into a higher
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resolution snow model. Using passive microwave SWE retrievals as coarse-scale
constraints would be particularly appealing over flat tundra areas where the re-
trievals are more likely to be accurate. The reason for this is that in such environ-
ments the limiting factors laid out in Foster et al. (2005) are less prone to manifest
themselves. In the assimilation of passive microwave SWE, I would probably end
up employing the multiple coarse-scale observation approach presented and eval-
uated in De Lannoy et al. (2010).

In the same vein, gravimetric retrievals of terrestrial water storage anomalies
(TWSA) could also serve as a valuable constraint on the state of the snowpack.
Such retrievals are available from two sets of twin satellites: GRACE (2002-2017)
and GRACE-FO (2018-present) both at around 1◦ spatial resolution. As such,
TWSA retrievals would also serve as coarse-scale constraints. Usage of TWSA
retrievals would also require knowledge of the other components of the terrestrial
water storage such as ground water, soil moisture, surface water, and ice (Yılmaz
et al., 2019). A decomposition of the TWSA signal into its constituent parts so as
to retrieve SWE would likely require a full land surface model that can represent
all the components. This kind of retrieval approach is possible, as was shown in
the study of Niu et al. (2007). Moreover, Su et al. (2010) have demonstrated that
it is also possible to assimilate GRACE TWSA into a land surface model so as
to improve the estimation of snowpack variables. To assimilate GRACE data, I
would again most likely employ the multiple coarse-scale observation approach
laid out in De Lannoy et al. (2010).

ICESat (2003-2010) was a satellite in polar orbit that was equipped with a spaceborne-
LIDAR. It was subsequently able to accurately retrieve snow depth at relatively
high (order 100 m) resolution using DEM differencing as shown in Treichler and
Kääb (2017). Given that the successor mission, ICESat-2, was recently launched
space-borne LIDAR also presents a viable constraint on the state of the seasonal
snowpack. The advantage with these satellites is that they can be used to retrieve
spatially representative snow depth at the modeled hillslope-scale which will serve
as a strong constraint in the assimilation. It has already been shown that the assim-
ilation of snow depth observations substantially improves the estimation of SWE
in snow models (Magnusson et al., 2017), so assimilating spaceborne-LIDAR de-
rived snow depth into our framework will undoubtedly be a fruitful addition that
is worth exploring.
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4.6 Smoothing, filtering, and prediction

In this thesis, I have exclusively considered the reanalysis or smoothing problem
as its known in the DA literature. We can clearly differentiate between the three
related problems of prediction, filtering, and smoothing (Jazwinski, 1970; Carrassi
et al., 2018). In the prediction problem, the model trajectory is only constrained
by past observations relative to the current timestep. Prediction can also be re-
ferred to as forecasting. Note in particular that prediction refers to unconstrained
estimation of the future relative to the last assimilated observation. So by future I
mean a relative future, not necessarily the actual future. In the filtering problem,
the model trajectory is constrained both by past and present observations relative
to the current time step. Filtering is also known as sequential data assimilation. In
the smoothing problem that I have been concerned with, the model trajectory is
constrained by past, current, and future observations. In particular, I have consid-
ered the batch smoothing problem where all observations are assimilated at once
to update uncertain model (and forcing) parameters. A graphical overview of the
difference between the three problems is provided in Figure 4.1.

Figure 4.1: Schematic illustration of the difference between the prediction, filtering, and
smoothing problems. Adapted with permission from Carrassi et al. (2018).

The smoothing approach can be superior to filtering in the context of land surface
data assimilation in general and snow data assimilation in particular. Smoothing
can take into account the long memory (auto-correlation) of model errors (Koster
and Suarez, 2001; Dunne and Entekhabi, 2005) while filtering ignores this due to
the Markov assumption. Moreover, in the snow reconstruction exercise we need
to be able to use future observations to update the past model behaviour. This is
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necessary because information concerning biases in the accumulation season will
be contained in the observed snow-cover depletion that occurs during the ablation
season. Smoothers allow for this backwards propagation of information while
filters do not. Another advantage with batch smoothing is that when the model
is rerun with updated parameters its states will be dynamically consistent, which
is not the case when sequentially updating states and parameters with a filter. In
addition, when batch smoothing entire model integrations are carried out before
any updating is performed, such that the DA can be easily applied even to models
where the source code is not openly available or where it is difficult to stop time
stepping. Other than fixed-interval batch smoothers, there exists a plethora of dif-
ferent smoothers as reviewed in Cosme et al. (2012).

When DA is performed online, i.e. as observations become available, it is of
course often more practical to use a filter than a smoother. This is the typical case
in weather forecasting where the posterior of today becomes the prior of tomor-
row. Another advantage with filtering is that one does not need to store the entire
vector of observations and predicted observations, as one does when smoothing,
which can be prohibitively expensive in certain cases. When modeling systems
that are governed by largely hyperbolic (as opposed to parabolic or elliptic) sys-
tems of governing equations it thus often makes more sense to apply a filter. This
explains why the PF and EnKF enjoy such widespread use in the meteorological
and oceanographic communities (see van Leeuwen, 2009; Evensen, 2009, and ref-
erences therein). In particular, filters are especially nicely tailored for initializing
prediction problems. It is not as clear, however, if this is a good reason to employ
such filters in the land surface modeling community where the dynamics are quite
different and there is often more uncertainty tied to boundary conditions than to
initial conditions. This will often lead to model biases which are more challenging
to handle with a filter.

In the fields where snow is an important component, such as hydrology, weather,
and climate science there is a great deal of interest in the prediction problem. That
is to say, we often want to make predictions about a future that is unconstrained
by observations. It may not be immediately clear how snow reanalysis, which
is retrospective by definition, can help solve the prediction problem. Upon some
reflection, one way in which snow reanalyses can be helpful is for validation and
model benchmarking. For example, Wrzesien et al. (2017) used the Sierra Nevada
snow reanalysis conducted by Margulis et al. (2016) as a reference to evaluate
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estimates of SWE at the mountain range scale from global products and a re-
gional model. The regional model that was used, namely the Weather Research
and Forecasting (WRF) model, is frequently used to make both weather and cli-
mate predictions (e.g. Rasmussen et al., 2011). In addition to validating models,
the snow reanalysis could be used to develop and tune parametrizations in the
snow-component of models. For example, given the hillslope-scale of the snow
reanalysis, it could be used to help further improve parametrizations of subgrid
snow variability in coupled land-atmosphere models (Aas et al., 2017). Similarly,
the reanalysis, which also represents a physically-based interpolation of remotely
sensed fSCA time series, can be used to tune the parameters in the necessarily
relatively simple snow-depletion curves that are employed in climate models (e.g.
Swenson and Lawrence, 2012). This would then hopefully lead to improved cli-
mate predictions at both seasonal and decadal timescales (Henderson et al., 2018).

Recently, SWE results from deterministic snow reconstructions have also been
used as targets to train machine learning algorithms which can subsequently be
used to make predictions (Bair et al., 2018). There is no reason that the (proba-
bly improved) results from an ensemble-based snow reanalysis could not be used
for the same purpose. For example, the snow reanalysis of Margulis et al. (2016)
would provide an extensive library of target SWE for training machine learning
algorithms that spans back to the beginnings of the satellite era. Trained machine
learning algorithms, such as neural networks or random forests, could then be used
to make real-time estimates using predictors such as various satellite retrievals and
terrain characteristics as in Bair et al. (2018).

Another important potential application of data assimilation is in the context of
model selection. Since the framework is modular, it is possible to employ the
same model in the reanalysis and later prediction. That is, given sufficient com-
putational resources, it would be straightforward to switch out the simple snow
model with a more complex snow model that could be coupled to a meteorologi-
cal or climate forecast and be used to make predictions. The reanalysis framework
could then help in selecting the appropriate model for this task even in the absence
of independent validation data, i.e. using the fSCA data that is assimilated. By
employing a series of different models (or model configurations) the model selec-
tion could then be performed by considering the model evidence (the denominator
in Bayes theorem) as an alternative to the RMSE (Metref et al., 2019).
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Chapter 5

Conclusion

In this thesis, my aim was to help tackle a longstanding unsolved problem in snow
hydrology (Dozier et al., 2016), namely our current inability to accurately esti-
mate the snow water equivalent (SWE) anywhere on Earth at the hillslope scale.
On my quest to contribute a solution to this problem, I took a purely retrospective
approach by developing a framework for ensemble-based reanalysis of the sea-
sonal snowpack. The framework was inspired by pioneering applications of snow
reconstruction (Martinec and Rango, 1981), Bayesian inversion of snow deple-
tion curves (Kolberg and Gottschalk, 2006), and ensemble-based snow reanalysis
(Durand et al., 2008). The modular framework was built up of four components:

(i) A routine to topographically downscale forcing from coarse-scale meteoro-
logical reanalyses which largely follows the TopoSCALE approach of Fid-
des and Gruber (2014).

(ii) A simple snow model based largely on the Utah Energy Balance model (Tar-
boton and Luce, 1996), with some simplifying assumptions, and the proba-
bilistic snow depletion curve of Liston (2004).

(iii) Algorithms to retrieve fractional snow-covered area (fSCA) using multispec-
tral imagery obtained from polar orbiting optical satellites. The algorithms
that we used ranged in complexity from simple thresholding of the NDSI
(Dozier, 1989) to spectral unmixing (SU) (Painter et al., 2009).

(iv) An ensemble-based batch smoother data assimilation (DA) scheme. Here we
primarily used the ensemble smoother with multiple data assimilation (ES-
MDA; Emerick and Reynolds, 2013), altough the ensemble smoother (ES;
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van Leeuwen and Evensen, 1996) and the particle batch smoother (PBS;
Margulis et al., 2015) were also used.

I laid out five research objectives that were tied to constructing these compo-
nents and tying them together into an ensemble-based snow reanalysis framework.
Through the papers Aalstad et al. (2018), Aalstad et al. (2019a), Aalstad et al.
(2019b), and Fiddes et al. (2019), we targeted these objectives at three disparate
study areas, the Brøgger peninsula, the Mammoth Lakes Basin, and the Swiss
Alps. In Aalstad et al. (2018), the framework was introduced and we showed how
it could be used to accurately reconstruct the subgrid SWE distribution at several
sites on the Brøgger peninusla using fSCA retrievals from MODIS and Sentinel-
2. We found that the ES-MDA scheme exceeded or at least nearly matched the
performance of previously proposed DA schemes with respect to various eval-
uation metrics. Subsequently, in Aalstad et al. (2019a), we gauged our current
capabilities of retrieving fSCA from polar orbiting optical satellites in the Brøg-
ger peinsula. Here, we used time-lapse photography to help establish that only the
SU technique provided unbiased satellite retrievals of fSCA at the hillslope-scale.
In Aalstad et al. (2019b), we used multiple satellite constellations (Sentinel-2,
Landsat 7&8, PlanetScope, and RapidEye) to retrieve and assimilate fSCA into
the framework at the Brøgger peninsula and the Mammoth Lakes Basin. Using
independent validation data, we showed how using fSCA retrievals from multiple
sensors as opposed to a single sensor provided marked improvements in perfor-
mance. We demonstrated once again that the ES-MDA was more robust than both
the PBS and the ES in the snow reanalysis exercise. In Fiddes et al. (2019), we
showed how the framework can be scaled up and applied to larger areas in the
Swiss Alps with the help of a clustering technique.

Given that our reanalysis framework is still in the research and development stage,
there is work to be done before it can become operational. Currently the biggest
bottleneck is the processing of the satellite imagery, particularly regarding the
cloud masking. At the same time, being a modular framework that can be applied
anywhere on Earth it can readily be adapted to other uses. For example, the snow
reanalysis framework could be efficiently coupled to a permafrost model such as
that of Westermann et al. (2016) to help deliver a transient permafrost reanalysis
where snow-induced uncertainties have been constrained. More generally, parts
of the framework could be implemented into the next generation of global fully
coupled land-atmosphere reanalysis systems. Overall, we have shown that, given
the inherent uncertainties, models and data work best together, not in isolation.
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Abstract. With its high albedo, low thermal conductivity
and large water storing capacity, snow strongly modulates
the surface energy and water balance, which makes it a
critical factor in mid- to high-latitude and mountain en-
vironments. However, estimating the snow water equiva-
lent (SWE) is challenging in remote-sensing applications al-
ready at medium spatial resolutions of 1 km. We present an
ensemble-based data assimilation framework that estimates
the peak subgrid SWE distribution (SSD) at the 1 km scale
by assimilating fractional snow-covered area (fSCA) satel-
lite retrievals in a simple snow model forced by downscaled
reanalysis data. The basic idea is to relate the timing of the
snow cover depletion (accessible from satellite products) to
the peak SSD. Peak subgrid SWE is assumed to be log-
normally distributed, which can be translated to a modeled
time series of fSCA through the snow model. Assimilation
of satellite-derived fSCA facilitates the estimation of the
peak SSD, while taking into account uncertainties in both the
model and the assimilated data sets. As an extension to previ-
ous studies, our method makes use of the novel (to snow data
assimilation) ensemble smoother with multiple data assimi-
lation (ES-MDA) scheme combined with analytical Gaussian
anamorphosis to assimilate time series of Moderate Reso-
lution Imaging Spectroradiometer (MODIS) and Sentinel-2
fSCA retrievals. The scheme is applied to Arctic sites near
Ny-Ålesund (79◦ N, Svalbard, Norway) where field measure-
ments of fSCA and SWE distributions are available. The
method is able to successfully recover accurate estimates of
peak SSD on most of the occasions considered. Through the
ES-MDA assimilation, the root-mean-square error (RMSE)
for the fSCA, peak mean SWE and peak subgrid coefficient

of variation is improved by around 75, 60 and 20 %, re-
spectively, when compared to the prior, yielding RMSEs of
0.01, 0.09 m water equivalent (w.e.) and 0.13, respectively.
The ES-MDA either outperforms or at least nearly matches
the performance of other ensemble-based batch smoother
schemes with regards to various evaluation metrics. Given
the modularity of the method, it could prove valuable for a
range of satellite-era hydrometeorological reanalyses.

1 Introduction

The spatiotemporal distribution of seasonal snow cover is a
key control on the terrestrial surface energy and water bal-
ance in mid- to high-latitude regions and mountainous areas
(Boike et al., 2003; Barnett et al., 2005). With its high albedo
and large water-holding capacity, snow is a modulator of the
global radiation balance and hydrological cycle, making it
one of the drivers of the atmospheric circulation and the as-
sociated climate (Andreadis and Lettenmaier, 2006; Liston,
1999). Since the snow water equivalent (SWE) can exhibit
considerable variability over small distances (Clark et al.,
2011), mapping the SWE distribution remains a difficult task
(Dozier et al., 2016).

The primary controls on the distribution and variability of
SWE are topography, vegetation, precipitation, wind, radia-
tion and avalanching (Sturm and Wagner, 2010; Clark et al.,
2011). While topography and vegetation are relatively fixed
in time, the other controls vary strongly over a range of spa-
tiotemporal scales. In unforested regions, snow tends to be
affected by wind drift (e.g., Gisnås et al., 2014), leading to
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accumulation in areas with preferential deposition, such as
topographic depressions or the lee side of a ridge. The scale
of such features can vary dramatically across the landscape.
Nonetheless, the processes occurring at a given site are of-
ten consistent from year to year, and so the SWE distribution
is often quite similar to the climatological snow distribution
pattern (Sturm and Wagner, 2010; Kępski et al., 2017). Man-
ual measurement surveys are usually impractical for mapping
SWE over large areas given their limited support, large spac-
ing and small extent (Blöschl, 1999). Instead, modeling and
remote sensing can be employed to map SWE.

Snow models range in complexity from relatively simple
single-layer models, such as the Utah Energy Balance model
(UEB; Tarboton and Luce, 1996; You et al., 2014), to de-
tailed multilayer snowpack models, such as Crocus (Vionnet
et al., 2012) and SNOWPACK (Bartelt and Lehning, 2002).
Some snow models (e.g., ALPINE3D; Lehning et al., 2006)
can also be run in distributed mode to simulate the snow
distribution over large areas. The accuracy of the model re-
sults is limited by the hydrometeorological forcing data, be
it from reanalyses or local measurements, whose errors are
typically the major source of uncertainty in snow modeling
(De Lannoy et al., 2010; Raleigh et al., 2015). In addition,
snow models are generally developed as point-scale models;
even if they are run as distributed models, the grid-scale val-
ues predicted by the model may not be representative of the
corresponding process scale (Blöschl, 1999). For example, if
a snow model is forced by near-point-scale hydrometeoro-
logical measurements, the model results will only be repre-
sentative for a grid cell if that particular point is representa-
tive of the mean conditions within the grid cell. To circum-
vent this problem, probabilistic snow depletion curve (SDC)
parametrizations have been developed (Liston, 1999; Luce
and Tarboton, 2004; Liston, 2004) in which a probability dis-
tribution function is assigned to the SWE within a grid cell at
peak accumulation. Assuming uniform melt across the grid
cell, this allows for a direct relationship between the mean
SWE, melt depth and fractional snow-covered area (fSCA)
of the grid cell. Liston (2004) used such a SDC parametriza-
tion in conjunction with land-cover-specific subgrid coeffi-
cients of variation of SWE with the ClimRAMS model to
map the fSCA over North America. As a result, the total
snow-covered area increased considerably compared to the
control run. Aas et al. (2017) used a tiling approach to rep-
resent subgrid snow variability in the WRF model coupled
to the Noah land surface scheme over southern Norway. The
tiling reduced the cold bias in the modeled near-surface air
temperatures and greatly improved the match to the observed
fSCA evolution. Nevertheless, due to the inherently large un-
certainties in the forcing, modeling alone is usually not a
sufficiently accurate tool for mapping SWE. Instead, models
need to be combined with relevant data from remote sensing.

Snow-related data sets can be acquired from a variety
of remote-sensing platforms with near-global coverage. The
Gravity Recovery and Climate Experiment (GRACE) twin

satellites allow for the retrieval of terrestrial water storage
(TWS), from which SWE can be recovered at around 100km
spatial resolution (e.g., Niu et al., 2007). Passive microwave
(PM) satellite sensors can retrieve SWE based on bright-
ness temperature at a resolution of around 25 km. However,
PM SWE retrievals have problems over forested areas and
complex topography, as well as for wet and deep snowpacks
(Foster et al., 2005). Both gravimetric and PM sensors are
able to retrieve SWE independent of cloud coverage, result-
ing in gap-free time series. While not capable of measuring
SWE, moderate-resolution optical sensors such as the Mod-
erate Resolution Imaging Spectroradiometer (MODIS) can
retrieve binary information on snow cover (i.e., snow or no
snow), fSCA and snow grain size (Hall et al., 2002; Salomon-
son and Appel, 2004; Painter et al., 2009) at approximately
500m resolution with a daily revisit frequency. In addition,
higher-resolution optical sensors, such as those on board the
Landsat and Sentinel-2 satellites, can map fSCA at around
30m resolution (e.g., Cortés et al., 2014). Optical sensors
can not see through clouds, which results in data gaps over
most snow-covered regions. To obtain gap-free time series, it
is thus necessary to either interpolate optical remote-sensing
data in time and space or ingest them in models.

Data assimilation (DA) methods can objectively fuse
uncertain information from observations and models. De-
terministic SWE reconstruction techniques (Girotto et al.,
2014b) that directly insert remotely sensed fSCA data in
models represent the simplest form of snow data assimila-
tion. Such schemes back-calculate peak SWE from the dis-
appearance date of the snow cover (as determined from fSCA
retrievals) using snowmelt models. Martinec and Rango
(1981) used Landsat fSCA retrievals during the melt season
in conjunction with a simple degree day snowmelt model to
estimate the peak mean SWE. Similarly, Cline et al. (1998)
used Landsat fSCA retrievals combined with a distributed
energy balance model to reconstruct the SWE distribution.
More recently, Molotch and Margulis (2008) used fSCA in-
formation from multiple sensors for deterministic SWE re-
construction. Durand et al. (2008) introduced a probabilistic
framework for SWE reconstruction. This was based on as-
similating synthetic fSCA retrievals during the ablation into
the Simplified Simple Biosphere version 3 (SSiB3) land sur-
face model coupled to the SDC of Liston (2004) using the
ensemble smoother (ES; Van Leeuwen and Evensen, 1996)
in batch mode (cf. Dunne and Entekhabi, 2005). The assim-
ilation of synthetic fSCA in this twin experiment was used
to correct annual biases in the snowfall and facilitated the
recovery of the SWE distribution. Using the Durand et al.
(2008) framework, Girotto et al. (2014b) assimilated Land-
sat fSCA retrievals to recover the SWE distribution, yield-
ing a significant reduction in root-mean-square error (RMSE)
relative to deterministic SWE reconstruction. Subsequently,
Girotto et al. (2014a) used the same framework to perform a
27-year reanalysis of SWE distributions. Recently, Margulis
et al. (2015) modified this probabilistic approach by adopt-
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ing a particle batch smoother (PBS) as opposed to the ES
for the assimilation of fSCA retrievals to estimate the SWE
distribution. The PBS was found to outperform the ES, con-
siderably reducing the RMSE. Based on this work, Margulis
et al. (2016) adopted the PBS framework to conduct a 30-
year reanalysis of SWE over the Sierra Nevada (USA) us-
ing Landsat fSCA retrievals. Cortés et al. (2016) applied the
same PBS framework to construct a 30-year reanalysis of
SWE over six instrumented basins in the Andes. Cortés and
Margulis (2017) subsequently adopted this approach to per-
form a 31-year SWE reanalysis over the entire extratropical
Andes.

Several other snow DA techniques have recently been
employed. Andreadis and Lettenmaier (2006) assimilated
MODIS fSCA retrievals into the VIC model through the en-
semble Kalman filter (EnKF; Evensen, 2009) using a simple
SDC for the SWE-fSCA inversion. However, the improve-
ment compared to the open loop (OL; i.e., no DA) run was
only modest, which was also found in similar studies (Clark
et al., 2006; Slater and Clark, 2006). A Bayesian technique
was used by Kolberg and Gottschalk (2006) to assimilate
Landsat fSCA retrievals into a snow model with a proba-
bilistic SDC to estimate the peak SWE distribution. They
found a significant reduction in uncertainty when retrievals
were assimilated simultaneously as opposed to sequentially.
At the continental scale, a multisensor assimilation of both
GRACE TWS and MODIS fSCA using the ES and EnKF for
TWS and fSCA, respectively, yielded significant improve-
ments relative to the OL (Su et al., 2010). De Lannoy et al.
(2010) used the EnKF in a twin experiment to assimilate syn-
thetic PM SWE retrievals and greatly outperformed the OL.
This was extended to a real multisensor experiment by jointly
assimilating PM SWE and MODIS fSCA retrievals (De Lan-
noy et al., 2012). Li et al. (2017) used the ES to assimi-
late PM SWE retrievals and estimate the SWE distribution,
markedly outperforming the OL. Of late, particle filter (PF;
see Van Leeuwen, 2009) schemes have been gaining popu-
larity in snow DA studies (Charrois et al., 2016; Magnusson
et al., 2017). For example, Charrois et al. (2016) assimilated
synthetic optical reflectance retrievals into Crocus using the
sequential importance re-sampling PF at a point scale and
considerably outperformed the OL.

It is worth emphasizing that the most popular schemes in
the snow DA community, both the EnKF and the PF, are fil-
ters (i.e., sequential techniques). As such, they are Markovian
of order 1 (memoryless): the future state at a given point in
time depends only on the present state. Furthermore, obser-
vations are assimilated sequentially with only the current ob-
servation affecting the current state. Batch smoothers (Dunne
and Entekhabi, 2005), on the other hand, take into account
the entire history of a model trajectory within a batch (obser-
vation window) and as such have memory (non-Markovian)
so that they are better suited for reanalysis problems.

In this study, we build on the probabilistic SWE recon-
struction technique outlined in Girotto et al. (2014b) to re-

cover subgrid SWE distributions (SSDs) for a study area
in the Arctic based on fSCA retrievals from MODIS and
Sentinel-2. The novelty of our study lies in the use of
an iterative batch smoother scheme, namely the ensemble
smoother with multiple data assimilation (ES-MDA; Emer-
ick and Reynolds, 2013). To update physically bounded pa-
rameters, we make use of analytical Gaussian anamorphosis
(Bertino et al., 2003). We investigate the performance of the
ES-MDA in terms of SWE reconstruction and compare it to
the ES and the PBS employed by Girotto et al. (2014b) and
Margulis et al. (2015), respectively. The results are evaluated
against independent field measurements of fSCA and snow
surveys conducted over six snow seasons.

2 Study area

2.1 Physical characteristics and climate

The study area is located in NW Svalbard close to the
research town of Ny-Ålesund (78◦55′ N, 11◦50′ E) on the
Brøgger Peninsula. Field measurements are available from
three sites (Fig. 1). “Bayelva”, about 2 km west of Ny-
Ålesund, is the main study site where multiyear in situ
records on, for instance, the surface energy balance, per-
mafrost thermal regime and snow distribution are available
(Westermann et al., 2009; Gisnås et al., 2014; Boike et al.,
2017). In addition, snow surveys for a single season (2016)
are available from “Steinflåen plateau” and “Kvadehuk-
sletta”. All sites feature gently undulating topography with
small hills and surfaces characterized by patterned ground
features, leading to strong differences in snow cover due
to wind drift. Bayelva and Kvadehuksletta are located be-
tween 10 and 50ma.s.l., while the Steinflåen plateau is at a
higher elevation of around 200m a.s.l. Kvadehuksletta is ex-
posed to most wind directions, whereas Bayelva and Stein-
flåen plateau are partly sheltered by mountains. The sites are
located within the continuous permafrost zone (Boike et al.,
2003) with a maximum active layer depth of around 1.5m at
the Bayelva site (Westermann et al., 2009).

The Bayelva site is located around the heavily instru-
mented Bayelva climate and soil monitoring station (Boike
et al., 2017). This area has been the subject of extensive stud-
ies spanning permafrost (Roth and Boike, 2001; Boike et al.,
2008; Westermann et al., 2011a), the surface energy balance
(Boike et al., 2003; Westermann et al., 2009), CO2 exchange
(Lüers et al., 2014; Cannone et al., 2016), ecology (Kohler
and Aanes, 2004), snow (Bruland et al., 2001; Gisnås et al.,
2014; López-Moreno et al., 2016), hydrology (Nowak and
Hodson, 2013) and satellite retrieval validation (Westermann
et al., 2011b, 2012). The surface cover at Bayelva and Kvade-
huksletta alternates between bare soil, rocks and sparse low
vegetation (Westermann et al., 2009), while the more ele-
vated Steinflåen plateau is predominantly covered by loose
rocks.
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Figure 1. (a) location of Svalbard (in red) in the Arctic. (b) Map of Svalbard; the study area is close to Ny-Ålesund. Bottom: Sentinel-2A
true-color image (2 July 2016) of the western Brøgger Peninsula with the three study sites Kvadehuksletta, Steinflåen plateau and Bayelva;
green dots: snow survey probe locations; blue polygons: MODIS pixels; yellow diamond: automatic camera system on Scheteligfjellet;
yellow shading: field of view of the camera; contour lines courtesy of the NPI (2014) DEM.

The climate of western Svalbard is influenced by the rel-
atively warm West Spitsbergen Current causing a maritime
climate with mild winters and cool summers for this latitude
(Esau et al., 2012). At Ny-Ålesund the winter, summer and
annual (1981–2010) average air temperatures were −12.0,
3.8 and −5.2 ◦C, respectively, while the average annual
precipitation was 427 mm (Førland et al., 2011). Between
September/October and May the precipitation mainly falls
as snow, although rain-on-snow events have become more
frequent due to the warming of the local climate (Nowak
and Hodson, 2013; López-Moreno et al., 2016). The sea-
sonal snow cover usually forms in late September or early
October and lasts until mid-June to early July, with a melt
season of around 1 month (Winther et al., 2002). The dom-
inant energy source during the snowmelt is radiation (long-
wave and shortwave), while the heat flux required to warm

the frozen ground underlying the snow is an important en-
ergy sink (Boike et al., 2003; Westermann et al., 2009).

2.2 Field measurements

Manual surveys of snow depth and density were carried out
in April/May for 6 years at the Bayelva site and for 1 year
(2016) at the two other sites (Table 1). At this time, the
snow depth is near its maximum but the snowpack is still
dry. The snow density was sampled in vertical layers at every
fifth point. As no systematic stratification of the snow den-
sity was found, SWE was finally calculated from snow depth
and the average snow density at each site in a given year. At
Bayelva, the snow density was generally confined to a range
of 350± 50 kgm−3 for all the surveys, while the snow den-
sity was found to be around 450 kgm−3 at Steinflåen plateau
in 2016. At Kvadehuksletta and Steinflåen plateau, the sur-
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Table 1. Overview of the study sites and snow surveys. z is the mean elevation, and σz is the standard deviation in the elevation, both based
on the NPI (2014) DEM. t: transect; r; randomized array.

Location z̄ [m a.s.l.] σz [m] Area [km2] Survey years Samples per survey

Bayelva 23 9 0.5 2008, 2009, 2013–2016 853t, 617t, 105r

Steinflåen plateau 210 11 1.1 2016 45t

Kvadehuksletta 55 6 0.9 2016 30t

veys were conducted along transects with regular sample in-
tervals (see Fig. 1). A randomized array of sample points was
employed for Bayelva in most years, except for the first 2
years where transects were used.

Basal ice layers resulting from rain-on-snow events
(Kohler and Aanes, 2004; Westermann et al., 2011a) occur
in the area and can constitute a major source of uncertainty
for SWE measurements. In 2016, the depth of basal ice layers
was measured using ice screws, and their contribution to the
SWE was accounted for. In addition, internal ice layers and
the spatial variability of average snow densities (see above)
contribute to the uncertainty of the measurements. Further-
more, only a limited number of sampling points are available,
so that the obtained snow distributions are expected to devi-
ate to a certain extent from the true snow distributions in the
area. Although the snow surveys coincide closely with peak
SWE, some accumulation (ablation) may occur after (before)
the surveys. To assess the magnitude of this error source, we
used snow depth measurements at the Bayelva station (Boike
et al., 2017) to compare the snow depth at the survey dates to
the maximum snow depth for each snow season. We found
an average relative difference of 8 % (maximum: 17 %; min-
imum: 0.3 %).

In 2012, 2013 and 2016, an automatic time-lapse cam-
era was deployed near the summit of Scheteligfjellet
(694ma.s.l.; cf. Fig. 1), overlooking the Bayelva site. The
camera was a standard digital camera triggered by a Har-
bortronics time-lapse system, delivering daily images except
for prolonged periods with low cloud cover. The raw cam-
era images were orthorectified at a 1m resolution, and snow
was mapped for each pixel using a threshold on the intensity,
so that fSCA could be determined for each image. The or-
thorectified images for two of the years are freely available
in Westermann et al. (2015a).

In 2008, aerial images were obtained for the Bayelva site
for five dates in June during the beginning of the snowmelt
period. This was accomplished by mounting a digital cam-
era to an unmanned aerial vehicle (UAV) flying at an altitude
of 100 to 250m above ground which took between 700 and
1000 images per mission at nadir angles. As the images were
taken in a near-random fashion over the entire area, fSCA
was calculated by averaging over the fSCA determined for
each image using a simple threshold criterion. GPS-based
surveys of the remaining snow patches were available for five

additional dates, so that a complete fSCA time series is avail-
able for the snowmelt period in 2008.

3 Method

3.1 Simple snow model

To efficiently run a large number of ensemble members, a
simple snow model (SSM) is employed, which computes
snowmelt rates according to surface energy balance formu-
lations (as in the CryoGrid 3 ground thermal model; West-
ermann et al., 2016). The model is a blend of a single-layer
mass balance scheme, based on the UEB model (Tarboton
and Luce, 1996; You et al., 2014), and the Liston (2004)
SDC. Many internal snow processes (occurring inside the
snowpack), including heat conduction and meltwater perco-
lation, are omitted. In addition, several external processes
such as sublimation and deposition are ignored. In the fol-
lowing sections, we describe the governing equations of the
SSM (see Table 2 for the model constants).

3.1.1 Snow depletion curve

We use the SDC parametrizations discussed in Liston
(1999), Luce and Tarboton (2004) and Liston (2004) which
parametrize the relationship between fSCA, melt depth and
SWE by using a probability density function (pdf) to repre-
sent the peak SSD. A key assumption is that the melt rate is
spatially uniform within each grid cell. The relationship be-
tween the accumulated melt depth (Dm), the peak SSD pdf
(fP) and the fSCA within the grid cell at time t is given by

fSCA(t)=

∞∫

Dm(t)

fP(D)dD . (1)

Similarly, the mean SWE depth is given by

D(t)=

∞∫

Dm(t)

(D−Dm(t))fP(D)dD . (2)

Following Liston (2004), we parametrize the peak SSD us-
ing a two-parameter lognormal pdf fP = fP(D|µ,χ), where
µ is the peak mean SWE and χ = σ/µ is the peak subgrid
coefficient of variation (σ is the standard deviation). χ is a
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Table 2. List of the model constants used in the simple snow model runs along with the corresponding reference studies.

Symbol Name Value Units (SI) Reference

αmax Maximum snow albedo 0.85 − Dutra et al. (2010)
τS Threshold snowfall 0.01 m (w.e.) Dutra et al. (2010)
τF Aging constant for melting snow 2.78× 10−8 s−1 Dutra et al. (2010)
τA Aging constant for non-melting snow 9.26× 10−8 s−1 Dutra et al. (2010)
TR Threshold temperature for rain 276.15 K You et al. (2014)
TS Threshold temperature for snow 272.15 K You et al. (2014)
εS Emissivity of snow 0.99 – Westermann et al. (2016)
dH Thermal diffusivity of the ground 6× 10−7 m2 s−1 Westermann et al. (2009)
zE Effective transfer depth 1 m –
1t Daily time step 86400 s –
Lf Specific latent heat of fusion 3.35× 105 Jkg−1 Tarboton and Luce (1996)
ρw Density of fresh liquid water 103 kgm−3 Tarboton and Luce (1996)
σSB Stefan–Boltzmann constant 5.67× 10−8 Wm−2 K−4 Tarboton and Luce (1996)

perturbation parameter (see Table 4) that is updated in the
assimilation. Our choice of parametric distribution was mo-
tivated by independent measurements of the SSD which fit
reasonably well to a lognormal distribution (Bruland et al.,
2001). Equations (1) and (2) can both be solved analytically
as presented in Liston (2004).

3.1.2 Mass and energy balance

To obtain the instantaneous net accumulation rate, A(t), we
follow the UEB model through (You et al., 2014)

A(t)= P(t)−M(t) , (3)

where P(t) is the precipitation rate andM(t) is the melt rate.
Sublimation is not considered as it is a relatively small con-
tribution to the mass balance at our study area (Westermann
et al., 2009). We use a linear transition to delineate between
snowfall and rainfall (You et al., 2014), with thresholds given
in Table 2. We only consider rainfall as a positive contribu-
tion to the mass balance during non-melting conditions when
the rainwater generally refreezes in the snowpack (Wester-
mann et al., 2011a). For melting conditions (whereDm > 0),
we assume that rainfall directly becomes runoff.

The melt rate,M , is calculated based on a simplified snow
energy balance defined by

QM(t)=Q
∗
R(t)+QP(t)−QH(t)−QE(t)−QG(t) , (4)

where QM is the snowmelt flux, Q∗R is the global radiation,
QP is the heat advected by precipitation, QH is the sensible
heat flux, QE is the latent heat flux and QG is the ground
heat flux. The last three fluxes are defined as positive when
directed away from the surface and vice versa for the first two
on the right-hand side of Eq. (4). The SSM differs from UEB
in that we calculate the surface energy balance for a melting
snowpack, i.e., isothermal at 0 ◦C, at all times. In this case,
the global radiation is

Q∗R = (1−αS)S
↓
+L↓− εSσSBT

4
0 , (5)

in which S↓ andL↓ are the downwelling shortwave and long-
wave irradiances, and the last term is the upwelling long-
wave radiation for the assumed isothermal snowpack at T0 =

273.15 K. The snow albedo (αS) is parametrized prognos-
tically through the continuous reset formulation following
Dutra et al. (2010), which computes the albedo for time in-
crements1t by distinguishing between accumulating, steady
and ablating conditions:

αS(t +1t)= (6)




αS(t)+min(1,A(t)1t/τS)(αmax−αS(t)) , A(t) > 0 ,

max(αS(t)− τA1t,αmin) , A(t)= 0 ,
(αS(t)−αmin)exp(−τF1t)+αmin , A(t) < 0 .

Here, αmin and αmax are the minimum and maximum snow
albedo values, respectively, while τA and τF are aging (de-
cay) rates for non-melting and melting snow, respectively. τS
is a threshold for daily snowfall which, if exceeded, leads
to a reset of the snow albedo to its maximum value. αmin is a
perturbation parameter (see Table 4) that is updated in the as-
similation. This simple decay and reset type of snow albedo
parametrization has been shown to perform reasonably well
at Bayelva (Pedersen and Winther, 2005). The heat advected
by rainfall (QP) is computed as in Tarboton and Luce (1996),
while the turbulent fluxes of sensible (QH) and latent (QE)
heat are evaluated following Westermann et al. (2016). The
ground heat flux (QG) is parametrized through a simple e-
folding relationship during the melting period, i.e.,

QG =Q0exp
(
−dHtm/z

2
E

)
, (7)

where Q0 is the initial ground heat flux, dH is the thermal
diffusivity of the ground, zE is the effective depth of the heat
transfer below the base of the snowpack and tm is the number
of days with melting conditions after peak accumulation.Q0
is a perturbation parameter (see Table 4) that is updated in the
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assimilation, dH is selected according to field measurements
(Westermann et al., 2009) and zE is set so that the ground
heat flux decays to near zero a month into the melt season.

The snowmelt flux QM can now be evaluated through
Eq. (4). We recall that an isothermal snowpack at 0 ◦C is as-
sumed for Eq. (4), which is only justified for a melting snow-
pack. In this case, positive QM values correspond to melt-
ing and SWE reduction, while negative values correspond to
refreezing of meltwater and thus SWE increase. For a dry
snowpack (as is generally the case before the snowmelt), neg-
ative QM values would lead to a cooling of the snowpack,
which is not considered in this simple snowmelt scheme. To
discard unphysical values (negative melt rates), we only con-
sider days with net melting conditions, i.e., positive daily av-
erage snowmelt fluxes. Thus, the daily averaged melt rateMn

at day n (lasting from tn to tn+1) is given by

Mn =max


 1
ρwLf1t

tn+1∫

tn

QM(t)dt, 0


 , (8)

where ρw is the density of freshwater, Lf is the latent heat of
fusion and 1t is the daily time step. We emphasize that the
effects of refreezing are still considered at a subdaily time
resolution in Eq. (8). Similarly, the daily averaged precipita-
tion rate is

Pn =
1
1t

tn+1∫

tn

P(t)dt . (9)

Now the daily averaged net accumulation rate can be ob-
tained through

An = Pn−Mn , (10)

and the accumulated melt depthDm is accounted for through

Dm,n+1 =max
(
Dm,n−An1t,0

)
H (µ) . (11)

The peak mean SWE µ is updated via

3= µn+max
(
An1t −Dm,n+1,0

)
(12)

through

µn+1 =3H (3− τS) , (13)

where the alternative Heaviside function is defined through
H(x)= 0 if x ≤ 0 andH(x)= 1 otherwise. Consequently, in
Eq. (13) the peak mean SWE µ is only nonzero if 3 exceeds
the threshold τS. Note that the formulation in Eq. (11) gradu-
ally resets the melt depth towards zero in the case of snowfall
after the onset of melt, following Liston (2004). This means
that fSCA is not reset to unity in the case of new snowfall
after a melting period unless the new snowfall leads to an in-
crease in the peak SWE. In the study area, snowfall events oc-
curred rarely during the snowmelt period, and the new snow

cover lasted only a short time. At sites where such events are
more frequent, Durand et al. (2008) presents an alternative
solution, albeit at an increased computational cost. The an-
nual model integrations start in the beginning of September,
when the surface is assumed to be snow free, so that both µ
and Dm are initialized as zero. Both µ and Dm are reset to
zero following the complete disappearance of the snowpack,
defined as when the fSCA decreases below 0.01 to account
for the infinite tail of fP. The model resolution is defined by
the footprint of (area encompassed by) the snow surveys for
each site (see Table 1 and Fig. 1).

3.1.3 Forcing

Forcing terms in the form of precipitation, air temperature,
relative humidity and wind speed, as well as downwelling
longwave and shortwave radiation, are required to diagnose
the mass and energy balance in Eq. (3) and Eq. (4). These
terms are obtained by downscaling ERA-Interim reanalysis
data (Dee et al., 2011) at 0.75◦ resolution following Østby
et al. (2017). This method uses the linear theory of oro-
graphic precipitation in Smith and Barstad (2004) to down-
scale precipitation and a modification of the TopoSCALE ap-
proach (Fiddes and Gruber, 2014) for the remaining fields.
The reanalysis forcing is downscaled onto 1km resolution
digital elevation model (DEM) grid cells centered on each
of the study sites. The downscaling is performed based on
the mean physiographic conditions (elevation, slope and as-
pect) within each of these grid cells. The resulting values at
1 km spatial and 6-hourly temporal resolution are linearly in-
terpolated in time to facilitate a stable computation of the
time evolution of turbulent energy fluxes following West-
ermann et al. (2016). From these fluxes, and the remain-
ing surface energy balance fields, diurnally averaged melt
rates are calculated. Similarly, diurnally averaged rainfall and
snowfall rates are computed by delineating between rain and
snow in the time-interpolated precipitation rate (You et al.,
2014) and then taking diurnal averages. While the resolu-
tion of the downscaled forcing data does not exactly match
the model resolution (i.e., the footprint of the snow surveys,
Sect. 3.1.2), the mismatch is small considering the gentle to-
pography of the study sites (Sect. 2.1).

3.2 Satellite retrievals

We make use of satellite retrievals between May and Septem-
ber, which contain the snowmelt period for all the investi-
gated years. Only retrievals that fall inside the melt season
are assimilated as these contain information about the snow
cover depletion. Due to frequent cloud cover, the effective re-
visit frequency of fSCA retrievals is irregular, with prolonged
data gaps occurring regularly. An overview of the number of
available scenes is given in Table 3.
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Table 3. Number of MODIS and Sentinel-2 scenes per melt season with field measurements available for the three study sites.

Location Melt season No. of MODIS scenes No. of Sentinel-2 scenes

Bayelva 2008, 2009, 2012, 2013, 2014, 2015, 2016 8, 9, 8, 9, 6, 14, 11 –, –, –, –, –, –, 7
Steinflåen plateau 2016 5 8
Kvadehuksletta 2016 11 7

Table 4. Overview of the distributions from which the prior ensemble of perturbation parameters are independently drawn.

Symbol Name Distribution Support Mean Variance Units

χ Coefficient of variation Logit-normal (0,0.8) 0.4 0.01 –
Q0 Initial ground heat flux Logit-normal (0,40) 20 20 W m−2

αmin Minimum snow albedo Logit-normal (0.45,0.55) 0.5 0.02 –
bP Precipitation bias Lognormal (0,∞) 1 0.04 –
bM Melt bias Lognormal (0,∞) 1 0.01 –

3.2.1 MODIS

We employ version 6 of the Level 3 daily 500m resolu-
tion fSCA retrievals from MODIS on board the satellites
Terra (MOD10A1 product; Hall and Riggs, 2016a) and Aqua
(MYD10A1 product; Hall and Riggs, 2016b). The retrieval
algorithm is based on a linear fit of the normalized difference
snow index (NDSI) measured by MODIS to fSCA retrievals
from ground truth Landsat scenes as described in Salomon-
son and Appel (2004). The NDSI exploits the fact that snow
is highly reflective in the visible but a good absorber in the
shortwave infrared, which sets it apart from other natural sur-
faces such as clouds, vegetation and soil (Painter et al., 2009).

We average over all the pixels for each day and study site
(see Fig. 1). This average is only taken if cloud-free (as de-
termined by the MODIS cloud mask) retrievals are available
for each of these pixels. If both Terra and Aqua retrievals are
available for a given day, only the former are used. Despite
small deviations in the measurement footprint (see Fig. 1),
we compare MODIS fSCA retrievals to the field measure-
ments of fSCA obtained from the automatic camera system,
UAV and GPS surveys (Sect. 2.2). From this comparison, we
estimate a RMSE of σMOD = 0.13 for the MODIS fSCA. We
use σ 2

MOD as the observation error variance in the correspond-
ing diagonal entries of the observation error covariance ma-
trix (Sect. 3.3.2).

3.2.2 Sentinel-2

For the year 2016, we complement the MODIS fSCA re-
trievals with aggregated 20 m resolution retrievals from the
Sentinel-2A mission (Drusch et al., 2012). fSCA estimates
are derived from the Level 1C orthorectified top of the at-
mosphere reflectance product, with cloud-free scenes manu-
ally selected. For this purpose, NDSI is computed from re-
flectances (r) from a visible (b3, centered on 0.56 µm) and a
shortwave infrared band (b11, centered on 1.61 µm) through

NDSIS2 =
rb3− rb11

rb3+ rb11
. (14)

Each pixel is then classified as either snow covered (NDSI≥
0.4) or snow free (NDSI< 0.4), where the NDSI thresh-
old was chosen in line with Hall et al. (2002). The binary
(snow/no snow) pixels are then aggregated to the approxi-
mate footprint of the independent snow surveys conducted
at each site (Fig. 1) to obtain Sentinel-2-derived fSCA es-
timates. Therefore, the areal extent of the Sentinel-2 fSCA
retrievals closely matches the areas of the corresponding
study sites given in Table 1. The retrieval process is illus-
trated schematically in Fig. 2. By comparing the Sentinel-2
retrievals to the field measurements of fSCA from the au-
tomatic camera system in 2016, we estimate a RMSE of
σS2 = 0.09. We use σ 2

S2 as the observation error variance in
the corresponding diagonal entries of the observation error
covariance matrix (Sect. 3.3.2).

3.3 Ensemble data assimilation

In this section we outline how the prior ensemble of model
realizations is set up and how it is updated to a posterior en-
semble through the assimilation of fSCA satellite retrievals
using ensemble-based batch smoother schemes.

3.3.1 Ensemble generation

The prior ensemble of model realizations is generated by in-
dependently drawing perturbation parameter values from the
distributions listed in Table 4. These perturbation parame-
ters are held constant throughout the annual integration of
the model. Two of these are multiplicative bias parameters
that perturb the mass balance through the net accumulation
rate,

An,j = bP,jPn− bM,jMn,j ,
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Figure 2. (a) Sentinel-2 NDSI estimates from an example scene (4 June 2016) over the Brøgger Peninsula with Kvadehuksletta, Steinflåen
plateau and Bayelva marked with red, green and blue polygons, respectively; coastline in orange. (b) NDSI histograms of the same example
scene (Kvadehuksletta: left; Steinflåen plateau: middle; Bayelva: right) with the threshold at NDSI= 0.4 marked. (c) Time series of Sentinel-2
NDSI-based fSCA retrievals for the 2016 melt season.

for j ∈ 1 :Ne, where Ne is the number of ensemble mem-
bers. We inherently assume the model forcing to be the ma-
jor source of uncertainty (De Lannoy et al., 2010; Raleigh
et al., 2015). Furthermore, we assume that the error in the
forcing can be modeled through constant multiplicative bi-
ases (fixed throughout the annual integration) in the mass
balance. Consequently, the bias parameters are modeled as
positive definite lognormal random variables. This is in line
with the perturbations in Girotto et al. (2014b) on the pre-
cipitation rate, but we also perturb the melt rate. Moreover,
we assume that the ensemble of net accumulation rates is
on average unbiased due to the applied downscaling method
(Østby et al., 2017) and thus assign the two bias parameters
a mean of unity. The precipitation rates are also perturbed
by the same bias parameter in the computation of the heat
advected by precipitation (QP) in the surface energy balance
that contributes to the melt rate Mn.

In addition to the mass balance forcing, the peak subgrid
coefficient of variation χ (Sect. 3.1.1) is a source of uncer-
tainty. We assume a prior mean of 0.4 for χ , which cor-

responds to the value provided by Liston (2004) for “Arc-
tic tundra”. Moreover, χ is assumed to be double bounded
between 0 and 0.8, with negative values being unphysical
and the upper bound close to the maximum value in Liston
(2004). Furthermore, both the initial ground heat flux at the
onset of melt (Q0) and the minimum snow albedo (αmin) are
uncertain, and we also assume that these are double bounded.

The probability distributions of double-bounded random
variables are modeled as logit-normal distributions, with the
logit transform for a variable x bounded between a and b
given by

x̃ = logit(a,b)(x)= ln
(
x− a

b− a

)
− ln

(
1−

x− a

b− a

)
, (15)

while the inverse transform is given by

x = logit−1
(a,b)(̃x)= a+ (b− a)/

(
1+ e−x̃

)
. (16)

To generate a prior ensemble of a logit-normally distributed
random variable, we first apply the logit transform to the
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mean. Then, we add Ne realizations of Gaussian white noise
with a consistent variance to the transformed mean and sub-
sequently apply the inverse transform. We emphasize that
through the perturbation parameters we effectively perturb
the melt rate, precipitation rate and coefficient of variation.
By performing a subsequent ensemble integration of the
SSM, we also get an ensemble of state variables that are con-
sistent with the prior perturbation parameter ensemble.

3.3.2 Batch smoothers

Here, we describe our implementation of three batch
smoother schemes: the ES-MDA, the ES and the PBS. The
ES-MDA is our focus, while the two latter schemes are used
for comparison. In a batch smoother all the observations, in
this case all fSCA retrievals from the snow cover depletion
during one melt season, are assimilated at once in a single
batch (Dunne and Entekhabi, 2005), as opposed to sequen-
tially as in a filter (Bertino et al., 2003). We follow the con-
ventional notation in the DA literature, as laid out in Ide
et al. (1997). Let Ne, No, Na, Ns, Np and Nt denote the num-
ber of ensemble members, observations, assimilation cycles,
state variables, perturbed parameters and time steps, respec-
tively, during an annual (September–August) model integra-
tion. X is the (Ns×Nt)×Ne matrix containing the ensemble
of states (fSCAn,j , Dm,n,j and µn,j ), and 2 is the Np×Ne
matrix containing the ensemble of perturbation parameters
listed in Table 4. The No× 1 observation vector y contains
all the fSCA satellite retrievals during the ablation season
(Sect. 3.2), Y is the No×Ne matrix containing the ensemble
of perturbed fSCA satellite retrievals and Ŷ is the No×Ne
matrix containing the ensemble of predicted fSCA observa-
tions. H is the linear observation operator, which is a binary
No× (Ns×Nt) matrix that picks out the predicted fSCA ob-
servations from the ensemble of states, and R is the No×No
diagonal observation error covariance matrix containing the
observation error variances (Sect. 3.2).

The ES-MDA (Emerick and Reynolds, 2013) is an itera-
tive scheme, requiring multiple ensemble model integrations
and analysis steps. Collecting the perturbed and predicted ob-
servations during the ensemble integration into a batch and
performing the analysis step is referred to as one assimila-
tion cycle, and we will let the current iteration number be
denoted as `. In such a case, the ES-MDA scheme is set up
as follows, for ` ∈ 0 :Na iterations:

1. Run an ensemble model integration; i.e., for n ∈ 0 :
(Nt− 1) time steps compute

X(`)n+1 =M
(

X(`)n ,2
(`)
)
, (17)

where M is the SSM operator defined through equa-
tions Eq. (1), Eq. (11) and Eq. (13).

2. If ` < Na (otherwise stop the algorithm here), collect
the batch of predicted observations,

Ŷ(`) =HX(`) , (18)

and perturbed observations,

Y(`) = y⊗ 1T +
√
α(`)R1/2ε(`) , (19)

where ⊗ is the outer product, 1 is an No× 1 vector of
ones, the T superscript denotes the transpose, α(`) is the
observation error inflation coefficient and ε(`) is a No×

Ne matrix containing zero mean Gaussian white noise
with a variance of 1.

3. Transform the perturbation parameters using analyti-
cal Gaussian anamorphosis functions ψ (Bertino et al.,
2003):

2̃
(`)
= ψ

(
2(`)

)
. (20)

ψ is the natural logarithm and the logit for the biases
and the remaining perturbation parameters, respectively.

4. Perform the Kalman-like analysis step in the trans-
formed space:

2̃
(`+1)
= 2̃

(`)
+C(`)

2̃Ŷ

(
C(`)

ŶŶ
+α(`)R

)−1 (
Y(`)− Ŷ(`)

)
. (21)

The transformed perturbation parameter-predicted ob-
servation and predicted observation error covariance
matrices are

C(`)
2̃Ŷ
=

1
Ne
2̃
(`)′Ŷ(`)

′T (22)

and

C(`)
ŶŶ
=

1
Ne

Ŷ(`)
′

Ŷ(`)
′T , (23)

respectively, in which primes (′) denote anomalies (de-
viations from the ensemble mean).

5. Apply the appropriate inverse transforms to recover the
updated perturbation parameters:

2(`+1)
= ψ−1

(
2̃
(`+1)

)
. (24)

ψ−1 is the exponential and the inverse logit for the bi-
ases and the remaining perturbation parameters, respec-
tively.

The observation error inflation coefficient α(`) in Eq. (21)
together with the iterations sets the ES-MDA apart from
the traditional ES (Van Leeuwen and Evensen, 1996). For
Na = α

(`)
= 1, the ES scheme, which was used in the prob-

abilistic SWE reconstruction of Durand et al. (2008) and
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Girotto et al. (2014b), is recovered. The idea behind the ES-
MDA is to perform multiple smaller analysis steps as op-
posed to one abrupt analysis step. In the case of a nonlin-
ear model, this is expected to yield a better approximation
of the true posterior (Emerick and Reynolds, 2013). A re-
quirement for the ES-MDA to give a nearly unbiased esti-
mate (cf. Stordal and Elsheikh, 2015) is that the coefficients
satisfy

∑Na−1
`=0 1/α(`) = 1. In our case this is accomplished

by setting all the coefficients to α(`) =Na and specifying Na
before any assimilation cycles are carried out. We empha-
size that the analysis step (Eq. 21) only updates the perturba-
tion parameters and a consistent ensemble of states is found
from the subsequent ensemble model integration. The model
constants listed in Table 2 remain unchanged by the analysis
and the integration. As mentioned, the perturbation param-
eter matrix 2̃ in Eq. (21) is transformed through analytical
Gaussian anamorphosis (Bertino et al., 2003) to ensure that
the priors are Gaussian. In this case, the Kalman-like anal-
ysis step (Eq. 21) is variance minimizing for a linear model
(Van Leeuwen and Evensen, 1996). The entire methodology,
with the ES-MDA as the DA scheme, is depicted in Fig. 3.

Margulis et al. (2015) introduced the PBS for snow data
assimilation. In this scheme, each particle (i.e., ensemble
member; Van Leeuwen, 2009) is given an equal prior weight
of 1/Ne. Then, after an ensemble model integration, the nor-
malized posterior importance weights wj ∈ [0,1] are diag-
nosed through the analysis step

wj = p
(
y|X̂j

)
p
(
X̂j
)
/

Ne∑

j=1

(
p
(
y|X̂j

)
p
(
X̂j
))
, (25)

where X̂j = [Xj ; 2j ] is the augmented state vector for the
j -th particle and the Gaussian likelihoods are given by

p
(
y|X̂j

)
= c0exp

[
−0.5

(
y− Ŷj

)TR−1 (y− Ŷj
)]
. (26)

This is a direct application of Bayes’ rule in which the
normalizing denominator has two important consequences.
Firstly, c0 = 1/

√
(2π)No |R| cancels out, thus avoiding errors

introduced through floating-point arithmetic ((2π)No is gen-
erally large). Secondly, the prior weights p(X̂j ) also cancel
as they are equal for all particles. With Gaussian likelihoods,
Eq. (25) becomes

wj =
exp

[
−0.5

(
y− Ŷj

)TR−1 (y− Ŷj
)]

∑Ne
j=1exp

[
−0.5

(
y− Ŷj

)TR−1
(
y− Ŷj

)] , (27)

where the posterior weights wj sum to unity. The posterior
ensemble still spans the range of the prior ensemble, as the
analysis step only changes the relative weights of the ensem-
ble members and not their position within the state and per-
turbation parameter space. Marginal cumulative distributions
are recovered through the individual ranking of the ensem-
bles of state variables and perturbation parameters followed

by a cumulative summation of the correspondingly sorted
weights. These distributions allow for the estimation of quan-
tile values. Note that the PBS is equivalent to running a par-
ticle filter without re-sampling and using the prior as the im-
portance density (see Van Leeuwen, 2009). As such, the PBS
corresponds to the generalized likelihood uncertainty estima-
tion method (GLUE; Beven and Binley, 1992) with a Gaus-
sian likelihood function. Due to the absence of re-sampling,
even for medium-dimensional systems with a large number
of observations to be assimilated, the PBS can become de-
generate with very few particles carrying the majority of the
importance weights (Van Leeuwen, 2009). Nevertheless, a
major advantage of the PBS is its computational efficiency,
requiring only one ensemble model integration and one effi-
cient analysis step (Eq. 27). In this study, the PBS and the ES
are used to benchmark the ES-MDA.

4 Results

4.1 Interannual variability and comparison to field
measurements

In this section, we present results of the ES-MDA scheme
with 100 ensemble members and four assimilation cycles
(Sect. 3.3.2) for all the years and sites where snow surveys
were conducted. Figure 4 shows the time series of the prior
and posterior fSCA (panel a) and mean SWE (panel b) es-
timates, as well as the assimilated fSCA satellite retrievals
(panel a) and the independently observed peak mean SWE
(from the snow surveys, panel b). The assimilation generally
brings the posterior estimates closer to the observed fSCA
and considerably constrains the spread of the ensemble com-
pared to the prior. For some occasions – such as Bayelva in
2008, Bayelva in 2009 and Kvadehuksletta in 2016 – the tim-
ing of the snowmelt in the prior is significantly biased by
as much as 3 weeks compared to the assimilated fSCA re-
trievals. Even if the prior ensemble does not encompass the
retrievals, the iterative ES-MDA scheme allows the posterior
to converge towards the fSCA observations (panel a), leading
to much improved SWE estimates (panel b). On other occa-
sions, such as 2015 at Bayelva and 2016 at Steinflåen plateau,
the prior ensemble is a reasonable estimate and the assimila-
tion merely constrains the spread of the ensemble and adjusts
the median slightly. Both for Bayelva in 2015 and Kvade-
huksletta in 2016, some of the early fSCA retrievals, which
indicate a slight ablation, are completely ignored by the as-
similation, as this early onset of melt is inconsistent with the
model – even when biases are accounted for. However, this
ablation could be real and due to processes not accounted for
in the model, such as wind erosion.

Field measurements of peak mean SWE are available for
years with low (2008, 2016), medium (2013, 2015) and
high (2009, 2014) values of peak mean SWE, ranging from
0.08m water equivalent (w.e.) (Kvadehuksletta in 2016) to
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Figure 3. Flowchart depicting the methodology with the ES-MDA as the DA scheme. Symbols are defined in the text.

0.48mw.e. (Bayelva in 2014). With the exception of two
cases (Bayelva in 2013 and Steinflåen plateau in 2016), the
assimilation brings the ensemble median closer to the ob-
served peak mean SWE, while at the same time constraining
the spread of the ensemble. We emphasize that the assimi-
lation performs a global bias correction for peak SWE. This
is especially evident for Kvadehuksletta in 2016, for which
the assimilation unrealistically truncates the duration of the
snow season as a result of a strong correction for the posi-
tive bias. Both in 2008 and 2009 for Bayelva, the ES-MDA
shifts the estimates to better match field measurements of
SWE (which were not assimilated), despite the prior range
being far from the observations. The posterior ensemble me-
dian peak mean SWE is generally close to the independently
observed peak mean SWE, but absolute relative differences
up to 40 % (minimum: 0.5 %; mean: 19 %) occur.

Figure 5 displays the prior, posterior and observed peak
SSDs for the years and sites with field measurements. Again,
with the exception of Bayelva in 2013 and Steinflåen plateau
in 2016, the assimilation brings the mean of the peak SSD
closer to the observations. The agreement between the pos-

terior and observed mean value is striking for a number of
years and sites, such as Bayelva in 2009 and 2014 as well
as Kvadehuksletta in 2016. Furthermore, the shapes of the
observed and posterior distributions agree well, for exam-
ple, for Bayelva in 2008, 2013 and 2016. Once more, the
correction from prior to posterior is largest for Bayelva in
2008 and 2009, for which the prior fSCA was furthest from
the satellite retrievals. The prior ensemble SSD, apart from
Bayelva in 2013, is generally too positively skewed (i.e., has
a long tail) compared to the observed SSD. On some occa-
sions the match between the posterior and observed SSDs
is poor, such as Steinflåen plateau in 2016 and Bayelva in
2015. We conclude that the analysis typically improves the
fit between modeled and observed snow distributions. Some
of the observed distributions, such as that for Kvadehuksletta
in 2016, are hard to match as they do not conform well to a
lognormal distribution, possibly due to the limited number of
sample points (Sect. 2.2).

The posterior bias parameters can be directly evaluated by
comparing the bias-corrected forcing to field measurements.
Due to a lack of snowfall observations (see Boike et al.,
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Figure 4. Time evolution of the prior (red) and ES-MDA (Na = 4, Ne = 102) posterior (blue) fSCA (column a) and mean SWE (D; column
b); shading: 90th-percentile range; solid lines: ensemble median; yellow dots: assimilated MODIS and Sentinel-2 fSCA retrievals; dotted
black line: independently observed peak mean SWE (µ) from snow surveys (Sect. 2.2); x axis: months. These results are from a single run.

2017), a direct evaluation of the precipitation bias parame-
ter is not possible. However, the melt bias parameter can be
evaluated by comparing the estimated snowmelt flux (which
is directly proportional to the perturbed melt depth) to field-
based values. For June 2008, Westermann et al. (2009) es-
timate an average snowmelt flux of 27Wm−2, which com-
pares well to the ES-MDA posterior median (averaged for
the same period) of 29Wm−2, while the prior median is too
low at 19Wm−2.

In ensemble-based data assimilation the spread of the pos-
terior ensemble should represent the uncertainty. To verify
this, one can compare two metrics: the residual, i.e., the in-
stantaneous posterior RMSE of the ensemble relative to the
corresponding independent field measurement, and the en-
semble standard deviation (e.g., Evensen, 2009). For this
comparison we define the relative residual as the ratio of the

residual to the standard deviation. Ideally this ratio should
have a value of 1, which indicates that the two metrics are
equal, so that the posterior ensemble spread accurately cap-
tures the estimation uncertainty. For the fSCA, peak mean
SWE and peak subgrid coefficient of variation, the aver-
age (over all available field measurements) relative residuals
were 2.22, 1.53 and 1.66, respectively, so the posterior en-
semble underestimates the uncertainty. This effect has been
extensively described by Evensen (2009); it arises in part be-
cause of model structural errors related to neglected physi-
cal processes (Sect. 3.1). Still, the assimilation is generally
able to simultaneously (but not to the same extent) reduce
the spread and the error in the ensemble (Fig. 4).
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Figure 5. Prior (red), ES-MDA (Na = 4, Ne = 102) posterior (blue) and the corresponding independently observed (from snow surveys;
dashed black) peak subgrid SWE distributions; shaded areas: 90th-percentile range; solid lines: ensemble median; markers: mean value.
These results are from a single run.

4.2 Evaluation of data assimilation schemes

In addition to the ES-MDA scheme, we evaluate the PBS
and ES (Sect. 3.3.2) with regards to field measurements, us-
ing an ensemble size of 100 members for all schemes. Three
error metrics are summarized in Table 5: the bias (mean er-
ror), RMSE and square correlation coefficient. For the fSCA,
all the schemes achieve a major improvement relative to the
prior, with an almost 10-fold reduction in bias, a halving of
RMSE and an almost perfect correlation to the field mea-
surements of fSCA (Sect. 2.2). For the peak mean SWE (µ),
the PBS performs best in terms of RMSE and bias, followed
closely by the ES-MDA, which, in turn, has the highest cor-
relation coefficient. With regards to the peak subgrid coeffi-
cient of variation (χ ), the ES-MDA performs best across all

the metrics, tying with ES for (absolute) bias and the PBS for
RMSE. As considerably more field measurements are avail-
able for fSCA than forµ and χ , the evaluation for fSCA must
be considered more robust. The scatterplots in Fig. 6 visual-
ize the performance of the prior and all the considered DA
schemes relative to the field measurements.

Observed, prior and posterior peak mean SWE and peak
subgrid coefficient of variation for different years/sites are
shown in Fig. 7. As discussed in Sect. 1, the assimilation
moves the posterior peak mean SWE estimates closer to the
observed peak mean SWE in most cases when compared to
the prior. However, clear performance differences are found
between the different schemes for a number of situations. In
2008, the PBS is not able to correct for as much of the bias
in the peak mean SWE as the ES-MDA and the ES. For the
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Table 5. Summary of evaluation metrics – i.e., bias, RMSE and square correlation coefficient (R2) – for the fSCA, peak SWE (µ) and peak
subgrid coefficient of variation (χ ). These metrics are based on comparisons to all the field measurements presented in Sect. 2.2 with the
number of observations for the comparisons in brackets next to the corresponding symbols. All the metrics are averaged over 102 independent
runs, each with 100 ensemble members. The ES-MDA was run with Na = 4 assimilation cycles.

Prior ES-MDA ES PBS

Symbol Bias RMSE R2 Bias RMSE R2 Bias RMSE R2 Bias RMSE R2

fSCA (106) 0.21 0.02 0.80 0.03 0.01 0.97 0.03 0.01 0.97 0.03 0.01 0.97
µ (8) [m w.e.] 0.13 0.21 0.01 0.06 0.09 0.77 0.06 0.12 0.76 0.06 0.08 0.76
χ (8) 0.01 0.16 0.00 −0.02 0.13 0.37 0.02 0.14 0.33 −0.03 0.13 0.06

Figure 6. Scatterplots of the prior median (column a) as well as ES-MDA (Na = 4; column b), ES (column c) and PBS (column d) posterior
median estimates of fSCA (top row), peak mean SWE µ (middle row) and peak subgrid coefficient of variation χ (bottom row) versus the
observations (field measurements); error bars: 90th-percentile range; all DA schemes were run with 102 ensemble members; one to one:
dotted black line; linear best fit: solid red line. These results are from a single run.

remaining years, the performance of the schemes in terms of
estimating peak mean SWE is similar, but the spread of the
ES is by far the largest, followed by the PBS and the ES-
MDA. The PBS ensemble shows indications of degeneracy
for some years (e.g., 2008 and 2009) where the median coin-
cides with either the 5th- or 95th-percentile value. This indi-
cates that the majority of the weight in the PBS is carried by
just a few ensemble members. For the coefficient of variation,
the 90th-percentile range of the ES-MDA posterior ensemble
typically encompassed the observed value (with two excep-
tions), while this was not true to the same extent for the ES
(three exceptions) and the PBS (five exceptions). These per-
formance differences explain the higher correlation coeffi-

cient for the coefficient of variation for the ES-MDA scheme
(Table 5). The PBS also shows signs of degeneracy (e.g.,
Bayelva in 2009) for the coefficient-of-variation estimation.
On some occasions (e.g., Bayelva in 2008, 2009 and 2014),
the posterior ensemble median is effectively pulled closer to
the observed coefficient of variation when compared to the
prior. On the same occasions the ensemble spread is slightly
constrained. Compared to the peak mean SWE, it is much
harder to constrain estimates of the coefficient of variation
regardless of scheme, although it is possible to shift the en-
semble in the right direction.

We gauged the sensitivity of the three batch smoother
schemes with respect to ensemble size and the number of as-
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Figure 7. Prior median, observed, ES-MDA (withNa = 4), PBS and ES posterior median peak mean SWE µ (a) and peak subgrid coefficient
of variation χ (b); error bars: 90th-percentile range; all DA schemes were run with 102 ensemble members. These results are from a single
run.

similation cycles by considering the fractional improvement
(FI) in RMSE that was achieved through the analysis step
based on all available field measurements (Fig. 8). On the
one hand, the PBS requires an ensemble size of 1000 to con-
verge to a stable FI of around 75, 20 and 60 % for the fSCA,
peak subgrid coefficient of variation and peak mean SWE,
respectively. On the other hand, the ES-MDA with four as-
similation cycles converges with just 100 ensemble members
at similar FIs to the PBS. The ES performs worst regard-
less of ensemble size, with FIs of around 70, 10 and 55%
even with 105 ensemble members, requiring 100 ensemble
members for convergent results. For all schemes the avail-
able validation data suggest that the greatest improvements
are achieved for fSCA, followed by peak mean SWE, while
by far the lowest improvements are found for the peak sub-
grid coefficient of variation. With 100 ensemble members,
the ES-MDA converges to a stable performance at four as-
similation cycles; i.e., there is no marked increase in FI for
more cycles (Fig. 8, bottom right).

4.3 Effects of observation error and assimilation
frequency

The effects of observation error and assimilation frequency
are studied by running the ES-MDA (Ne = 102, Na = 4) and
assimilating first only MODIS and then both MODIS and
Sentinel-2 retrievals for the 2016 snow season at all study
sites. As discussed in Sect. 3.2, the Sentinel-2 fSCA re-

trievals are based on higher-resolution optical reflectance re-
trievals. As such they are expected to be less prone to repre-
sentativeness error and thus observation error since the area
in which the snow surveys were conducted is more accurately
covered by the retrievals. Furthermore, the Sentinel-2 scenes
used for fSCA retrievals were manually checked to be cloud
free, which was not the case for the MODIS scenes. Table 6
summarizes various performance metrics for the two differ-
ent runs. For the peak mean SWE depth (µ), there is no dif-
ference when including Sentinel-2 fSCA retrievals in the as-
similation. For the coefficient of variation (χ ), however, there
is an increase in FI for both the bias and the RMSE, as well
as an increase in the square correlation coefficient. Sentinel-2
fSCA retrievals with lower observation error help to further
constrain the shape of the snow depletion curve which ex-
plains the improvement in the χ estimation. We emphasize
that this evaluation is based on the only three available field
measurements of µ and χ in 2016 (from the snow surveys),
so that these preliminary results need to be consolidated by
future studies with more validation data.

5 Discussion

5.1 Interannual variability and comparison to field
measurements

For all considered years and sites, the ES-MDA scheme both
brings the ensemble median fSCA closer to the observed
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Figure 8. Fractional improvement in RMSE through the analysis step (1 being perfect and 0 no effect) as a function of the number of
ensemble members for the fSCA, peak mean SWE µ and coefficient of variation χ ; (a) particle batch smoother, PBS; (b) ensemble smoother,
ES; (c) ensemble smoother with multiple data assimilation, ES-MDA; (d) FI as a function of assimilation cycles in the ES-MDA. The FIs
for Ne ≤ 100 are averaged over 102 independent ensemble model integrations. Errors were computed based on comparisons to all the
corresponding field measurements presented in Sect. 2.2.

fSCA and significantly constrains the spread of the ensemble
(Fig. 4). Thus, the posterior effectively fills the gaps in the
remotely sensed fSCA time series using a physically based
snow model which is bias-corrected through the assimilation,
while at the same time accounting for uncertainties in the re-
trievals. In addition, the ES-MDA is generally able to correct
the prior estimates of the peak mean SWE towards the in-
dependently observed values, which is essentially achieved
through a bias correction of the model forcing. Although the
downscaled forcing is biased, it is a more reliable input than
forcing data obtained directly from coarse-scale reanalyses
(Østby et al., 2017). For example, the lapse rate correction
on temperature in the downscaling (cf. Fiddes and Gruber,
2014) influences the snowfall and melt rates at the more el-
evated Steinflåen plateau. This effect is not captured in the
reanalysis product (Dee et al., 2011), for which the elevation
of the nearest grid point is near sea level.

An inherent equifinality problem (see Beven, 2006) exists
in SWE reconstruction since different perturbation parame-
ter sets can provide similar results. For example, if the prior
fSCA melts out earlier than the observations, this could be
due to the prior precipitation having a negative bias, the prior
melt having a positive bias or a combination of these two.
The opposite would be true if the prior fSCA melts out too
late. It is not possible to resolve this equifinality problem
with observations of fSCA alone. A key assumption in de-
terministic SWE reconstruction is that the melt flux is more
constrained than the precipitation so that uncertainty in the
melt is ignored (Slater et al., 2013). We perturb both the pre-
cipitation and the melt, although the latter is assigned a lower
uncertainty (Table 4). Through the assimilation we obtain
snowmelts that are consistent with the observed snow cover
depletion. The close match of the posterior peak mean SWE
estimates to the independent field measurements (Fig. 7) sug-
gests that the assimilation yields consistent accumulations
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Table 6. Summary of evaluation metrics, i.e., fractional improvement in bias and RMSE, as well as prior and posterior square correlation
coefficient (R2), using the ES-MDA (Ne = 102, Na = 4) for peak mean SWE (µ) and coefficient of variation (χ ) when assimilating only
MODIS as well as assimilating both MODIS and Sentinel-2 observations. These metrics are based on a comparison to all the snow surveys
conducted in 2016 (see Table 1) and are averaged over 102 independent runs, each with 100 ensemble members.

MODIS MODIS+S2

Symbol No. of obs FI Bias FI RMSE R2
prior R2

post FI Bias FI RMSE R2
prior R2

post

µ 3 0.61 0.62 0.67 1.00 0.61 0.62 0.69 1.00
χ 3 −0.77 0.11 0.00 0.41 −0.60 0.15 0.00 0.48

and that the inherent equifinality problem is of minor con-
sequence.

Figure 5 shows that for most years the prior median is a
poor estimate of the observed peak mean SWE. This indi-
cates that a deterministic (no assimilation and unperturbed)
run is not a good representation of the true state. In addition
to biases in the precipitation and melt forcing, crucial pro-
cesses for peak SWE, such as deposition, are not included
in the simple snow model. Furthermore, the subgrid vari-
ability of the SWE is typically overestimated in the prior,
with the prior distributions typically being too skewed. To
circumvent these issues, a more sophisticated model (e.g.,
ALPINE3D; Lehning et al., 2006) accounting for wind drift
could be employed, and the climatological snow distribution
pattern (Sturm and Wagner, 2010) could help formulate the
prior peak subgrid coefficient-of-variation distribution.

The posterior distributions are on the other hand much
closer to the observed distributions for most of the years and
sites considered. This suggests that there is sufficient infor-
mation contained in the remotely sensed snow cover deple-
tion to constrain the peak SSD estimates. On some occasions,
especially for Bayelva in 2015, the posterior SSD is far from
the observed SSD both in shape and in mean. However, the
posterior estimate is still slightly better than the prior, indi-
cating that the assimilation has a positive effect on the out-
come. A similar marginal performance is found for Steinåen
plateau in 2016, but the number of SWE point observations
(see Table 1) is not sufficient to reliably constrain the shape
of the observed distribution in this case.

5.2 Evaluation of data assimilation schemes

The ES-MDA exceeds or at least nearly matches the perfor-
mance of the ES and the PBS, which were used in previous
studies (e.g., Durand et al., 2008; Girotto et al., 2014b; Mar-
gulis et al., 2015), for all the evaluation metrics considered:
bias, RMSE and correlation coefficient for fSCA, peak mean
SWE and peak subgrid coefficient of variation. The perfor-
mance gain over the ES is explained by the iterative nature
of the ES-MDA, performing a sequence of smaller correc-
tions in the analysis steps as opposed to one abrupt correction
(Emerick and Reynolds, 2013; Stordal and Elsheikh, 2015).

Particularly in the case of a nonlinear model, as is the case
for the SSM, this process of simulated annealing in the ES-
MDA leads to a better approximation of the posterior than a
single analysis step.

At least with a low number of ensemble members the ES-
MDA also outperforms the PBS. A possible reason for this
is that the PBS posterior ensemble spans the same range as
the prior ensemble and only changes the relative weights of
the ensemble members in the analysis. Thus, if the prior en-
semble is so biased that it does not encompass the obser-
vations, the PBS is incapable of correcting the posterior to-
wards the observations outside the bounds of the prior. In
such a case, the region with high likelihood is very small
and not necessarily close to the observations. A good exam-
ple is the 2008 season at Bayelva (cf. Fig. 4 and Fig. 7), for
which the prior is far away from the observed fSCA. Conse-
quently, the PBS is unable to shift the ensemble outside the
prior range as opposed to both the ES and the ES-MDA. In
several years, the PBS also shows signs of degeneracy; i.e.,
a large part of the weight is carried by a very small number
of particles. As the PBS is essentially a particle filter without
re-sampling (Van Leeuwen, 2009), the weights can quickly
converge on just a few particles in high-likelihood regions.
Therefore, the remaining particles become redundant even
for low-dimensional systems with a relatively large number
of observations such as the one considered here.

The sensitivity analysis for the ensemble size is consistent
with higher-dimensional models. The ES-MDA requires rel-
atively few ensemble members for convergence, similar to
the EnKF (Evensen, 2009), while the PBS requires a larger
ensemble for convergence as with the PF (Van Leeuwen,
2009). The number of assimilation cycles required for con-
vergence of the ES-MDA (four cycles) is also in line with
previous studies (Emerick and Reynolds, 2013). While the
PBS and the ES-MDA have not yet been compared with re-
spect to improvement in RMSE, our findings are in agree-
ment with previous studies for both the PBS versus the ES
(Margulis et al., 2015) and the ES-MDA versus the ES (Em-
erick and Reynolds, 2013).

A major downside of the ES-MDA is the computational
cost. The ES-MDA requires Na+ 1 ensemble model inte-
grations and Na analysis steps, where Na (typically ≥ 2) is
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the number of assimilation cycles (Sect. 3.3.2). On the other
hand, the ES requires only two ensemble model integrations
and a single analysis step, while the PBS only needs one en-
semble model integration and a single analysis step. Based
on a sensitivity analysis (Sect. 4.2), we set Na = 4, so the
computational cost of the ES-MDA is higher than for the
other schemes. For more complex models, such as Crocus
(Vionnet et al., 2012) and SNOWPACK (Bartelt and Lehn-
ing, 2002), the ES-MDA could prove to be prohibitively ex-
pensive. However, an adaptive version of the ES-MDA (Le
et al., 2016) could be employed instead in which the inflation
coefficients are calculated on the fly based on a cost function
and the iterations stop once the algorithm converges. This
scheme could significantly reduce the computational costs
for applications of the ES-MDA, as it is equivalent to the
ES in years for which the prior encompasses the fSCA re-
trievals, requiring only one iteration. In years where the prior
is far from the observations to be assimilated, on the other
hand, multiple data assimilation steps are performed. Fur-
thermore, both the snow model (which has no interaction
between neighboring grid cells) and the ES-MDA algorithm
can be parallelized using high-performance computing.

5.3 Effects of observation error and assimilation
frequency

All the DA methods have problems constraining the spread
of the peak subgrid coefficient of variation (χ ; see Fig. 7),
although they can pull the median in the right direction. A
likely reason is the limited information available in the re-
motely sensed snow cover depletion, with either too-sparse
or too-uncertain fSCA retrievals. It is worth considering
fSCA retrievals from even more satellites, such as Land-
sat and PROBA-V, which increases the chances of obtaining
more cloud-free scenes. With more scenes available, it may
be possible to better constrain the posterior χ ensemble: even
with just a few additional retrievals from Sentinel-2 the per-
formance was improved with respect to χ estimation across
all evaluation metrics. This also points towards the benefits of
including higher-resolution fSCA retrievals from the Landsat
and Sentinel-2 satellites, which will be more representative
and thus accurate. The effective MODIS footprint is inhomo-
geneous and differs markedly from the nominal 500 m pixel
resolution when the view angle deviates from nadir (Peng
et al., 2015). So, even for gridded applications, there is a con-
siderable representativeness error in MODIS fSCA, although
this is reduced when several pixels are aggregated.

5.4 Outlook

Several extensions to the presented ensemble-based data as-
similation framework could be considered. The first is to
change the grid scale of the framework from the order of 1km
to larger or smaller scales. For the latter, it would be possi-
ble to assimilate only Landsat- and Sentinel-2-based fSCA

retrievals and operate at a grid scale on the order of 100m,
in line with the work of, for example, Girotto et al. (2014a).
For the former, one would aggregate the satellite retrievals
even further and perform the assimilation at a grid scale on
the order of 10km or larger. This implementation could be
problematic as the uniform snowmelt assumption in the SDC
(Liston, 2004) may no longer be justified across such large
grid cells.

Furthermore, the method could be applied to a larger do-
main in spatially distributed mode (i.e., multiple grid cells).
In this case, fSCA assimilation could be complemented by
the assimilation of GRACE TWS and/or PM SWE retrievals,
which can also improve SWE estimates during the entire
buildup, not only at peak SWE. Both TWS and PM re-
trievals could constrain the large-scale areal-average SWE
estimate within the domain and thus further bias-correct
the multiple grid-scale peak mean SWE estimates. How-
ever, GRACE TWS retrievals feature a very coarse resolu-
tion (around 100km) so that they would only be useful in
conjunction with fSCA retrievals for very large scale appli-
cations. On the other hand, the use of higher-resolution PM
SWE retrievals (order 25km) in the assimilation has shown
particular promise (e.g., De Lannoy et al., 2012; Li et al.,
2017). At the same time, PM SWE retrievals are not accurate
in complex topography and forested areas, nor for wet and
deep snowpacks (Foster et al., 2005), which might limit the
applicability of such multisensor assimilation approaches.

The major problem in the assimilation of fSCA retrievals
is the occurrence of clouds, which causes extended gaps in
time series obtained from optical sensors. As discussed, us-
ing fSCA retrievals from even more sensors could help to
fill in the gaps in the remotely sensed snow cover depletion
and further constrain the peak subgrid coefficient of variation
(χ ). The use of additional higher-resolution fSCA retrievals
with lower representativeness error (and thus observation er-
ror) could also prove especially beneficial for constraining
χ .

To reduce the computational costs of the ES-MDA, the
adaptive ES-MDA (Le et al., 2016) should be considered.
Furthermore, the bias-corrected ES-MDA outlined in Stordal
and Elsheikh (2015) may be worth pursuing for future ap-
plications, especially when applied to bigger domains with
possibly even larger misfits between the prior and the obser-
vations. Using a more complex snow model such as Crocus
(Vionnet et al., 2012) or SNOWPACK (Bartelt and Lehning,
2002) may not only improve the modeled melt rates but also
offer the possibility to assimilate snow grain size retrievals
(cf. Painter et al., 2009), as noted by Durand et al. (2008).
In addition, the method could be applied in a fully coupled
land–atmosphere model. The Intermediate Complexity At-
mospheric Research Model (ICAR; Gutmann et al., 2016)
shows particular promise in terms of an atmospheric model
that can efficiently and iteratively be run in ensemble mode,
as required for applications of ES-MDA. In principle, one
could run ICAR in ensemble mode coupled to a land surface
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model with an adequately complex snow scheme and assim-
ilate fSCA (and possibly PM and TWS) retrievals with the
ES-MDA to deliver a snow reanalysis.

As snow is a crucial driver for many terrestrial and atmo-
spheric processes, the presented framework has the potential
to improve process modeling in a range of disciplines, espe-
cially since the spatial resolution is considerably higher than
in passive-microwave-derived SWE data sets. For example,
the subgrid variability of permafrost temperatures is closely
tied to that of SWE depth (e.g., Gisnås et al., 2016), which
has major implications for permafrost mapping (e.g., Wester-
mann et al., 2015b, 2017). Similarly, snow cover information
is an important component of many ecological models (e.g.,
Kohler and Aanes, 2004), and peak SWE is intimately linked
to streamflow, which is crucial for hydrology and water re-
source management (Andreadis and Lettenmaier, 2006; Bar-
nett et al., 2005). Finally, knowledge of the snow distribution
and snowmelt is of interest for tourism given its importance
for, for example, skiing, hiking and backcountry travel.

6 Conclusions

In this study, we use the ensemble smoother with multiple
data assimilation (ES-MDA) scheme to estimate peak SWE
distributions at the kilometer scale from time series of re-
motely sensed fractional snow-covered area (fSCA) from
MODIS and Sentinel-2. The ES-MDA is combined with an-
alytical Gaussian anamorphosis to update perturbation pa-
rameters that are either lower or double bounded in physi-
cal space. The data assimilation is applied to a simple snow
model based on the surface energy balance coupled to a
probabilistic snow depletion curve. The scheme is driven by
downscaled ERA-Interim reanalysis data. As such, both the
model forcing and the satellite retrievals are globally avail-
able.

The results are compared to field measurements of fSCA
and peak SWE distributions from Arctic sites near Ny-
Ålesund (79◦ N, Svalbard, Norway) so that the performance
can be evaluated with respect to the estimated fSCA, peak
mean SWE and peak subgrid coefficient of variation. From
this study, the following conclusions can be drawn:

– At the kilometer scale, the ES-MDA is able to success-
fully assimilate fSCA retrievals into the simple snow
model and estimate the peak subgrid SWE distribution
prior to the snowmelt.

– A physically based interpolation of the remotely sensed
fSCA time series is obtained that takes into account un-
certainties in both the model and the retrievals.

– For the peak mean SWE, the ES-MDA features an av-
erage RMSE of 0.09mw.e. compared to field measure-
ments.

– For the peak subgrid coefficient of variation that con-
trols the width and skewness of the distribution, the ES-
MDA usually manages to pull the posterior median in
the right direction, but the spread of the ensemble is dif-
ficult to constrain.

– By including higher-resolution fSCA retrievals from
Sentinel-2, the posterior peak subgrid coefficient-of-
variation ensemble can be better constrained. This high-
lights the potential benefits of assimilating additional
higher-resolution fSCA retrievals from sensors on board
the Landsat and Sentinel-2 satellites in future work.

– In line with previous studies, the ES-MDA converges
with as few as 100 ensemble members and four assimi-
lation cycles.

– With this ES-MDA configuration, the fractional im-
provement in RMSE from prior to posterior is around
75, 60 and 20 % for the fSCA, peak mean SWE and
peak subgrid coefficient of variation.

– The ES-MDA exceeds or at least nearly matches the per-
formance of the particle batch smoother and the ensem-
ble smoother for all evaluation metrics considered.

As the scheme exploits high- and medium-resolution satel-
lite images from optical sensors, it is capable of estimating
snow distribution at considerably higher spatial resolutions
than traditional SWE products, for example based on passive
microwave retrievals. On the other hand, the scheme can only
recover the peak subgrid SWE distribution prior to the on-
set of melt, as opposed to providing information on the sea-
sonal evolution of the snow distribution, so that it can rather
complement than replace existing SWE retrieval algorithms.
However, the method could become a part of satellite-era hy-
drometeorological reanalysis schemes with a wide range of
applications.
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Abstract

The seasonal snow-cover is one of the most rapidly varying natural sur-
face features on Earth. It strongly modulates the terrestrial water, energy,
and carbon balance. Fractional snow-covered area (fSCA) is an essential
snow variable that can be retrieved from multispectral satellite imagery. In
this study, we evaluate fSCA retrievals from multiple sensors that are cur-
rently in polar orbit: the operational land imager (OLI) on-board Landsat
8, the multispectral instrument (MSI) on-board the Sentinel-2 satellites, and
the moderate resolution imaging spectroradiometer (MODIS) on-board Terra
and Aqua. We consider several retrieval algorithms that fall into three classes:
thresholding of the normalized difference snow index (NDSI), regression on
the NDSI, and spectral unmixing. We conduct the evaluation at a high-Arctic
site in Svalbard, Norway, by comparing satellite retrieved fSCA to coincident
high-resolution snow-cover maps obtained from a terrestrial automatic cam-
era system. For the lower resolution MODIS retrievals, the regression-based
retrievals outperformed the unmixing-based retrievals for all metrics but the
bias. For the higher resolution sensors (OLI and MSI), retrievals based on
NDSI thresholding overestimated the fSCA due to the mixed pixel problem
whereas spectral unmixing retrievals provided the most reliable estimates
across the board. We therefore encourage the operationalization of spectral
unmixing retrievals of fSCA from both OLI and MSI.
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1. Introduction1

Seasonally, snow covers between less than 10% to over 40% of the land2

area of the northern hemisphere, making it one of the most rapidly varying3

natural surface features on Earth (Hall, 1988). Given its unique combina-4

tion of physical properties: high albedo, low thermal conductivity, and large5

water storing capacity, this seasonal snowpack strongly modulates the terres-6

trial surface energy and water balance in cold regions (Zhang, 2005; Dozier7

et al., 2016). These high latitudes and elevations are experiencing anthro-8

pogenically induced climatic warming that is amplified by positive climate9

feedbacks, including the snow-albedo feedback (Chapin et al., 2005; Pepin10

et al., 2015). A warmer climate can shift the phase of precipitation from11

snow to rain and lead to an earlier and slower snowmelt (Stewart et al.,12

2005; Musselman et al., 2017). Thereby, warming may reduce runoff effi-13

ciency and shift peak streamflow from summer and autumn, when demand14

is highest, to early spring and even winter (Barnett et al., 2005; Mankin et al.,15

2015). This is concerning given that more than 25% of the worlds population16

relies on mountain snowmelt for fresh water supply (Mankin et al., 2015).17

A shortening of the snow season due to climatic warming may also have a18

detrimental effect on Arctic and alpine vegetation, with implications for the19

albedo and carbon balance in these regions (Niittynen et al., 2018). At high20

latitudes, amplification accelerates the thawing of vast tracts of permafrost21

soils which mobilizes previously frozen carbon to the atmosphere and may22

further enhance global warming (Schuur et al., 2015; Chadburn et al., 2017).23

Satellite remote sensing is an invaluable tool for monitoring the state of24

the seasonal snowpack (Bormann et al., 2018; Yılmaz et al., 2019). We are25

using polar-orbiting satellite sensors in this study as they provide measure-26

ments in polar regions where geostationary satellite sensors do not provide27

coverage. Most snow remote sensing techniques rely on the spectral spec-28

tral signature of electromagnetic radiation induced by interactions with the29

snowpack. Optical sensors measuring reflected shortwave radiation in multi-30

ple bands in the visible-shortwave infrared (VSWIR) can be combined with31

the spectral signature of snow to retrieve snow-covered area, albedo, snow32

grain size, and impurity concentration (Nolin et al., 1993; Dozier et al., 2009;33

Painter et al., 2013) at scales from tens to hundreds of meters. Furthermore,34

high horizontal resolution (1-100 m) snow depth estimates can be retrieved35
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by taking the difference of snow-covered and snow-free digital surface models36

(DSMs) obtained from stereo satellite imagery (Marti et al., 2016) or laser37

altimetry (Treichler and Kääb, 2017). As a caveat, cloud cover frequently38

prevents remote sensing of snowpack information with space-borne sensors39

operating in the VSWIR.40

At this stage, primarily VSWIR sensors offer the spatiotemporal reso-41

lution and breadth of information needed to quantify essential snowpack42

properties at fine spatial scales in complex terrain (Dozier et al., 2016; Seidel43

et al., 2016; Bormann et al., 2018). VSWIR sensors can detect reflectance44

from the surface layer of the snowpack (upper 5-10 cm Dozier et al., 2009),45

such that individual images can be used to retrieve snow-covered area (binary46

or fractional), but not snow water equivalent (SWE) or snow depth. How-47

ever, time series of satellite images have long been used to ingest the remotely48

sensed depletion of snow-covered area into snowmelt models to reconstruct49

SWE (Martinec and Rango, 1981; Girotto et al., 2014; Rittger et al., 2016;50

Dozier et al., 2016; Aalstad et al., 2018). Furthermore, satellite retrievals of51

snow-covered area have a wide range of uses, for example: automatic map-52

ping of persistent ice and snow-cover (Winsvold et al., 2016; Selkowitz and53

Forster, 2016), investigating the snow-cover climatology (Gascoin et al., 2015;54

Bormann et al., 2018; Yılmaz et al., 2019), generating species distribution55

models (Niittynen et al., 2018), constraining permafrost models (Trofaier56

et al., 2017), and improving parametrizations used in Earth system models57

(Swenson and Lawrence, 2012).58

The various applications of remotely sensed snow-cover products highlight59

the need to understand and characterize their uncertainty. Extensive evalua-60

tions of snow-covered area retrievals have been undertaken (Hall et al., 2002;61

Salomonson and Appel, 2004; Painter et al., 2009; Rittger et al., 2013; Cortés62

et al., 2014; Arsenault et al., 2014; Gascoin et al., 2015; Masson et al., 2018),63

but usually using other satellite retrievals as a reference. In this study, we64

retrieve reference fractional snow-covered area (fSCA) maps for a 1.77 km2
65

area of interest in the high-Arctic, using imagery taken by an automatic cam-66

era system (ACS) deployed on a mountain top. These maps are retrieved at a67

high spatiotemporal resolution (0.5 m, daily during the snowmelt season) and68

are used to evaluate fSCA retrieved from three optical satellite sensors that69

are currently in polar orbit: the Moderate Resolution Imaging Spectrora-70

diometer (MODIS) on-board the Terra and Aqua satellites, the Operational71

Land Imager (OLI) on-board Landsat 8, and the MultiSpectral Instrument72

(MSI) on-board Sentinel-2A and Sentinel-2B. In addition to evaluating exist-73
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ing products, such as MOD10A1 (Riggs et al., 2017) and MODSCAG (Painter74

et al., 2009), we also evaluate implementations of retrieval algorithms ranging75

from simple thresholding to fully constrained linear spectral unmixing.76

2. Data and methods77

2.1. Study area78

The study area (see Figure 1) is located in the Bayelva catchment on79

the Brøgger peninsula in north western Svalbard. The catchment is situated80

about 3 km west of the village of Ny-Ålesund (78◦55′N, 11◦50′E) which is81

the northernmost permanent civilian settlement in the world and serves as a82

major hub for polar research. The relatively warm West Spitsbergen (ocean)83

current ensures that this part of Svalbard has a maritime climate with mild84

winters and cool summers for this latitude (Boike et al., 2018). For the period85

1981-2010, Ny-Ålesund received 427 mm annual average precipitation with86

winter, summer, and annual average air temperatures of -12.0, 3.5, and -5.2◦C87

(Førland et al., 2011). At Bayelva, the climatological range of the catchment88

averaged peak SWE is from around 0.1 to 0.5 m w.e, the end of season snow89

density is typically 350±50 kg m−3, and the snow-cover usually disappears90

between early June and mid-July (Aalstad et al., 2018; Boike et al., 2018).91

Given the high latitude, during solar noon on the summer solstice, when the92

sun is highest in the sky, the solar zenith angle reaches a minimum of 56◦93

(i.e., a solar elevation angle as low as 34◦). Between the 21st of October and94

the 20th of February, the sun is below the true horizon during polar night.95

Our area of interest (AOI) is situated around the Bayelva climate station96

(BCS), where continuous measurements related to permafrost, snow, and97

hydrometeorology have been undertaken for the last two decades (e.g. West-98

ermann et al., 2011, 2012; Aalstad et al., 2018; Boike et al., 2018). The area99

features elevations between 5 and 55 m a.s.l., and gently undulating topog-100

raphy with small hills (see Figure 2), causing large differences in snow-cover101

due to wind drift. The surface cover alternates between bare soil (silty loam102

and silty clay), rocks (shale, sandstone, and coal), and low lying vegetation103

(mosses, lichens, and grasses). The AOI is located between two mountains,104

Zeppelinfjellet (556 m a.s.l.) to the south east and Scheteligfjellet (719 m105

a.s.l.) to the west on which the ACS is mounted. To the south the AOI106

is bordered by the two branches of the Brøggerbreen glacier that feeds the107

Bayelva river. The AOI highlighted in Figure 1 spans most of the Bayelva108
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catchment, covering an area of around 1.77 km2 between Scheteligfjellet and109

Ny-Ålesund.110

2.2. Terrestrial Photography111

Here, we describe the processing chain for the reference images obtained112

from terrestrial photography. The entire chain is shown schematically in113

Figure 3. For all snowmelt seasons (May to August) from 2012 to 2017, an114

automatic time lapse camera system (ACS) was deployed near the summit115

of Scheteligfjellet (c.f. Figure 1), overlooking the Bayelva site. A Canon116

EOS 1100D digital single-lens reflex camera was triggered by a Harbotronics117

time-lapse system, delivering high-quality daily images over the study area118

except for days with prolonged low-cloud cover or system malfunction. For119

each day, the photograph with the most favorable illumination conditions,120

i.e. close to solar noon and lack of cloud or other shadows, was selected.121

After filtering out low quality images, in total 305 terrestrial images from122

different days were available for further analysis.123

A reference image and DEM were employed to georeference and othorec-124

tify the images. We used an orthophoto and DEM derived from the airborne125

high resolution stereo camera (HRSC-AX) mission flown over the Brøgger126

peninsula around noon on the 17th of July 2008 (see Boike et al., 2018, and127

references therein) with a ground sampling distance (GSD) of 0.5 m. The128

DEM and associated true color image, cropped to our AOI, is displayed in129

Figure 2, whereas the full HRSC true color image used for georeferencing is130

shown in Figure 3.131

For this study, we employ orthorectified images similar to the ones avail-132

able through Westermann et al. (2015) which were already used to evalu-133

ate satellite retrievals of fSCA in a data assimilation experiment (Aalstad134

et al., 2018). The orthorectification procedure relies on a range of natural135

ground control points visible in both the camera images and the HRSC-AX136

orthophoto. We then fit the parameters of a simple camera model (Bouguet,137

2015), while the position of the ACS was derived from Differential Global138

Positioning System (DGPS) measurements. For this study, we applied this139

standardized orthorectification process to the images from the snowmelt sea-140

sons in all the years 2012-2017. The AOI was chosen to exclude the outer141

edges of the orthorectified images where significant distortions occur.142

We conducted an independent evaluation of the georeferencing, compar-143

ing the location of 19 landmark features (different to the ones used as ground144

control points in the orthorectification) in the reference (HRSC-AX) image145
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to those in the orthorectified terrestrial photographs. For each snowmelt sea-146

son, we randomly selected 5 images, such that a subset consisting of 6×5=30147

images was used to diagnose the georeferencing error. Due to the snow-cover,148

it was not always possible to identify all the landmarks in an image. In such149

cases the obscured landmarks were ignored. Based on this exercise, we ob-150

tained a root mean squared error (RMSE) of 2.25 m and a bias of 1.85 m for151

the georeferencing in the orthorectified terrestrial photographs. An example152

of the georeferencing error present in the images is shown in Figure 3(c).153

By separating the georeferencing error into its directional components, we154

found that the georeferencing biases in the northing and easting direction155

were quite small (0.16 m and 0.59 m, respectively) indicating no systematic156

shifts. Using the easting coordinate as a proxy for the distance from the157

camera, given that the camera is situated due west of the AOI, we found a158

negligible correlation (-0.11) with the georeferencing error.159

Next, the orthorectified and georeferenced images were cropped to the160

AOI (c.f. Figure 3), which is not exactly rectangular to exclude the runway161

at Ny-Ålesund airport. Due to the frequent plowing of snow on this run-162

way it was excluded from the AOI as it could lead to undesirable situations163

where a satellite image was captured before and the terrestrial image after164

the plowing, or vice versa. Other than the runway, there are no significant165

anthropogenic disturbances within the AOI.166

We manually classified the ∼ 7 × 106 pixels in each cropped image in167

two categories, snow-covered and snow-free, using a simple image specific168

threshold in the blue band of each image. This method has been shown169

to perform reasonably well for much larger areas than our AOI (Fedorov170

et al., 2016). The threshold was chosen iteratively for each image until a171

good visual agreement was found between the snow-cover in the true color172

image and the resulting classification. In most cases, (see Figure 3) the blue173

band histogram exhibited clear bimodality, and the threshold could easily be174

chosen as the local minimum between the snow peak and snow-free peak in175

the histogram. We gauged the sensitivity of the reference snow-cover maps to176

the choice of thresholds by varying the selected thresholds by ±5% for each177

of the aforementioned 30 randomly selected images. For an increase of 5%,178

we found a mean increase in fSCA of 0.01 and a maximum increase of 0.02.179

For a decrease of 5%, we also found a mean decrease in fSCA of 0.01 with180

a maximum decrease of 0.04. This suggests that the reference snow-cover181

maps are relatively insensitive to small variations in the selected thresholds.182

Three images contained sunglint over areas with surface water, which made183
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it impossible to pick a valid threshold for these images. Consequently, these184

three sunglinted images were excluded from further analysis, resulting in a185

total of 302 classified images that we use as a ground truth for evaluating186

various satellite retrievals of fSCA.187

As a final step, to gauge the uncertainty in our ground truth data, we188

translated the georeferencing error to a potential error in the reference fSCA189

maps using geostatistical analysis (see e.g. Wackernagel, 2003). For each ref-190

erence snow-cover image, we calculated the fSCA for 100 × 100 meter moving191

windows using a 2D digital filter. We then computed the empirical variogram192

as a function of separation distance. Based on these variograms, assum-193

ing isotropic and stationary conditions, we could diagnose the estimation194

standard deviation (σE) for the reference fSCA as a function of separation195

distance for each image. Considering all the 302 images, for a separation dis-196

tance equal to the georeferencing RMSE we obtained a worst case σE ' 0.01,197

and for a separation distance equal to three times the georeferencing RMSE198

we obtained a worst case σE ' 0.03.199

2.3. Satellite retrievals200

In this study, we employed fSCA retrievals from multiple satellite sensors201

using several different retrieval algorithms. The retrievals were both in the202

form of already processed fSCA products and our own retrievals obtained203

through algorithms of varying complexity. Here, we outline both the satellite204

platforms, sensors, and products as well as the retrievals algorithms. An205

overview of all the retrievals evaluated in this study is provided in Table 1.206

2.3.1. MODIS207

The MODIS instrument that is currently in orbit on the Terra (2000-208

present) and Aqua (2002-present) satellite platforms provides multispectral209

imagery in the VSWIR wavelength range at a daily revisit period and a GSD210

of approximately 500 meters (for all the VSWIR bands). In this study, we211

used several MODIS products, namely: both collection/version 5 and 6 of212

the NASA snow-cover products MOD10A1 (Terra) and MYD10A1 (Aqua)213

distributed by NSIDC (Hall et al., 2006a,b; Hall and Riggs, 2016a,b), the214

MODIS Snow Covered-Area And Grain size (MODSCAG) product from Cal-215

tech/Jet Propulsion Laboratory (JPL) (Painter et al., 2009), and the NASA216

surface reflectance products MOD09GA (Terra) and MYD09GA (Aqua) dis-217

tributed by LP DAAC (Vermote and Wolfe, 2015a,b). The MOD10A1,218

MYD10A1, and MODSCAG products are used as is, while the MOD09GA219

7



and MYD09GA products are used as inputs for the unmixing described in220

Section 2.3.5. For all the MODIS products, we use the five pixels in tile221

h18v01 that fall completely within the AOI (see Figure 1).222

2.3.2. Landsat 8 OLI223

The OLI sensor on-board Landsat-8 has been in orbit since February224

2013 and delivers multispectral imagery in the VSWIR at a GSD of 30 m225

with a revisit period of 16 days at the equator. For this study, we used226

Landsat-8 OLI level 1 top of the atmosphere (TOA) reflectances and level227

2 surface reflectances (Vermote et al., 2016; USGS, 2018), both distributed228

by USGS EROS through the EarthExplorer online user interface. Both the229

TOA and surface reflectances were used in NDSI thresholding and regression230

algorithms, while only the latter surface reflectances were used for spectral231

unmixing. Some scenes were not available in the correct UTM zone for our232

AOI (33X). In these cases, we reprojected the scenes to zone 33X and per-233

formed a nearest neighbor interpolation to a regular grid over our AOI. The234

level 2 product includes the pixel land-cover classification from the Fmask235

algorithm (Zhu and Woodcock, 2012; USGS, 2018) which we also evaluate in236

terms of snow-cover mapping performance. Fmask is based on a thresholding237

of the NDSI, in addition to many other tests to diagnose the pixel land cover238

and cloud status. We simplified the Fmask classification to be more relevant239

for snow-cover mapping as follows:240

• Pixels classified as cloud shadows, terrain occluded, and/or saturated241

were reclassified as ’missing’.242

• Pixels classified as high confidence cloud (i.e. all cloud bits equal to 1)243

were reclassified to ’cloudy’.244

• Pixels that were not ’missing’ or ’cloudy’ but with snow bit equal to 1245

were reclassified as ’snow’ pixels.246

• All remaining pixels were reclassified as ’snow-free’ pixels.247

For the Landsat 8 OLI imagery we manually selected cloud free scenes over248

our AOI. This resulted in a total of 26 scenes with accompanying reference249

snow-cover maps for the ablation seasons (May-July) from 2013 to 2017.250
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2.3.3. Sentinel-2 MSI251

The MSI sensor is currently in orbit on-board Sentinel-2A (2015-present)252

and Sentinel-2B (2017-present) delivering VSWIR multispectral imagery at253

a GSD of 10-20 m with a revisit frequency of 5 days at the equator (Drusch254

et al., 2012). In our study, we used two products from Sentinel-2 MSI: level255

1 (L1C) TOA reflectances and level 2 (L2A) surface reflectances distributed256

by the Copernicus Open Access Hub. Since not all L2A scenes had been257

processed for Svalbard yet, particularly in 2016, we performed conversions258

from L1C to L2A using the Sen2Cor python script (Müller-Wilm, 2018). As259

with Landsat 8 OLI, both the TOA and surface reflectances were used for260

NDSI thresholding and regression retrieval algorithms, while only the surface261

reflectances were used in spectral unmixing. Scenes that were not available262

in the correct UTM zone were reprojected and resampled in the same way as263

for the Landsat 8 OLI products. We also resampled the SWIR bands at 20 m264

GSD to be in line with the other bands at 10 m GSD using nearest neighbor265

interpolation. In addition to the L1C and L2A reflectances, we employed266

the scene land cover classification from the L2A product (”L2A SceneClass”,267

henceforth SLCC-MSI) described in Richter et al. (2012) in our evaluation.268

The SLCC-MSI is also based on a thresholding of the NDSI, in addition269

to many other tests to diagnose the pixel land cover and cloud status. We270

simplified the SLCC-MSI classification to be more relevant for snow-cover271

mapping in the following way:272

• Shadow, saturated, dark area, cloud shadows, and unclassified pixels273

were reclassified as ’missing’ pixels.274

• Cloud medium probability, cloud high probability, and thin cirrus pixels275

were all reclassified as ’cloudy’ pixels.276

• Snow pixels remained ’snow’ pixels.277

• Vegetation, non-vegetation, and water pixels were reclassified as ’snow-278

free’ pixels.279

For the Sentinel-2 MSI imagery we manually selected cloud free scenes over280

our AOI. This resulted in a total of 24 Sentinel-2 scenes with accompanying281

reference snow-cover maps for the 2016 and 2017 ablation seasons (May-282

July).283
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2.3.4. Normalized difference snow index284

The NDSI is the basis for the simpler snow-cover retrievals evaluated in285

this study. It exploits the fact that snow is highly reflective in the visible286

but a strong absorber in the shortwave infrared, which differentiates snow287

from most other natural surfaces (Dozier et al., 2009). The NDSI is defined288

as (Dozier, 1989)289

NDSI = (rGreen − rSWIR1)/(rGreen + rSWIR1) , (1)

where rGreen is reflectance in the green band and rSWIR1 is the first shortwave290

infrared reflectance band (typically around 1.6 µm). In general, these may291

be either TOA or surface reflectances.292

For version 6 of the MOD10A1 & MYD10A1 products the NDSI (based on293

TOA reflectances) is used when assigning a confidence on within-pixel snow294

presence through the ’NDSI snow-cover’ field (Riggs et al., 2017). For pixels295

for which this NDSI snow-cover field is defined, the fSCA can be obtained296

through a simple linear relationship of the form297

fSCA = β1 · NDSI + β0 , (2)

where the βi are regression coefficients. Equation (2) is then subject to298

the physical constraints fSCA ∈ [0, 1]. In our study, we use the ’universal299

FRA6T’ relationship from Salomonson and Appel (2004), where β1 = 1.45300

and β0 = −0.01. This relationship was developed by correlating MODIS301

NDSI with fSCA obtained from coincident Landsat 7 Enhanced Thematic302

Mapper-Plus scenes (Salomonson and Appel, 2004). Note that employing303

separate relationships for Aqua MODIS is not necessary for version 6, since304

Aqua band 6 has been restored to scientific quality through the quantita-305

tive image restoration technique (Riggs et al., 2017). For version 5 of the306

MOD10A1 & MYD10A1 products, fSCA is provided directly as a field based307

on separate linear relationships for Aqua and Terra (Salomonson and Appel,308

2004). In addition to the MODIS products, we also apply the linear regres-309

sion in (2) to Sentinel-2 MSI and Landsat 8 OLI derived NDSI to gauge the310

applicability of this relationship at higher resolution.311

The NDSI can also be used directly to obtain binary snow cover maps.312

This is especially appealing for the higher resolution sensors on board Land-313

sat 8 and the Sentinel-2 satellites, since the structure of individual snow314

patches is more readily resolved which moderates the problem of mixed pix-315

els. To binarize pixels by classifying them as either bare or snow-covered,316
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a threshold for the NDSI is required. Based on experience, several studies317

suggest a fixed threshold of 0.4 (e.g. Hall et al., 2002; Gascoin et al., 2015;318

Aalstad et al., 2018) which is often sufficiently accurate to discriminate snow319

and non-snow covered pixels. On the other hand, unsupervised adaptive320

detection algorithms can determine scene-specific thresholds that may yield321

superior results (Yin et al., 2013; Härer et al., 2018). In this study, we322

compare both techniques, using a fixed (0.4) and Otsu’s segmentation algo-323

rithm (Otsu, 1979) as an adaptive thresholding technique which performed324

best in the intercomparison of Yin et al. (2013). For an (adaptive or fixed)325

NDSI threshold τ , we define the binary snow-cover status of a pixel for the326

Sentinel-2 and Landsat 8 reflectance products through the following rules:327

fSCA =

{
1 if NDSI > τ and rRed > 0.12 and rSWIR1 < 0.16 ,

0 otherwise
(3)

where we again use either TOA or surface reflectances. The additional thresh-328

olds in (3), applied to the reflectances in the red (rRed) and SWIR1 (rSWIR1,329

around 1.6 µm) bands are based on Dozier (1989) and Gascoin et al. (2015).330

The condition on the red band accounts for self, cast, or cloud shadows,331

while the threshold on the SWIR1 band helps to distinguish clouds (that332

may have a high NDSI) from snow. In agreement with Dozier (1989), the333

exact values of these individual band thresholds is not critical and we found334

little sensitivity to small (±0.05) variations. Once (3) has been evaluated on335

a pixel level, the results are aggregated through spatial averaging to a desired336

coarser resolution to obtain the fSCA.337

2.3.5. Spectral unmixing338

fSCA retrieved using spectral unmixing (SU) of multispectral satellite339

imagery, reviewed in Keshava and Mustard (2002), was also employed in340

this study. The MODSCAG product detailed in Painter et al. (2009) ap-341

plies unmixing to version 5 of the MOD09GA (Vermote and Wolfe, 2015a)342

product, and we base our unmixing procedure loosely on the MODSCAG343

algorithm. Other implementations of unmixing for snow-cover mapping in-344

clude Vikhamar and Solberg (2003), Sirguey et al. (2009), and Cortés et al.345

(2014). In our implementation of spectral unmixing we solve the fully con-346

strained least squares problem, i.e. we seek an optimal abundance a?, which347

satisfies348

a? = argmin
a

∣∣∣∣M · a− r

∣∣∣∣
2

subject to a ≥ 0 and 1T · a = 1 , (4)
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where
∣∣ ·
∣∣ is the `2-norm, the Nb × Nm (number of bands times number of349

endmembers) matrix M contains the theoretical reflectances for each end-350

member (columns) averaged to the bands of the sensor in question (rows),351

the Nm× 1 vector a contains the fractional abundances of each endmember,352

the Nb × 1 vector r contains the retrieved surface reflectances in each band,353

and 1T is a 1×Nm vector of ones. The physical constraints on the fractional354

abundances of the endmembers are the abundance non-negativity constraint355

(ANC: a ≥ 0) and the abundance sum-to-one constraint (ASC: 1T · a = 1).356

The conversion from spectral reflectance, r(λ), to band reflectance, rb, is357

carried out through the following averaging operation:358

rb =

∫ ∞

0

r(λ)φb(λ) dλ , (5)

where φb(λ) is the sensor specific spectral response function (normalized to a359

probability density) for band b. In the SU experiments, we use the following360

six bands b ∈ {Blue, Green, Red, NIR, SWIR1, SWIR2} for all the sensors.361

As an example, the spectral response functions for the bands employed for362

MSI on-board Sentinel-2A are shown in Figure 4(a). In case of ambiguity, we363

use the band with the higher spatial (as opposed to radiometric) resolution,364

e.g. for MSI we employ near infrared band 8 and not band 8a (see Müller-365

Wilm, 2018).366

In practice, (4) can be solved using the fully constrained least squares367

unmixing approach described in Heinz and Chang (2001). This approach368

first augments both M and r with an extra row of ones to deal with the369

ASC and subsequently employs the non-negative least squares algorithm of370

Lawson and Hanson (1995) to enforce the ANC. In our study, theoretical371

spectra for the non-snow endmembers were obtained from the JPL spectral372

library (Baldridge et al., 2009). In particular, the non-snow endmembers em-373

ployed were: vegetation (’grass’), soil (’pale brown dry silty clay loam’), and374

rock (’gray sandstone’). These non-snow endmembers were chosen based on375

knowledge of the typical land cover of the study area (see Boike et al., 2018)376

and are visualized in Figure 4(b). We also added a shade endmember (zero377

reflectance in all bands) to account for shadows in the unmixing procedure.378

The snow endmember spectra were obtained from a look up table generated379

by running the SNICAR radiative transfer model (He et al., 2018) with vary-380

ing solar zenith angles (bins of 5◦) and 7 different effective snow grain radii in381

the range 100-5000 µm. For simplicity, light absorbing impurities in snow are382

ignored in this study. After fixing the solar zenith angle to the nearest value383
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in the look up table, we looped over all possible grain radii and selected384

the one that minimized the root mean square residual error in (4). Some385

example snow endmember spectra are shown in Figure 4(b). As in Cortés386

et al. (2014), we ignore azimuthal effects since, despite the strong forward387

scattering properties of snow, these should not be significant for near nadir388

looking sensors on-board the Landsat 8 and Sentinel-2 satellites. For the389

off-nadir looking MODIS sensor this assumption may be more problematic.390

After obtaining the optimal a? across all radii, the fSCA was obtained by391

dividing the snow endmember abundance by the total unshaded abundance.392

The assumption in this normalization is that the relative abundances are the393

same in the shaded and non-shaded regions. All the non-snow endmembers394

and a subset of the snow endmembers are visualized in Figure 4. Indepen-395

dent SU experiments were undertaken for all the sensors employed in this396

study. To speed up the unmixing, an initial NDSI screening was applied: the397

algorithm was only executed for pixels with a NDSI> 0 as only these pixels398

were deemed to possibly have fSCA> 0.399

2.3.6. Shadow masking400

The fSCA retrieval algorithms do not work well if a considerable fraction401

of a satellite pixel is covered in shadow (see Figure 5(b)). For the higher402

resolution (OLI & MSI) sensors we diagnosed cast and self shadowing for403

each scene using a dynamic shadow mask. This was achieved in a two stage404

process. First the solar geometry (solar azimuth and elevation angle) was405

diagnosed for the AOI at the scene sensing time using the ephemeris routine406

in the PV LIB toolbox (SNL, 2014). Our AOI is small enough that the solar407

geometry is invariant to a good approximation. The geometry was then used408

in conjunction with the TopoToolbox (Schwanghart and Scherler, 2014) and409

a 5 m GSD DEM of the entire Brøgger peninsula produced by the Norwegian410

Polar Institute (NPI, 2014) to calculate the self and cast shadows within the411

AOI. To account for uncertainties in the ephemeris and the employed DEM,412

we dilated the resulting shadow mask by one DEM pixel. The shadow mask413

is thus conservative in that it purposely slightly overestimates the shadowed414

area. For each satellite scene the binary shadow mask at the DEM resolution415

was aggregated to obtain fractional shadows at the resolution of the satellite416

image. For some satellite scenes, Scheteligfjellet casts a shadow over the AOI,417

so it was important to mask this out in an automatic fashion without having418

to discard the entire scene. An example of such a shadow and independently419

derived shadow mask is shown in Figure 5. Cast shadows did not affect any420
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of the reference fSCA maps derived from terrestrial imagery.421

2.3.7. Aggregation422

All the higher resolution retrievals from MSI and OLI are aggregated to423

coarser pixels at 100 m and 500 m resolution. The aggregation is performed424

in a conservative manner using a form of inverse distance weighting. For425

each coarse pixel, subpixels that either partially or fully fall within this pixel426

are weighted according to the fraction of their area that lies inside the coarse427

pixel. If more than 25% of a coarse pixel consists of missing data (e.g. if it has428

a shade fraction > 25%), the pixel is excluded from further analysis. A scale429

of 100 m was chosen in line with typical reanalysis experiments (e.g. Girotto430

et al., 2014; Cortés et al., 2016; Aalstad et al., 2018), since this scale has been431

shown to resolve the key modes of snow spatial variability. The scale of 500432

m was chosen in order to compare the performance of the higher resolution433

retrievals with the MODIS retrievals. As an example, Figure 6 visualizes how434

well some of the satellite retrieval algorithms for Sentinel-2 MSI can replicate435

the coincident reference snow cover prior to aggregation. For the regression436

and SU experiments that (unlike thresholding) provide fSCA without the437

need for spatial aggregation, we also performed the evalation at the native438

pixel scale of the sensors.439
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Abbreviation Description Sensor Product Reflectance
FT-MSI-TOA Fixed threshold S2A/B MSI No TOA
AT-MSI-TOA Adaptive threshold S2A/B MSI No TOA
FT-MSI-SFC Fixed threshold S2A/B MSI No Surface
AT-MSI-SFC Adaptive threshold S2A/B MSI No Surface
SLCC-MSI Scene classification S2A/B MSI Yes Surface
SU-MSI Spectral unmixing S2A/B MSI No Surface
RG-MSI-TOA Regression S2A/B MSI No TOA
RG-MSI-SFC Regression S2A/B MSI No Surface
FT-OLI-TOA Fixed threshold LS8 OLI No TOA
AT-OLI-TOA Adaptive threshold LS8 OLI No TOA
FT-OLI-SFC Fixed threshold LS8 OLI No Surface
AT-OLI-SFC Adaptive threshold LS8 OLI No Surface
Fmask-OLI Scene classification LS8 OLI Yes Surface
SU-OLI Spectral unmixing LS8 OLI No Surface
RG-OLI-TOA Regression LS8 OLI No TOA
RG-OLI-SFC Regression LS8 OLI No Surface
MOD10A1-v5 MOD10A1 version 5 Terra MODIS Yes TOA
MOD10A1-v6 MOD10A1 version 6 Terra MODIS Yes TOA
MYD10A1-v5 MYD10A1 version 5 Aqua MODIS Yes TOA
MYD10A1-v6 MYD10A1 version 6 Aqua MODIS Yes TOA
MODSCAG MOD09GA v5 unmixing Terra MODIS Yes Surface
SU-MOD09GA MOD09GA v6 unmixing Terra MODIS No Surface
SU-MYD09GA MYD09GA v6 unmixing Terra MODIS No Surface

Table 1: Overview of the fSCA retrievals that we evaluated. fSCA retrievals that are not
operational products were performed on reflectances only as a part of this study.

2.4. Evaluation metrics440

We perform the evaluation by pairing coincident (i.e. same day and spa-441

tial area) pixels from the satellite fSCA retrievals (the estimate) and the442

reference fSCA retrievals (the ’truth’). The number of sample pairs is dif-443

ferent depending on the type of satellite retrieval. For example, there are444

many more MODIS scenes than there are Sentinel-2 scenes, so the number445

of MODIS samples at 500 m resolution is considerably larger. At this res-446

olution, the number of sample pairs for Sentinel-2 MSI (144) is nonetheless447
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more than enough for a robust evaluation. The estimate-truth pairs are used448

to compute various evaluation metrics, most of which are typical of earlier449

fSCA evaluation studies (e.g. Rittger et al., 2013; Gascoin et al., 2015; Mas-450

son et al., 2018). The evaluation metrics can either be fractional, being451

derived directly from the fSCA, or binary, derived from binary snow cover452

(snow-covered or bare) obtained through thresholding the fSCA.453

For the fractional metrics, the fSCA error of each sample pair is computed454

by subtracting the true fSCA from the estimated fSCA. Based on this error455

we compute the bias (mean error) as a measure of systematic differences and456

the root mean squared error (RMSE) as a measure of spread. In addition,457

we also compute the correlation coefficient to measure the strength of the458

linear correlation (R) between the truth and the estimate. In this study, the459

truth and the estimate are strongly and positively correlated. We therefore460

report R2 instead to better distinguish between high correlations. Moreover,461

we perform a standard scatter plot analysis where best fit lines are computed462

using simple linear regression through ordinary least squares estimation.463

For the binary metrics, we first convert fSCA to a binary snow-covered or464

bare pixel status, for which a threshold in the range [0, 1] must be defined.465

Previous studies have used various thresholds, for example 0.15, 0.5 (Rittger466

et al., 2013) or 0 (Masson et al., 2018). Since fSCA can be interpreted as the467

probability of a randomly selected point in a pixel being snow-covered, it is468

difficult to justify a specific threshold. As the binary evaluation is nonethe-469

less highly sensitive to this choice, we employ three thresholds representing470

various degrees of fSCA in this study, specifically: 0.1, 0.5, and 0.9.471

Given a specific threshold, which we apply to both the true and esti-472

mated fSCA, we may diagnose the number of true positives (TP, both are473

snow-covered), true negative (TN, both are bare), as well as false positives474

(FP, estimate is snow-covered while truth is bare) and false negatives (FN,475

estimate is bare while truth is snow-covered). Based on these counts we can476

compute various binary metrics. First we diagnose the positive predictive477

value (also called precision) which is the ratio of true positives to the total478

number of estimated positives (TP+FP). Then we compute the true posi-479

tive rate (TPR, also known as recall and hit rate) which is the ratio of the480

number of true positives to the number of actual positives in the true data481

(TP+FN). We also diagnose the false positive rate (FPR) which is the ratio482

of the number of false positives to the actual number of negatives (TN+FP).483

By varying the estimate binarization threshold from 0 to 1 and keeping484

the true binarization threshold fixed, TPR and FPR can be plotted against485
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one another to construct receiver operating characteristics (ROC) curves as486

described in Fawcett (2006). Briefly, the ROC curve starts in the top right487

corner of ROC space (TPR vs FPR) for an estimator binarization thresh-488

old of −∞ where FPR=TPR=1 and ends in the bottom left corner for a489

binarization threshold of ∞ where FPR=TPR=0. In the ROC curves we490

emphasize the points where the two binarization thresholds are equal since491

for a perfect classifier these should fall in the top left corner of ROC space.492

We employ the area under the ROC curve (denoted A) to summarize the493

the ROC performance in a single number. For an ideal classifier A = 1.494

Conversely, A = 0.5 indicates that the classifier is no better than a random495

guess. The extreme case A = 0 indicates that the classifier has its labels496

completely reversed (i.e. positive is negative and vice versa). In addition497

to the area under the curve, in line with Rittger et al. (2013) and Masson498

et al. (2018), we also calculate the F-score which is the harmonic mean of the499

positive predictive value and the true positive rate, where a score of F= 1500

is perfect and F= 0 is the worst possible score. The F-score penalizes both501

errors of commission and omission. For both A and F we employ the three502

previously mentioned binarization thresholds. These two metrics are funda-503

mentally different: F is a mean measure of how well an algorithm detects504

positives (true negatives are not considered), whereas A is the probability505

that the algorithm ranks a positive higher than a negative.506

3. Results507

3.1. Annual snow-cover depletion508

We present results for the remotely sensed snow-cover depletion, aggre-509

gated to the scale of the AOI, for the six ablation seasons considered in this510

study (2012-2017). Figure 7 shows time series of the fSCA depletion as sensed511

by the ACS and a subset of the satellite retrieval algorithms. The years 2012,512

2013, 2015, and 2017 can all be characterized as normal snow years with the513

snowpack completely disappearing towards the end of June/early July (see514

black dots in Figure 7), around a month long melt season, and a peak snow515

depth at the BCS around 1 m (Boike et al., 2018). In 2014 the snowpack516

was unusually high, persisting until mid July (Aalstad et al., 2018) with a517

peak depth at the BCS of 1.6 m. However, in 2014, the ACS malfunctioned,518

so that ground truth imagery was not available in most of the melt season519

(c.f. Figure 7). In 2016, the snowpack had completely disappeared already520
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in mid June, with a peak depth of 0.8 m at the BCS and a melt period of521

only half a month.522

Using the ACS as a reference, Figure 7 shows that the plotted MODIS523

products (MOD10A1 & MYD10A1 version 6) tend to slightly overestimate524

the fSCA during the snowmelt. While there are a few gaps in the snowmelt525

season due to clouds, these products are nonetheless still able to identify the526

end of the snowmelt season fairly well. The SU retrievals from Sentinel-2 MSI527

and Landsat 8 OLI do not suffer from the same positive bias as the MODIS528

products during the snowmelt period. The unmixing retrievals are also re-529

markably accurate throughout the entire ablation season. Still, given the530

lower revisit frequency, there are slightly fewer retrievals than for MODIS,531

at least prior to 2017 and the launch of Sentinel-2B. Due to orbital conver-532

gence, the revisit frequency of the higher resolution sensors (OLI and MSI) is533

considerably higher at high latitudes than at the equator. In fact, Sentinel-2534

MSI provides a near daily (as opposed to 8 day) revisit frequency in the535

high-Arctic. Using all the satellite sensors together (see 2017 in Figure 7),536

it is possible to get quite a robust reconstruction of the true fSCA depletion537

curve at the scale of our AOI.538

3.2. Fractional evaluation539

Scatter plots of all the available sample pairs for the various fSCA satellite540

retrievals at 100 m and 500 m resolution are shown in Figure 8 and Figure 9,541

respectively. The fractional metrics that summarize the performance visual-542

ized in these scatter plots, namely bias, RMSE, and R2, are listed in Table 2,543

Table 3, and Table 4 for the 100 m, 500 m, and pixel-scale retrievals, re-544

spectively. We begin by describing the evaluation of the higher resolution545

retrievals.546

Figure 8 shows that all thresholding based algorithms at 100 m resolution547

have a tendency to overestimate the fSCA for both the OLI and MSI sen-548

sors. The overestimation is visible through the clustering of scatter points549

above the 1:1 line (blue) especially when the reference fSCA is higher than550

0.4. This positive bias results in linear best fit lines with positive intercepts551

that lie above but run nearly parallel to the 1:1 line. For all thresholding552

retrievals, the biases are on the order of 0.03− 0.05 for MSI and 0.05− 0.07553

for OLI. Of the thresholding experiments, the built in scene classifications,554

i.e. Fmask-OLI and SLCC-MSI, perform worst in terms of the fractional555

evaluation metrics, showing the highest combined bias and RMSE and the556

lowest correlation coefficient. The performance of SLCC-MSI is particularly557

18



poor with a 34% reduction in the number of available samples compared to558

the other MSI experiments. For Fmask-OLI the reduction in the number of559

samples, compared to the other OLI retrievals, is only 5%. For both scene560

land cover classifications, the reduction in the number of samples is due to561

cloud commission errors.562

Name N Bias RMSE R2 A0.1 A0.5 A0.9 F0.1 F0.5 F0.9

FT-MSI-TOA 3960 0.03 0.10 0.96 0.99 1.00 0.94 0.98 0.98 0.92
AT-MSI-TOA 3960 0.05 0.12 0.94 0.99 1.00 0.96 0.95 0.97 0.93
FT-MSI-SFC 3960 0.03 0.08 0.97 1.00 1.00 0.96 0.99 0.98 0.93
AT-MSI-SFC 3960 0.04 0.10 0.96 1.00 1.00 0.95 0.97 0.97 0.92
SLCC-MSI 2628 0.05 0.15 0.85 1.00 0.92 0.81 1.00 0.98 0.90
SU-MSI 3960 -0.00 0.07 0.98 1.00 1.00 0.98 0.98 0.99 0.90
RG-MSI-TOA 3960 0.02 0.08 0.97 0.99 1.00 0.98 0.97 0.98 0.95
RG-MSI-SFC 3960 0.02 0.07 0.98 1.00 1.00 0.98 0.98 0.99 0.95
FT-OLI-TOA 4205 0.05 0.13 0.92 0.99 0.99 0.87 0.99 0.97 0.90
AT-OLI-TOA 4205 0.06 0.14 0.90 0.99 0.99 0.88 0.98 0.97 0.90
FT-OLI-SFC 4205 0.05 0.13 0.92 0.99 0.99 0.87 0.98 0.97 0.91
AT-OLI-SFC 4205 0.06 0.14 0.90 0.99 0.99 0.86 0.98 0.97 0.90
Fmask-OLI 3980 0.07 0.17 0.83 0.99 0.95 0.80 0.98 0.96 0.88
SU-OLI 4205 0.02 0.09 0.96 1.00 1.00 0.96 0.98 0.98 0.91
RG-OLI-TOA 4205 0.04 0.11 0.93 0.99 1.00 0.91 0.98 0.98 0.90
RG-OLI-SFC 4205 0.04 0.10 0.94 0.99 1.00 0.92 0.99 0.98 0.92

Table 2: Summary of evaluation metrics, i.e., number of samples (N), Bias, RMSE, square
correlation coefficient (R2), area under the ROC curve (A), and F-score (F) for the satellite
retrievals at 100 m resolution. The subscript for the binary metrics (A and F) indicates the
fSCA binarization threshold employed. For an overview of the various satellite retrievals
see Table 1.

For both OLI and MSI, there is no noticeable performance gain when563

using an adaptive (AT) instead of a fixed (FT) threshold on the NDSI. In fact,564

for all the experiments at 100 m resolution, the adaptive threshold performs565

slightly worse than the corresponding fixed threshold, exhibiting a higher566

bias and RMSE. Based on the scatter plots, the most visible discrepancy567

between the adaptive and fixed thresholds are at low reference fSCA, with568

the adaptive threshold leading to a larger overestimation as the true fSCA569
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approaches zero. Using surface instead of TOA reflectances for MSI (see570

e.g. FT-MSI-TOA vs FT-MSI-SFC in Table 2), i.e. applying an atmospheric571

correction, only results in a marginal improvement in performance, while572

there is no difference for OLI (Table 2, Figure 8). Using the regression573

relationship in (2), quite precise retrievals were obtained with considerably574

lower RMSE than the thresholding based retrievals for OLI and MSI, but575

a positive (albeit lower) positive bias remained. For these regression-based576

retrievals there was a marginal improvement in RMSE and correlation when577

using surface rather than TOA reflectances. For both OLI and MSI, the SU578

technique shows the best performance. For the unmixing, the positive bias579

is almost eliminated (0.02 for OLI and 0.00 for MSI) and the linear best fit580

line closely tracks the 1:1 line. In addition, the RMSE is around half of the581

worst performing thresholding experiments. While the unmixing experiments582

still show a slight tendency towards overestimating fSCA at intermediate583

(0.25− 0.75) fSCA, it is smaller than for the thresholding retrievals and not584

visible at low and high fSCA values.585

At 500 m resolution, fSCA retrievals from both the moderate (MODIS)586

and higher resolution (OLI and MSI) sensors are available (Figure 9). For all587

higher resolution sensors, the RMSE is reduced by around 0.02 (see Table 3)588

due to averaging of random errors in the spatial aggregation procedure. The589

reduction in random error also results in a higher linear correlation for these590

retrievals at 500 m than at 100 m resolution. Note that the bias is not re-591

duced accordingly as bias is a systematic error that does not cancel out upon592

spatial aggregation. As for the 100 m resolution retrievals, the overestima-593

tion of fSCA in the thresholding experiments is clearly visible, particularly594

at intermediate fSCA. This effect is still present, but less pronounced for the595

OLI and MSI SU retrievals. The low number of samples for the SLCC-MSI596

stands out in Figure 9 and complicates interpretation.597

For the ∼ 500 m resolution MODIS retrievals, products based on the598

regression in (2) (version 5 and 6 of MOD10A1 and MYD10A1), as well as599

unmixing retrievals from the MODSCAG product and experiments with loca-600

tion specific endmembers are available (SU-MYD09GA and SU-MOD09GA).601

On the one hand, there is typically considerably more scatter than for the602

higher resolution sensors, which leads to a generally higher RMSE for the603

MODIS retrievals. On the other hand, the biases are typically around the604

same magnitude for the MODIS retrievals (0 − 0.09) and the higher resolu-605

tion sensors (0.01 − 0.08). We emphasize that the 500 m evaluation is at606

the scale of individual pixels for MODIS, but combines approximately 275607
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aggregated (30 m GSD) OLI pixels and 2500 (10 m GSD) MSI pixels for the608

higher resolution sensors.609

Name N Bias RMSE R2 A0.1 A0.5 A0.9 F0.1 F0.5 F0.9

FT-MSI-TOA 144 0.03 0.08 0.98 0.99 1.00 0.94 0.98 0.97 0.92
AT-MSI-TOA 144 0.05 0.09 0.97 0.98 1.00 0.98 0.90 0.97 0.93
FT-MSI-SFC 144 0.03 0.06 0.98 1.00 1.00 0.96 0.99 0.97 0.93
AT-MSI-SFC 144 0.04 0.08 0.98 1.00 1.00 0.96 0.95 0.97 0.93
SLCC-MSI 80 0.04 0.11 0.67 1.00 1.00 0.85 1.00 1.00 0.91
SU-MSI 144 -0.01 0.05 0.99 1.00 1.00 0.98 0.98 0.98 0.93
RG-MSI-TOA 144 0.02 0.06 0.98 0.99 1.00 0.98 0.97 0.98 0.94
RG-MSI-SFC 144 0.02 0.05 0.99 1.00 1.00 0.98 0.98 0.98 0.94
FT-OLI-TOA 152 0.05 0.10 0.95 1.00 1.00 0.93 0.98 0.99 0.88
AT-OLI-TOA 152 0.06 0.11 0.94 0.99 1.00 0.94 0.97 0.98 0.88
FT-OLI-SFC 152 0.05 0.10 0.95 1.00 1.00 0.93 0.99 0.99 0.88
AT-OLI-SFC 152 0.06 0.11 0.94 1.00 1.00 0.92 0.97 0.98 0.88
Fmask-OLI 143 0.08 0.15 0.88 0.99 1.00 0.84 0.98 0.97 0.85
SU-OLI 152 0.03 0.07 0.97 1.00 1.00 0.96 0.99 0.99 0.88
RG-OLI-TOA 152 0.04 0.09 0.95 0.99 1.00 0.93 0.96 0.99 0.88
RG-OLI-SFC 152 0.04 0.09 0.96 1.00 1.00 0.96 0.99 0.99 0.90
MOD10A1-v5 409 0.05 0.15 0.91 1.00 0.97 0.83 0.99 0.96 0.83
MOD10A1-v6 489 0.05 0.14 0.91 0.99 0.98 0.86 0.98 0.96 0.84
MYD10A1-v5 361 0.03 0.11 0.95 0.99 0.99 0.85 0.99 0.99 0.85
MYD10A1-v6 447 0.04 0.11 0.95 0.98 0.99 0.86 0.96 0.99 0.87
MODSCAG 383 0.05 0.26 0.67 0.94 0.96 0.85 0.85 0.87 0.56
SU-MYD09GA 481 0.03 0.18 0.85 0.99 0.99 0.85 0.90 0.97 0.75
SU-MOD09GA 638 -0.00 0.16 0.87 0.99 0.98 0.85 0.97 0.96 0.65

Table 3: Same as Table 2, but for the satellite retrievals at 500 m resolution.

The regression relationship (2) of Salomonson and Appel (2004) with610

the ’universal FRA6T’ coefficients was applied to the to the NDSI obtained611

from the ’NDSI snow-cover’ field in version 6 of the MOD10A1 & MYD10A1612

products. This brought the version 6 product in line with version 5, with613

a negligible difference in performance. For the bias and RMSE the largest614

changes had a value of 0.01 going form version 5 to version 6, whereas the615
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square correlation coefficient remained the same. Note that there are con-616

siderably more (23% for Aqua and 20% for Terra) retrievals available in the617

newer version 6 given that version 5 was discontinued after 2016.618

Name N Bias RMSE R2 A0.1 A0.5 A0.9 F0.1 F0.5 F0.9

SU-MSI 417945 -0.00 0.14 0.92 0.99 0.99 0.98 0.96 0.96 0.87
RG-MSI-TOA 417945 0.02 0.15 0.90 0.99 0.98 0.96 0.95 0.96 0.94
RG-MSI-SFC 417945 0.02 0.14 0.91 0.99 0.99 0.97 0.97 0.96 0.94
SU-OLI 48628 0.02 0.14 0.89 0.99 0.99 0.95 0.97 0.96 0.91
RG-OLI-TOA 48628 0.04 0.14 0.90 0.99 0.98 0.91 0.97 0.97 0.91
RG-OLI-SFC 48628 0.04 0.16 0.87 0.99 0.97 0.90 0.98 0.96 0.93

Table 4: Same as Table 2, but for the higher-resolution fSCA satellite retrievals at the
pixel-scale.

Surprisingly, the empirically based MOD10A1 & MYD10A1 for the ma-619

jority of the fractional evaluation metrics (see Table 3) outperform the unmix-620

ing based MODIS retrievals. Of the latter, MODSCAG performs worst with621

the algorithm struggling to recover the true fSCA in the low (< 0.25) and622

high (> 0.75) snow-cover cases, and with considerable scatter for intermedi-623

ate fSCA. To further investigate this unfavorable performance, we performed624

two custom experiments: SU-MOD09GA and SU-MYD09GA. Unlike the625

MODSCAG products for the AOI, these custom unmixing experiments are626

based on version 6 (as opposed to version 5) of the MODIS surface reflectance627

products (MOD09GA, MYD09GA). Moreover, we considered AOI specific628

endmembers for these custom MODIS unmixing experiments, whereas the629

endmembers used in MODSCAG are unknown to us. The custom MODIS630

unmixing experiments performed slightly better than MODSCAG with a631

marked reduction in RMSE and increase in correlation. Notably, the cus-632

tom experiments performed better in high fSCA situations, but still had633

problems in the low fSCA case. Despite the slight improvements relative634

to MODSCAG, the performance of these custom unmixing experiments was635

still worse than the simpler MOD10A1 & MYD10A1 products. At the same636

time, it is worth emphasizing that the SU-based MODIS retrievals feature637

an equal or lower bias than the regression-based MOD10A1 & MYD10A1638

products.639
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The results for the higher-resolution sensors (OLI and MSI) at the pixel-640

scale largely mirrors the results at the 100 m scale. That is, the regression-641

based retrievals obtain a similar RMSE to the SU-based retrievals but with642

a somewhat higher positive bias. As expected, due to the lack of spatial643

averaging, the RMSE is somewhat larger at this higher resolution while the644

bias remains the same. Note that the thresholding-based retrievals can not645

be evaluated at this pixel scale as they can only provide binary (snow or646

bare) estimates prior to spatial aggregation.647

3.3. Binary evaluation648

Receiver operating characteristics (ROC) curves for the binarized fSCA649

satellite retrievals at 100 m and 500 m resolution are shown in Figure 10650

and Figure 11, using different binarization thresholds (fSCA=0.1, 0.5 and651

0.9, see Section 2.4). The binary metrics that summarize the performance of652

the binarized retrievals, namely the area under the ROC curve (A) and the653

F-score (F) are listed in Table 2, Table 3, and Table 4.654

For all retrievals at 100 m resolution (Figure 10), the area under the655

curve is always lowest for a reference binarization threshold of fSCA= 0.9656

(blue curve). This indicates that the algorithms perform worse for high snow-657

cover situations compared to intermediate (fSCA= 0.5) and low (fSCA= 0.1)658

snow-cover situations. For the lower binarization thresholds, all algorithms659

perform well (A ≥ 0.99), with the exception of the native scene classifica-660

tions. Considering all binarization thresholds, the regression and unmixing661

retrievals from MSI and OLI perform best with respect to A, which is clearly662

visible in the ROC curves especially for the higher threshold. The native663

scene classifications (Fmask-OLI and SLCC-MSI) again perform worst. For664

the F-score, all algorithms perform favorably for the lower thresholds with665

F> 0.95, indicating a very good performance both in terms of the positive666

predictive value (precision: ratio of true positives to predicted positives) and667

the true positive rate (recall: ratio of true positives to the number of actual668

positives). This implies that both the number of errors of commission (false669

positives) and omission (false negatives) are low. As for A, the F-score is670

worst (lowest) for the higher binarization threshold. It is worth highlight-671

ing that the true positive rate (recall) is near unity (i.e. a perfect score)672

in the ROC curves for most of the retrievals when the retrieval binarization673

threshold equals to the reference binarization threshold (cases marked by674

circles in Figure 10). This suggests that low positive predictive values (pre-675

cision) reduce the F-score from an ideal value of 1, indicating more errors of676
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commission than omission.677

For the retrievals at 500 m resolution, we see a similar picture. Once more,678

the performance for the lower reference binarization thresholds is noticeably679

(see Figure 11) better than for the highest reference binarization threshold.680

For the lower thresholds, A exceeds 0.98 for all MSI and OLI retrievals, with681

the exception of the native scene classifications. Furthermore, the F-score682

shows a similar pattern as for the high resolution retrievals, with markedly683

worse scores for the highest binarization threshold. Once more, this is pri-684

marily due to a low positive predictive value (see the circular markers in Fig-685

ure 11), indicating that the algorithms produce more false positives than false686

negatives. This finding is in line with the fractional evaluation metrics for687

which a positive bias occurred for most of the products. As previously noted,688

the bias does not disappear upon spatial aggregation, showing the same pat-689

terns in the binary evaluation at 100 m and 500 m. For the MODIS retrievals,690

we note that the high binarization threshold yields the lowest area under the691

ROC curves (Figure 11). As for the the fractional evaluation, MODSCAG692

performs considerably worse than both generations of the regression-based693

MODIS snow products with an area under the ROC curve well below unity694

for all the reference binarization thresholds. The performance is improved for695

the customized SU-MOD09GA and SU-MYD09GA experiments with both a696

higher A and F-score closer to those of the regression-based retrievals.697

4. Discussion698

4.1. Error analysis699

In this study, we used high (0.5 m) resolution reference snow-cover maps700

obtained from accurately georeferenced (bias and RMSE on the order of 2701

meters) orthorectified photographs. The high spatial resolution of these ref-702

erence binary snow-cover maps means that they are less susceptible to the703

mixed pixel problem in that the majority of 0.5 m pixels are either fully704

snow-covered or fully snow-free. The estimated error in our reference fSCA705

retrievals due to the georeferencing error is on the order σE = 0.01 at 100706

m (see Sect. 2.2), which is considerably smaller than the RMSE of the best707

performing satellite retrievals (e.g. SU-MSI with RMSE=0.07, see Table 2).708

Even in the infrequent cases of a 3σ georeferencing error, inaccurate georef-709

erencing translates to an error on the reference fSCA of σE = 0.03, which is710

less than half the RMSE (based on the reference fSCA) of the best perform-711

ing retrieval. Due to the effects of spatial averaging, the estimation standard712
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deviation for the reference fSCA at 500 m will be even lower. Thus, our esti-713

mates of the satellite retrieval error can closely represent the true error of the714

retrievals for our site. Although we had a relatively small (1.77 km2) AOI,715

302 high resolution reference images were available for evaluation, so that we716

consider our reference dataset to be sufficiently extensive for the evaluation717

of higher resolution imagery form OLI and MSI. For the moderate (500 m)718

resolution MODIS retrievals, our study area only contains 5 pixels which is719

rather low. Nonetheless, the fact that we had hundreds of reference images720

translated into a total of on the order 400 fSCA retrievals at 500 m resolution721

that we could evaluate for each of the MODIS products. Combined with the722

fact that our study area is relatively flat and representative of large swathes723

of Arctic tundra, the validation of MODIS fSCA retrievals at our study site724

becomes a valuable exercise. It should be noted, however, that we do not725

expect our evaluation to necessarily reflect the general performance of the726

global MODIS snow-cover products given the limited size of the evaluation727

area and the lack of global representativeness.728

Earlier work (e.g. Cortés et al., 2014; Masson et al., 2018) has emphasized729

the need for an evenly sampled fSCA so that situations with no-snow or full730

snow-cover are not over-represented. These edge cases should be the easiest731

for any algorithm to capture, with intermediate partial snow-cover being732

more challenging. In our case, we only employ reference fSCA maps from733

the entire ablation season (see Figure 7), which ensures that the entire range734

from 0 to 1 is represented. However, the reference data set does not feature735

an even distribution of fSCA values, as many almost fully snow-covered and736

bare scenes were included. Our study shows that it is important to test the737

algorithms in these simple cases as well. As can be seen in Figure 10 and738

Figure 11, many of the algorithms did not perform well in situations with739

high snow-cover (fSCA>0.75). When computing fractional metrics, such as740

RMSE, we did not see the need (c.f. Masson et al., 2018) to remove situations741

with zero snow-cover since the MODIS retrievals in particular had some large742

excursions from the truth in situations with zero fSCA. Such excursions are743

clear signs of cloud contamination and errors of omission in the the MODIS744

cloud mask. Cloud masking is a challenging task that we did not investigate745

explicitly (see Zhu and Woodcock, 2012); instead we manually selected the746

higher resolution imagery to ensure that it was cloud free. Cloud commission747

or omission errors are a large source of uncertainty in any automatic snow-748

cover mapping algorithm as discussed in Gascoin et al. (2015) and Stillinger749

et al. (2019).750
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For the binary evaluation, we considered more than just a single fSCA751

binarization threshold. With the ROC analysis, all the algorithms performed752

least favorably for high snow-cover, i.e. for a reference binarization threshold753

of 0.9. This would not have been clear if only a single low threshold (e.g.754

0) would have been employed (e.g. Masson et al., 2018). The ROC analysis755

showed that low F-scores were due to low precision (errors of commission)756

rather than recall (errors of omission). This is connected to the positive757

bias in the thresholding algorithms due to the mixed-pixel problem. One758

benefit of a ROC analysis over other binary evaluations is that it is quite759

insensitive to a skewed data distribution, i.e. to the distribution of positives760

and negatives in the reference data. Moreover, ROC evaluation is natural761

when one considers fSCA defined as the probability of occurrence of snow-762

cover within a pixel since the ROC analysis is specifically designed to deal763

with probabilistic classification (Fawcett, 2006).764

The evaluation showed that the errors for most of the retrievals were765

dependent on the fSCA itself (i.e. heteroscedastic). For most of the retrievals,766

this heteroscedasticity manifests itself (see Figure 12) through errors that are767

higher for intermediate fSCA and lower for high and low fSCA. Our results768

suggest that the error variance in satellite retrieved fSCA can be parametrized769

through the following expression (after Sakov et al., 2012)770

σ2
obs = σ2

0 +

(
σ2
1 − σ2

0

α

)
(α− |α− fSCA|) (6)

where σ2
0 is the minimum error variance, σ2

1 is the maximum error variance,771

and we propose α = 0.5 for symmetry. Thereby, the error variance is at its772

minimum for full or zero fSCA and at its maximum for intermediate fSCA.773

For spectral unmixing at 100 m resolution, appropriate values for the error774

standard deviations are σ0 = 0.05 and σ1 = 0.1. Expression (6) can be a775

useful addition for fSCA data assimilation studies which so far have typically776

employed a fixed observation error variance (e.g. Girotto et al., 2014; Cortés777

et al., 2016; Aalstad et al., 2018).778

4.2. Thresholding algorithms779

The native scene land cover classification algorithms Fmask-OLI and780

SLCC-MSI are designed to conservatively map changes in land use and land781

cover by masking out undesired artifacts, such as clouds or snow (see Zhu782

and Woodcock, 2012). Perhaps not surprisingly, they perform worst of all783
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the thresholding algorithms with respect to snow cover mapping. Both the784

Fmask (Zhu and Woodcock, 2012) and SLCC-MSI (Richter et al., 2012) algo-785

rithms perform an expansion of the snow mask through a dilation operation,786

which likely explains the high bias. While all the selected scenes were cloud787

free, SLCC flagged a considerable amount of snow-covered pixels as cloudy,788

which led to an omission of 34% of the valid data. The cloud commission789

errors were not as severe in Fmask, with only 5% data loss. The fact that790

OLI (in contrast to MSI) has a thermal band may explain some of the dif-791

ferences in cloud masking, although temperature based cloud masking can792

be challenging over snow (e.g. Westermann et al., 2012; Østby et al., 2014).793

For larger scale snow-mapping, there is potential to improve the cloud cover794

masking in the SLCC-MSI algorithm, for example following Gascoin et al.795

(2019) and Stillinger et al. (2019).796

For the remaining thresholding retrievals, no appreciable difference was797

found between using top of the atmosphere or surface reflectances. This most798

likely can be explained with the relative insensitivity to atmospheric scatter-799

ing and absorption of the green and SWIR band, which are employed for the800

NDSI (Dozier, 1989; Riggs et al., 2017). Accordingly, Yin et al. (2013) found801

little performance gain when employing atmospheric correction for NDSI802

snow-cover mapping, and the MODIS NDSI-based snow-cover product does803

not employ any atmospheric correction (Riggs et al., 2017). As accurate at-804

mospheric correction (see e.g. Vermote et al., 2016) can be difficult and often805

introduces additional uncertainty in the retrieval process, it is encouraging806

that NDSI-based fSCA detection performs well when employing TOA re-807

flectances directly. Note that for MODIS Masson et al. (2018) demonstrated808

an improvement in NDSI snow-cover mapping when using atmospheric and809

topographically corrected reflectances in mountainous terrain. Our results810

may be an indication that the improvement in their results is largely due to811

the topographic correction.812

Previous studies (e.g. Yin et al., 2013; Härer et al., 2018) suggest a perfor-813

mance gain when employing an adaptive (scene-dependent) NDSI threshold814

instead of a fixed threshold of 0.4. We tested the best performing algo-815

rithm in Yin et al. (2013), namely the binarization of Otsu (1979), only816

constraining the threshold to lie in the range [0.1,0.7] (which is reasonable817

for snow-covered pixels, Riggs et al., 2017). Our evaluation did not show818

an improvement in performance when using this algorithm (see Figure 8),819

and the performance was even slightly worse for low fSCA for which there820

was a noticeable increase in the positive bias. The algorithm tended to pick821
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a threshold near the lower limit of 0.1 for low fSCA scenes, which resulted822

in an overestimation of the snow-covered area, including several errors of823

commission over the Bayelva-river floodplain. While it is worth optimizing824

the location and scene-specific choice of the NDSI threshold, our results in-825

dicate that using an automatic thresholding algorithm may not be ideal in826

all situations. This is in line with findings of Härer et al. (2018) who only827

found small differences when implementing the segmentation method of Otsu828

(1979). This segmentation method does not work well when the foreground829

(snow) and background (bare) clusters are poorly defined, especially in the830

case that one cluster covers a much smaller portion of the scene than the831

other. In agreement with Härer et al. (2018), we do not recommend applying832

automatic NDSI threshold selection techniques without ground truth data833

to support their validity.834

All thresholding algorithms exhibited a considerable positive fSCA bias835

(see Tables 2, 3), which compromises the use of aggregated fSCA maps pro-836

duced by thresholding of higher resolution NDSI maps as a reference for837

moderate resolution retrievals from sensors, such as MODIS (e.g. Salomon-838

son and Appel, 2004; Gascoin et al., 2015; Masson et al., 2018). In Rittger839

et al. (2013), the potential limitations of using a thresholding based retrieval840

as reference were pointed out. At least for our AOI, the errors in the ag-841

gregated threshold-based retrievals are on the same order of magnitude as842

the errors of some of the coarser-scale MODIS retrievals. Therefore, if the843

threshold-based retrievals were used as a reference, many of the MODIS re-844

trievals would appear to perform much worse than in reality. In fact, the845

retrieval algorithms used by all MODIS products partly overcome the mixed846

pixel problem that affects all thresholding-based retrievals. For the validation847

exercise, we strongly recommend exclusively making use of fSCA retrievals848

that have accounted for the mixed pixel problem, such as SU or regression,849

for the reference data set, as in the study of Rittger et al. (2013). An alter-850

native is to employ thresholding retrievals from very high resolution satellite851

imagery (Cortés et al., 2014), as this strongly moderates the mixed pixel852

problem.853

4.3. Mixed pixel problem854

In natural landscapes, spatial heterogeneity often leads to mixed pixel855

problems: a single satellite pixel is typically composed of more than one856

endmember (Painter et al., 2003). This is often the case in the middle of857
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winter, not just the ablation season, due to rocks and vegetation that pro-858

trude through the snow. As such, classifying a pixel into a single land-cover859

is inherently problematic, although it is implicitly understood that the land-860

cover assigned to a pixel represents the most abundant endmember in that861

pixel. The mixed pixel problem becomes less severe with higher spatial res-862

olution, but does not fully disappear until the scale of a single point.863

As a result, any retrieval algorithm that uses thresholds to binarize a864

pixel to a single endmember is inherently flawed, but one assumes that the865

error introduced by thresholding is not systematic and cancels out in the866

process of aggregation. Our results suggest that this is not necessarily the867

case for snow cover, with thresholding algorithms upon aggregation system-868

atically overestimating fSCA. This is even the case at the higher resolution869

of 100 m, for which all thresholding based retrievals exhibit a positive bias870

and lower scores for the binary evaluation metrics, especially for high bina-871

rization thresholds. The positive bias in these retrievals is explained by the872

aggregation of pixels that are only partly snow-covered, but are classified as873

snow-covered by the binary thresholding. If as many low-snow cover pixels874

were mapped as snow-free as high snow-cover pixels were mapped as snow-875

covered, thresholding would give an on average unbiased response, but this876

is clearly not the case in our study. The overestimation can be identified877

in the ROC space (see Figure 10) where the false positive rate is generally878

high (≥ 0.1) for the larger binarization thresholds (blue and gray circles).879

This effect is also seen in Figure 6 in which most of the Bayelva floodplain880

is mapped as fully snow-covered by the thresholding algorithms, while it is881

only partially snow-covered in reality.882

Spectral unmixing algorithms, pioneered for fSCA retrieval by Nolin et al.883

(1993) and operationalized by Painter et al. (2009), explicitly take the mixed884

pixel problem into account (see equation (4)). In Figure 6, we note that much885

of the Bayelva river floodplain is correctly retrieved as partially snow-covered886

in the unmixing experiment with Sentinel-2 MSI. For the higher resolution887

sensors, the unmixing algorithms clearly outperform all thresholding algo-888

rithms. For SU, applying an atmospheric correction is vital, given that the889

employed endmember spectra are surface reflectances, not TOA reflectances890

(see discussion in Schaepman-Strub et al., 2006). As discussed, this atmo-891

spheric correction procedure may introduce additional uncertainty, but the892

unmixing-based experiments in our study nonetheless performed best for the893

higher resolution sensors (OLI and MSI), with almost zero bias and rela-894

tively low RMSE values. The favorable performance can in large parts be895
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attributed to the physically-based nature of the SU retrieval algorithm and896

the fact that the mixed-pixel problem is explicitly accounted for (Keshava897

and Mustard, 2002).898

In contrast to the favorable performance for the higher resolution sensors899

and unlike previous studies (e.g. Rittger et al., 2013), the unmixing-based900

MODSCAG algorithm (Painter et al., 2009) did not perform well in our study901

(see Figure 9). We initially suspected that the (unknown) choice of endmem-902

bers in MODSCAG could explain the poor performance, and by picking AOI903

specific endmembers we could slightly improve the performance in the cus-904

tom experiments SU-MOD09GA and SU-MYD09GA (see Table 3). These905

custom experiments also benefited from the updated (version 6) MODIS sur-906

face reflectance products, as opposed to the version 5 products that were still907

used in the MODSCAG retrievals available for our AOI. Still, even the cus-908

tom experiments were outperformed by the simpler MOD10A1 & MYD10A1909

products. We highlight that, to the best of our knowledge, MODSCAG has910

not previously been evaluated in the Arctic. It is therefore possible that911

some of the assumptions in MODSCAG, such as ignoring directional effects912

(Painter et al., 2009), are more problematic in the Arctic where solar zenith913

angles are much higher during the ablation season than at lower latitudes914

(minimum θ0 = 56◦ in the study area). This can be especially problematic915

for MODIS which, unlike OLI or MSI, is not a nadir looking sensor, since916

high solar zenith angles make forward scattering from snow in the view di-917

rection more likely (Painter et al., 2009). The combination of off-nadir view918

angle and high solar zenith angle may also make situations with sunglint919

possible (which is not considered in the unmixing). Nonetheless, we found920

negligible correlation between the retrieval errors and sensor zenith angle as921

well as solar zenith angle for MODSCAG and the custom SU experiments,922

respectively. This indicates that directional effects are not likely to be the923

source of error in line with the findings of Painter et al. (2009).924

Dozier et al. (2008) show that the effective pixel dimension can increase by925

a factor of 10 when the view angle of MODIS is greatly off nadir, which could926

also be a significant source of error in unmixing with MODIS (Painter et al.,927

2009). In our study, this is probably not the case as this error source should928

then also manifest itself in the regression-based MODIS products MOD10A1929

& MYD10A1 which it does not seem to do. Based on the formulae provided930

by Dozier et al. (2008), the pixel stretching factor (change in area) is 1.5931

for a sensor view zenith angle of 30◦. For the MODSCAG retrievals ana-932

lyzed herein we found that the view zenith angle is lower than 30◦ in the933
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overwhelming majority of cases. Due to this geometric stretching and the934

triangular response function of the whiskbroom MODIS sensor (see Nishi-935

hama et al., 1997) admixing of signals emanating from neighboring pixels is936

a potential issue. To check if this was the case, we diagnosed the correlation937

in the fSCA time series between the different MODIS pixels. For all of the938

MODIS retrievals, we found high (> 0.9) between pixel fSCA correlations,939

indicating that our AOI is homogeneous in terms of fSCA at the MODIS940

pixel-scale. Moreover, strongly different surfaces, in particular the ocean,941

are in general one pixel or more away from the MODIS pixels considered942

in our AOI (see Figure 1). Thus admixing of neighboring pixels does not943

appear to be a major issue for our AOI and does not change the conclusions944

provided.945

Both versions of the MOD10A1 & MYD10A1 products performed reason-946

ably well for both the binary and fractional evaluation metrics (see Table 3),947

performing similarly to the thresholding experiments. At first glance, this is948

surprising given that the thresholding experiments at 500 m are based on the949

aggregation of a large number of smaller pixels, which considerably reduces950

random error. At the same time, the thresholding retrievals are biased due to951

the mixed pixel problem, and this bias does not disappear upon aggregation.952

The MOD10A1 & MYD10A1 products are based on the empirical regressions953

in (2) with coefficients presented in (Salomonson and Appel, 2004). As noted954

by Riggs et al. (2017), the NDSI in (fractionally) snow-covered landscapes955

typically ranges from 0 to 1, which the linear regression can account for. As956

such, the NDSI regression implicitly considers the mixed pixel problem. This957

implicit accounting also explains why the regression-based retrievals for MSI958

and OLI markedly outperformed the thresholding-based retrievals, although959

a slight bias remained. Both versions 5 and 6 of MOD10A1 & MYD10A1960

performed reasonably well, with for the most part superior evaluation met-961

ric scores compared to the SU-based MODIS fSCA retrievals. The biases in962

these regression-based retrievals were, however, comparable or even larger963

than those in the SU-based retrievals. Thus, at a certain level of aggregation964

(upscaling), due to the cancellation of random errors, the SU-based MODIS965

retrievals will match or even outperform the regression-based MODIS re-966

trievals. It is possible that a better performance can be obtained by tuning967

the coefficients of the regressions for this particular site (Riggs et al., 2017).968

However, as noted by Masson et al. (2018), employing the ’universal’ co-969

efficients is advantageous for validation purposes, since the results can be970

generalized beyond the study area.971
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Based on our results, we make the general recommendation of employing972

fSCA retrieval algorithms that take into account the mixed pixel problem. It973

is only in this way that systematic error can be eliminated from the retrieval974

process. Such algorithms could go beyond the linear mixed pixel account-975

ing approaches considered here (i.e., SU and NDSI regression), and include976

nonlinear regression approaches from the machine learning community such977

as artificial neural networks (e.g. Czyzowska-Wisniewski et al., 2015). To978

extend the applicability of our results for the higher level MODIS products,979

which were based on a low number of pixels, we envisage increasing the size980

of the validation area and making use of higher resolution satellite retrievals981

(from e.g. Sentinel-2 MSI or Landsat 8 OLI) as a reference. These refer-982

ence satellite retrievals would have to account for the mixed pixel problem to983

avoid a biased validation procedure. Such an extension is, however, beyond984

the scope of the present study which focuses on the use of a dense time series985

of very high resolution retrievals from a terrestrial automatic camera system986

that are only available for a small limited area.987

5. Conclusion988

In this study, we evaluated satellite retrievals of fractional snow-covered989

area (fSCA) using several hundred high resolution snow-cover maps retrieved990

from orthorectified terrestrial images. These images were taken over the991

course of six snowmelt seasons (2012-2017) by an automatic camera system992

installed on a mountain peak near Ny-Ålesund in the high-Arctic archipelago993

of Svalbard. We considered fSCA retrievals from three different optical satel-994

lite sensors, namely: the operational land imager (OLI) on-board Landsat-8,995

the multispectral instrument (MSI) on-board the Sentinel-2 satellites, and996

the moderate resolution imaging spectroradiometer (MODIS) on-board Terra997

and Aqua. The algorithms employed to retrieve fSCA from multispectral998

satellite imagery ranged from simple thresholding of the normalized differ-999

ence snow index (NDSI) to fully constrained spectral unmixing (SU). The1000

satellite retrievals were extensively evaluated with respect to coincident ref-1001

erence snow-cover maps from the terrestrial photographs, considering both1002

fractional and binary evaluation metrics. From the results of our study, we1003

draw the following main conclusions:1004

• fSCA retrieved by spatially aggregating NDSI-derived binary snow-1005

cover maps from Sentinel-2 MSI and Landsat 8 OLI is inherently biased1006

due to the mixed pixel problem.1007
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• SU with the same sensors can explicitly account for this problem, lead-1008

ing to near unbiased estimates with lower error variance.1009

• NDSI-regression based fSCA retrievals implicitly account for the mixed1010

pixel problem and can thus provide satisfactory results.1011

• The Fmask-OLI and SLCC-MSI native scene classifications overesti-1012

mate both cloud and snow cover.1013

• Unsupervised adaptive NDSI threshold selection does not necessarily1014

outperform a fixed threshold of 0.4.1015

• Atmospheric correction has little impact on fSCA retrieved using NDSI1016

thresholding.1017

The conservative uncertainty estimates established in this study are useful1018

for reanalyses that ingest satellite-retrieved fSCA in models using data as-1019

similation. Given that the SU retrievals for the higher resolution OLI and1020

MSI sensors performed considerably better than all the other retrievals, we1021

strongly recommend efforts towards operationalizing merged SU products1022

from these sensors. Spectral unmixing is only slightly more computation-1023

ally expensive than the other retrievals, and it appears that the benefit of1024

moderating the mixed pixel problem can outweigh the costs. Although the1025

500 m operational MOD10A1 and MYD10A1 products performed reasonably1026

well, a higher resolution merged operational unmixing product would yield1027

marked reductions in error without significantly compromising the revisit1028

time, especially in the Arctic.1029
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Figure 1: (a): Sentinel-2A MSI L2A enhanced false color (FC) image, sensed 01-Jun-2017
12:47Z, showing the location of the ACS (yellow diamond), the associated AOI (yellow
polygon), and the footprint of the MODIS pixels considered (blue polygons). (b): The
same image draped over a DEM (NPI, 2014) viewed from the south east at an elevation
angle of 25◦. (c): Terra MODIS composite (MOD09CMG) FC image (>65◦N) from the
same day showing the location of Ny-Ålesund in the Arctic.
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Figure 2: Overview of the AOI and the HRSC-AX products (Boike et al., 2018) that were
used as a reference. All the panels are cropped to the AOI; (a) nadir looking true color
image, (b) elevation (yellow=5 m a.s.l, blue=55 m a.s.l.), (c) ’steepness’ (sine of the slope:
yellow=0, blue=60◦ slope), (d) ’northness’ (cosine of the aspect: yellow=south facing,
blue=north facing). All these images have a one to one pixel aspect ratio with a spatial
resolution of 0.5 m.
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Figure 3: The processing chain for the terrestrial photography; (a) an example terrestrial
photograph taken from Scheteligfjellet by the ACS at 10:31 UTC on the 03.06.2016; (b)
HRSC-AX reference image used to evaluate the georeferencing error (blue dots show a
subset of the available landmarks) with the AOI enclosed by the yellow polygon; (c)
Orthorectified and georeferenced terrestrial photograph (the distance between the red
dots and the center of the blue dots is the georeferencing error: RMSE=2.05 m and
bias = 1.84 m for this image); (d) the same photograph cropped to the AOI; (e) the
thresholding procedure, for this image a threshold blue level of 112 was selected; (d) The
final classification (blue=snow, red=snow free) based on the selected binary threshold.
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Figure 4: Examples of spectral response functions and endmembers used in the SU pro-
cedure; (a) Spectral response functions φb (normalized to probability density) for the
Sentinel-2A MSI sensors for the Nb = 6 bands considered in the spectral unmixing; (b)
The spectral reflectances of the non-snow endmembers from the JPL spectral library and
a subset of the snow endmembers modeled through SNICAR for different effective snow
grain radii re and solar zenith angles θ0.
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Figure 5: The effect of Scheteligfjellet’s cast shadow on a Landsat 8 OLI level 2 scene
sensed at 18:23Z on the 15.06.2014; (a) False color RGB=(SWIR1,NIR,R) image (note
the shadow to the left in the image) with the yellow polygon dileneating the AOI; (b)
The fSCA determined from SU (white=100%, black=0%); (c) The independently modeled
shade fraction (white=0%, black=100%) from the DEM based shadow mask.

Figure 6: Sentinel-2 snow-cover mapping example: (a) Reference orthophoto taken around
noon on the 21.06.2017; (b) Reference snow-cover map (white=snow, black=no snow); (c)
S2A MSI L2A FC RGB=(SWIR1,NIR,R) image sensed 12:47:00Z on the same day; (d)
Snow-cover map derived using a fixed NDSI threshold on TOA reflectances (FT-MSI-
TOA) from the same S2A scene; (e) fSCA derived using spectral unmixing (SU-MSI)
on the same S2A scene; (f) Snow-cover map derived from the L2A scene classification
(SLCC-MSI) applied to the same S2A scene.
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Figure 7: Time series of the reference fSCA (black dots) and a subset of the satellite
retrieved fSCA (blue diamonds: OLI spectral unmixing, purple squares: MSI spectral
unmixing, orange circles: merged MOD10A1 and MYD10A1 version 6) aggregated to the
scale of the entire AOI for the 6 ablation seasons (2012-2017) considered in this study. For
the gray columns there was no reference data and no retrievals are shown for these dates.
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Figure 8: Scatter plots showing the performance of some of the satellite fSCA retrievals (y-
axis) versus the fSCA retrieved from the terrestrial photography (x-axis) at 100 m spatial
resolution. The blue line shows the 1:1 line, while the red line is the linear best fit with
95% prediction intervals shown in red shading. For an overview of the various satellite
retrievals (indicated by the title of each panel) see Table 1. Results from several retrievals
are not shown for visibility (see Table 2 metrics).
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Figure 9: Same as Figure 8, but at 500 m spatial resolution. For an overview of the various
satellite retrievals (indicated by the title of each panel) see Table 1. Results from several
retrievals are not shown for visibility (see Table 3 metrics).
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Figure 10: Receiver operating characteristics curves for the satellite retrievals using fSCA
binarization thresholds on the terrestrial photography retrievals of 0.1 (red) 0.5 (gray)
and 0.9 (blue) at 100 m spatial resolution. The satellite retrieval binarization threshold
applied to the curves starts at 0 in the top right corner and ends at 1 in the bottom left
corner of each panel. The markers show the points where the satellite retrieval binarization
threshold matches that of the terrestrial retrievals, ideally these points should be in the
top left corner of each panel. For an overview of the various satellite retrievals (indicated
by the title of each panel) see Table 1. Results from several retrievals are not shown for
visibility (see Table 2 metrics).
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Figure 11: Same as Figure 10, but at 500 m spatial resolution. For an overview of the
various satellite retrievals (indicated by the title of each panel) see Table 1. Results from
several retrievals are not shown for visibility (see Table 3 metrics).
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Figure 12: Heteroscedasticity in the error variance of the SU retrievals for Sentinel-2
MSI (top row) and Landsat 8 OLI (bottom row) at the 100 m scale. The left panels
show the error variance as a function of fSCA with sample squared errors in gray, binned
empirical error variances shown as blue circles (with vertical lines indicating ±1 standard
deviation), and the proposed parametrization shown by the red line. The right panels show
the result of a linear regression of the parametrized variances on the (binned) empirical
error variances with the red line showing the linear best fit line and the black line the 1:1
line. The slope of the linear best fit line and the square correlation coefficient (R2) is also
included.
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Abstract. Spatial variability in high-relief landscapes is immense, and grid-based models cannot be run at spatial resolutions to

explicitly represent important physical processes. This hampers the assessment of the current and future evolution of important

issues such as water availability or mass movement hazards. Here, we present a new processing chain that couples an efficient

subgrid method with a downscaling tool and data assimilation method with the purpose to improve numerical simulation of

surface processes at multiple spatial and temporal scales in ungauged basins. The novelty of the approach is that while we add5

1-2 orders of magnitude of computational cost by ensemble simulations, we save 4-5 orders of magnitude over explicitly sim-

ulating a high resolution grid. This approach makes data assimilation at large spatio-temporal scales feasible. In addition, this

approach utilises only freely available global datasets and is therefore able to run globally. We demonstrate marked improve-

ments in estimating snow height and snow water equivalent at various experimental scales using this approach. We propose

this as a suitable method for a wide variety of operational and research applications where surfacecheck models need to be run10

at large scales with sparse to non-existent ground observations and with the flexibility to assimilate diverse variables retrieved

by EO missions.

1 Introduction

Accurate simulation of energy and water cycles in high mountain environments is critical for a wide range of operational and

research applications related to water resources and natural hazards, particularly in the current era of dramatic changes in15

mountain regions worldwide (Mankin et al., 2015). However, basic surface variables in many remote mountain areas remain

poorly quantified despite large increases in the capacity of in-situ observations, remote sensing platforms and atmospheric

model products. Spatial resolutions of 100 m are commonly recommended for modelling of land surface variables such as

snow cover or surface temperature in complex terrain (Bierkens et al., 2015; Wood et al., 2011; Baldo and Margulis, 2018)

and has come to be known as hyper-resolution (Wood et al., 2011). This is due to the fact that energy and mass fluxes exhibit20

strong lateral variation due to the effects of topography (Gruber S. and Haeberli W., 2007), and surface/subsurface properties

such as vegetation cover (Shur and Jorgenson, 2007), ground material (Gubler et al., 2012) or snow distribution (Zhang, 2005;

Liston, 2004) further compound these effects.

1
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Most continental to global modelling studies operate on regular grids which has placed limitations on model resolutions de-

spite advances in computing power. However, previous efforts using Hydrological Response Units, HRUs (Beven and Kirkby,

1979; Durand et al., 1993; Fiddes and Gruber, 2012), triangular irregular networks (Mascaro et al., 2015; Tucker et al., 2001),

or multi-resolution approaches (Baldo and Margulis, 2018) suggest that regular grids are not only expensive but sub-optimal as5

often only subsets of watersheds require detailed model descriptions in order to characterise the system adequately. In addition,

deterministic modelling schemes have limitations even at hyper-resolution due to errors in forcing data, particularly with fields

such as precipitation which suffer from both measurement and modelling biases. The numerical weather prediction community

has been addressing this problem for several decades using various data assimilation (DA) approaches. DA methods, often with

Bayes’ rule as a starting point, attempt to ingest uncertain observations into uncertain model simulations (Lahoz and Schneider,10

2014; Carrassi et al., 2018). It is a class of methods that are implicitly Bayesian in that uncertainty in both simulation and ob-

servation are accounted for. These methods are diverse in design and application and the reader is directed to Liu et al. (2012)

for a review relevant to the land surface community or Carrassi et al. (2018) for a timely overview. Only relatively recently

has data assimilation started to be utilised in land surface modelling schemes (Liu et al., 2012), but it has already shown much

promise in the current era of plentiful remote sensing data. Recently, ensemble-based DA has been successfully applied to the15

problem of improving snowpack estimates at various spatial scales (Margulis et al., 2015; Aalstad et al., 2018; Magnusson

et al., 2017; Griessinger et al., 2016), this is particularly pertinent as it is widely recognised that estimating the spatial distri-

bution of snow water equivalent (SWE) in mountain regions is currently one of the most important unsolved problems in snow

hydrology (Dozier et al., 2016) and in understanding spatial distribution of other processes dependent on the snowpack mass

balance, such as the surface energy balance.20

Ensemble-based data assimilation revolves around the use of an ensemble (i.e. a collection) of model trajectories. Each

trajectory is referred to as an ensemble-member or particle, for economy we will use the latter. An ensemble allows for the

quantification of uncertainty through the prior (before assimilation) and posterior (after assimilation) distribution of particles.

The use of an ensemble increases the computational burden, often adding orders of magnitude to computation times. Given

that computation time is practically limited, in ensemble-simulation there is always a trade-off between a model’s spatio-25

temporal resolution and the number of particles. Both are desirable, given that higher spatio-temporal resolution (is expected

to) increases model realism whereas a higher number of particles allows for improved uncertainty estimation. This is why

the dual quest for efficiency in models and DA is important. We argue that sometimes some of the resources that are spent

on explicit high resolution spatial modelling could be better spent on the ensemble. When discussing computational expense

it’s worth noting that the intended application is important to consider. Given a large HPC infrastructure and enough time,30

today, we have the ability to use brute force deterministic numerical simulations to solve many resource intensive problems.

However, the question is (a) what better purposes could that computation time be used for (e.g. uncertainty quantification)

and (b) are we producing a final product (where one off large simulations are tolerable) or as is more commonly the case, at

least in research (but also operational centres), are we part way through a development cycle where we expect to make many

iterations in order to gain knowledge of the system. In this second case there is a strong motivation for methods that allow quick35

development cycles and knowledge gain. The previously published TopoSUB and TopoSCALE models (Fiddes and Gruber,

2
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2012, 2014) are hyper-efficient approaches which may provide a solution for this problem, particularly in data sparse regions.

TopoSUB is a subgrid method that permits order of magnitude efficiency gains in applying numerical models over large areas.

It achieves this by using a multivariate clustering of input predictors (normally topographical parameters) to reduce the number

of simulations required to accurately represent surface heterogeneity by orders of magnitude. TopoSCALE provides point scale5

meteorological forcing at any given point on the earths surface by downscaling gridded reanalysis (or other atmospheric model

data) using pressure levels to account for gradients with elevation and topographic correction for surface energy balance terms.

The computational resources saved by not simulating domains explicitly in 2D can then be redirected to ensemble simulation

for the purpose of data assimilation or uncertainty analysis in general. This approach has successfully been used to generate a

regional scale permafrost map at 30 m resolution (Fiddes et al., 2015).10

In this paper we present a new processing chain that couples an efficient subgrid method (TopoSUB), a downscaling tool

(TopoSCALE) and data assimilation method with the purpose to improve numerical simulation of ground surface processes at

multiple spatial and temporal scales in ungauged basins. The novelty of the approach is that while we add 2 orders of magnitude

of computational cost by ensemble simulations, we save 4-5 orders of magnitude over explicitly simulating a high resolution

grid. This approach makes data assimilation at large spatio-temporal scales feasible. In addition, this approach utilises only15

freely available global datasets and is therefore able to run globally.

Applications of this approach are numerous and diverse as it addresses 3 common bottlenecks: (a) availability of an appropri-

ately downscaled forcing (b) ability to apply complex models at high resolution over large areas and (c) addressing uncertainty

in the model chain. Applications could for example include large scale assessments of mass movements, glacier mass balance,

or snowpack water availability. By translating GCM/RCM results to local slope scale impacts with appropriate surface models,20

climate change impacts can be estimated at appropriate scales.

2 Methods

The modelling pipeline used in this study employs two previously described methods (1) TopoSUB (Fiddes and Gruber, 2012)

and (2) TopoSCALE (Fiddes and Gruber, 2014). These tools are briefly described here for clarity, however the reader is directed

to the original publications for full details. An overview of the full tool chain is given in Figure 1.25

2.1 Surface model

The surface model used in this study, GEOtop, is a physically-based model originally developed for hydrological research

(Endrizzi et al., 2014). It couples energy and water budgets, represents the energy exchange with the atmosphere and has a

multilayer snow pack. Further information is given by Bertoldi et al. (2006); Rigon et al. (2006); Endrizzi (2007); Dall’Amico

et al. (2011). A description of model uncertainty and sensitivity is given by Gubler et al. (2012). Model parameters and soil30

stratigraphy are setup as defined in Fiddes et al. (2015).

3
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2.2 Downscaling forcing

TopoSCALE is a scheme which generates point-scale model forcing using gridded atmospheric model datasets. It achieves

this as follows: (1) interpolate data available on pressure levels: air temperature (Ta), relative humidity (RH), wind speed

(U ), wind direction (ϕU ) to point of interest in order to provide a dynamic scaling at each timestep, (2) incoming longwave

radiation (L↓) is scaled by accounting for downscaled Ta, RH and sky emissivity; (3) we apply a topographic correction to

both radiation fields (S↓/L↓); (4) an elevation based lapse-rate is applied to precipitation, P . The output is a full set of scaled5

meteorological fields required to drive a numerical model at hourly timesteps.

2.3 Subgrid scheme

TopoSUB is a scheme which samples land surface heterogeneity at high resolution based on a DEM and other surface data

(here SRTM-3, 30 m). Input predictors describing dimensions of variability are clustered with a K-means algorithm to reduce10

computational units in a given simulation domain to a set of clusters. A 1-D surface model is then applied to each cluster using

its mean physiographic properties. This approach allows multiple orders of magnitude savings in computational effort over

distributed approaches. For example, a simulation domain represented by an ERA5 grid cell (25 km × 25 km) contains ap-

proximately 106 SRTM-3 pixels. This domain can be simulated using 100 TopoSUB clusters, which represents a 104 reduction

in computational load during simulation.15

2.4 Data assimilation

We build on previous efforts (e.g. Girotto et al., 2014; Margulis et al., 2015; Aalstad et al., 2018) that focus on the reanalysis

of snowpack characteristics (particularly SWE and HS) through ensemble-based assimilation of fractional snow covered area

(fSCA) retrievals from optical satellite sensors. We choose to use fSCA retrievals because currently only optical satellite

sensors can offer the resolution, coverage, accuracy and breadth of information needed to constrain snowpack simulations20

in complex terrain (see Dozier et al., 2016). We use fSCA retrieved from the MODIS sensors onboard the Aqua and Terra

satellites. These retrievals have a sub-kilometric spatial resolution and a near daily equatorial revisit frequency (in the absence

of clouds), so the reanalysis we perform could be applied to any mountain range on Earth. By assimilating fSCA observations

we exploit the dynamic information content contained in the depletion of the fractional snow-cover. The idea is that if one

grid-cell melts out later than another, there must either have been more snow there to begin with, a slower ablation, or a25

combination of the two and vice-versa for an earlier melt out (Aalstad et al., 2018). This is the essence of traditional snow

reconstruction where the snowpack is built up in reverse from the observed date of disappearance of the snow-cover to the day

of peak SWE using modelled snowmelt rates (Martinec and Rango, 1981; Dozier et al., 2016). By using ensemble-based DA

we can account for uncertainties in the remotely-sensed fSCA depletion, the meteorological forcing and the snow model that

are ignored in traditional reconstruction (Slater et al., 2013) and arrive at an improved reanalysis (Girotto et al., 2014). Snow30

reanalysis problems are best approached using batch smoother DA algorithms rather than the more commonly used filters since

4
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the snowpack has a long memory (i.e. high temporal autocorrelation) relative to (e.g.) synoptic-scale weather (Margulis et al.,

2015; Aalstad et al., 2018). By using a smoother that assimilates all the fSCA retrievals during the ablation season at once to

constrain the ensemble of annual snowpack trajectories, we are able to use the observed ablation to inform the accumulation

season which would not be possible with a particle filter.

2.4.1 Generating the prior ensemble

In line with previous studies (e.g. Raleigh et al., 2015), we assume that the main source of uncertainty in modelling the5

snowpack is in the meteorological forcing and specifically the main variables that control the mass and energy balance, namely

air temperature (Ta), precipitation (P ), incoming shortwave (S↓) and longwave (L↓) radiation. To generate the prior ensemble

we perturb the forcing time series using normally (Ta, S↓, L↓) and log-normally (P ) distributed multiplicative perturbation

parameters that are fixed throughout the annual integration. Following Navari et al. (2016) we generate a correlated ensemble

of perturbation parameters for the different forcing variables. This is to avoid unrealistic perturbations such as a large increase10

in both precipitation and shortwave radiation. We do this in two steps. First, generate independent perturbation parameters for

each of the forcing variables using normal and lognormal random draws. Secondly, we account for the correlation between

the different perturbation parameters by performing a Cholesky decomposition of the covariance matrix. All hyper-parameters

used in generating the prior ensemble are given in Table 1.

2.4.2 Particle batch smoother15

When performing DA we are usually interested in approximating the Bayesian posterior: the probability of model trajectories

given the observations. The DA method employed in this study is the particle batch smoother (PBS) presented in the context

of snow reanalysis in Margulis et al. (2015). The PBS is a basic importance sampling particle filter where no resampling

takes place (see Van Leeuwen, 2009). This means that it is equivalent to the generalized likelihood uncertainty estimation

(GLUE) with a formal likelihood function (Beven and Binley, 1992). The apparent advantage of this smoother is that, unlike20

the ensemble smoother (ES), it makes no assumptions about the linearity of the model or the Gaussianity of the error statistics

(Van Leeuwen and Evensen, 1996). This can also be a disadvantage in higher dimensional problems where the method is

prone to degeneracy and large sampling error unless a very large number of particles is used (Van Leeuwen and Evensen,

1996; Van Leeuwen, 2009). Nonetheless, for snow reconstruction problems where the dimensionality of the parameter space is

relatively low, the PBS has been shown to outperform the ES even with a moderate number of particles (Margulis et al., 2015;25

Aalstad et al., 2018). Crucially, using the PBS instead of the ES (or its iterative variants) avoids the need for running more

than one ensemble model integration, which would be more costly and difficult to reconcile with the clustering (TopoSUB)

framework. Since the PBS is derived elsewhere (Van Leeuwen and Evensen, 1996; Van Leeuwen, 2009; Margulis et al., 2015),

here we are content with presenting the analysis equation for the posterior and how to implement it for the snow reconstruction

problem. Each particle represents a different annual integration of the snow model and will have a unique forcing history30

associated with it as dictated by the perturbation parameters described in Section 2.An overview of the tool chain is given in

Figure 1.3.1. A priori, each of these histories is assumed to be equally likely. The observed fSCA depletion for the given water

5
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year and its assumed error structure is then used to constrain the ensemble of particles through the PBS analysis. In the PBS,

the Bayesian posterior is approximated by a discrete probability mass function consisting of the posterior weights of each of

the particles (model trajectories). As shown in Aalstad et al. (2018), when each particle is given an equal prior weight (1/Ne)

and a Gaussian likelihood is used, the posterior weight for the j-th particle is given by

wj =
exp
(
−||dj ||2R/2

)
∑Ne

k=1 exp(−||dk||2R/2)
, (1)

where the square norm of the innovations (residuals) for an arbitrary particle k is given by5

||dk||2R =
(
y− Ŷk

)T

R−1
(
y− Ŷk

)
(2)

in which T denotes the matrix transpose, R is the observation error covariance matrix, y is the observation vector containing

the remotely sensed fSCA depletion for a given snow season, and Ŷk is the predicted observation vector containing the

corresponding modelled fSCA for particle k. The particle approximation of the Bayesian posterior represented by (1) improves

as the number of particles increases. It should be clear from the analysis step (1) that by definition the posterior weights sum10

to one. Furthermore, unlike the ES, the PBS only changes the relative weights of the particles and not their position within the

model space. This makes the PBS particularly attractive in a clustering framework as we do not need to rerun the ensemble

after the analysis.

An important component of DA is the prescribed error covariance structure of the observations. Since the MODIS fSCA

retrievals that we are assimilating are affected by various error sources that vary from day to day, such as atmospheric conditions15

and viewing angle, we assume that the observation errors are uncorrelated in time. Moreover, we assume a fixed observation

error variance σ2
y . Thereby, we use a simple scalar diagonal observation error covariance matrix R = σ2

yI where I is the identity

matrix in line with similar studies (e.g. Margulis et al., 2015; Aalstad et al., 2018). This simplifies (2) which reduces to a simple

square sum of innovations normalized by a constant (σ2
y). We prescribe an observation error standard deviation of σy = 0.13

based on the estimate in Aalstad et al. (2018) (see Section 3.3). In order to make the model trajectories comparable to the fSCA20

retrievals during the analysis step, i.e. to generate the predicted observations Ŷ, an observation operator is required. We use a

simple threshold on the SWE to determine the binary (snow/no-snow) snow-cover of each modelled grid cell based on values

from Thirel et al. (2013) while also accounting for possible surface roughness. Due to the scale difference between the MODIS

pixels ( 500 m) and the model grid cells (30 m), the modelled fSCA within a MODIS pixel is then simply the average of the

binary snow cover in all model grid cells that fall within that pixel.25

3 Data

3.1 Meteorological forcing

Driving climate data are obtained from the ERA5 reanalysis from ECMWF. This is the latest reanalysis from ECMWF that

updates the ERA-Interim reanalysis. The main improvements are an increase of spatial resolution to 31 km, hourly temporal

6
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resolution, and increase in vertical model levels to 137. Accumulated values are now from the last time step and not last30

forecast as in ERA-Interim. This means that we can easily obtain the mean rates required to drive our numerical model by

simply dividing these accumulations by the hourly time step (Fiddes and Gruber, 2014). Forcing data is detailed in Table 2. For

each TopoSUB cluster, defined by the mean physiographic characteristics of a cluster, (Fiddes and Gruber, 2012) the ERA5

meteorological fields are downscaled using TopoSCALE (Fiddes and Gruber, 2014).

3.2 Surface properties5

TopoSUB requires topographical parameters as input predictors to the clustering algorithm. We derive the following topo-

graphic parameters from the SRTM-3 digital elevation model: elevation, slope, aspect and sky view factor (proportion of

visible sky). Surface cover is characterized in a simple 3 mode classification in order to approximate sub-surface stratigraphies:

first a threshold on MODIS NDVI is used to classify vegetated surfaces, then a simple model further differentiates between

steep bedrock and debris slopes. Further details are available in Fiddes et al. (2015).10

3.3 Assimilated fSCA observations

We assimilate fSCA retrievals obtained from version 6 of the level 3 daily MODIS snow-cover product from the Terra

(MOD10A1 product; Hall and Riggs, 2016a) and Aqua (MYD10A1 product; Hall and Riggs, 2016b) satellites. The retrieval

algorithm is based on the inversion of a linear regression of MODIS normalized difference snow index (NDSI) on reference

fSCA estimated from coincident Landsat imagery and it is given by the ’FRA6T’ relationship in Salomonson and Appel (2006).15

The normalized difference snow index exploits the fact that snow is highly reflective in the visible but a good absorber in the

shortwave infrared which differentiates it from most other natural surfaces (Painter et al., 2009). If cloud free retrievals are

available from both Terra and Aqua retrievals for a given day then the Terra retrievals are used. Aalstad et al. (2018) compared

MODIS fSCA retrievals to reference fSCA estimates obtained from a time-lapse photography, imagery from an unmanned

aerial vehicle, as well as snow surveys at a site on Svalbard and obtained an RMSE of σy = 0.13 for the MODIS retrievals.20

This estimate is in reasonable agreement with those found at other sites (e.g. Mason et al., 2018), and so we use this as the as

the observation error variance (σ2
y) in the assimilation (Section 2.3.2).

3.4 Evaluation

3.4.1 Station data

SWE (mm) measurements obtained manually by observers are available at approximately biweekly intervals from snow pro-25

files across Switzerland. Here we use the GCOS dataset which consists of 11 sites (Figure 2). We call these sites ’stations’

throughout the paper. The dataset is openly available (Marty, 2017). Automatic HS (cm) measurements performed by sonic

ranger (Campbell Scientific SR50) are available from the Intercantonal Measurement and Information System (IMIS) station

network at 30 minute intervals. This is a high elevation station network that forms the backbone of the national avalanche

service in Switzerland.30
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3.4.2 Airborne snow height retrievals

The Airborne Digital Sensor (ADS) opto-electric line scanners ADS80 and ADS100 from Leica Geosystems were used to

acquire summer and winter stereo images which were processed into high resolution digital terrain models (DTM) using

photogrammetry (Bühler et al., 2015). HS is then retrieved by subtracting summer from winter DTM and available for two

footprints in the Davos region covering the Wannengrat area ( 3.5 × 7.5 km) and the Dischma area ( 7 × 17 km)) of high alpine

terrain. The footprint of this survey is shown in Figure 2. These data are used for spatial evaluation of the scheme. Acquisition5

dates are 20 March 2012, 15 April 2013 and 17 April 2014. All snow depth maps were calculated using a summer DSM from

3 September 2013. The resolution of this dataset is 2m with a vertical RMSE of around +/- 30 cm (Vögeli et al., 2016; Bühler

et al., 2015). The datasets are resampled to 100m (Vögeli et al., 2016) and used here to evaluate the methods. Snow depth in

areas covered with forest, scrub, buildings and water bodies can not be determined using the ADS (Bühler et al., 2015) and

are therefore masked out from the datasets. This dataset is openly available (Vögeli et al., 2016). Additionally as only a single10

summer (2013) DTM was used, all glacier areas were masked out to avoid errors associated with changing glacier surfaces.

Glacier outlines were obtained from the GLIMS repository (Raup et al., 2007).

4 Experimental setup

In this study we conduct experiments at various spatio-temporal scales in order to comprehensively test the framework and

assess its suitability for various applications. The experimental setup is shown in Figure 2. Simulations are run in 9 ERA5 grid15

boxes spanning the Swiss Alps. Each grid box contains at least 1 SWE measurement location and additionally several IMIS

stations that are used to evaluate HS results. In addition we perform large area simulations on the entire Swiss Alps domain to

explore how seasonal extremes are represented at large scale.

A prerequisite to the first two experiments (Section 4.1-4.2) is the PBS analysis step as described in Section 2 which generates

the posterior weights matrix Wp based on PBS analysis units of MODIS cells. This then has dimensions Ne×Np where Ne20

is the number of MODIS pixels and Np is the number of particles (ensemble members). The following describes how Wp is

used to generate posterior estimates of a given state variable (SWE or HS). The third experiment (Section 4.3) differs in that

the analysis unit is the ERA5 grid cell itself and aims to correct aggregated grid level bias in forcing.

4.1 Point DA

Point scale DA is accomplished by simply mapping the DEM cell corresponding to point of interest (e.g. a validation station)25

to the corresponding MODIS pixel for that location. The Wp derived from the PBS analysis for that MODIS pixel is then

used directly to generate the posterior estimate for that point. Model state results are obtained from the TopoSUB cluster that

the DEM cell is a member of. Cumulative distributions are computed through the ranking of the ensemble of state variables

followed by a cumulative summation of the correspondingly sorted weights. These distributions allow for the estimation of

quantile values of the posterior model state.30
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4.2 Spatially distributed DA

The particle batch smoother has typically been applied at point scale or on regular grids. Here we generalise the method so as

to fit the TopoSUB approach. The basic aim is to generate posterior weights for each TopoSUB cluster (which has no location,

only physiographic attributes) so that the weights can be used in a highly scalable and powerful manner to generate different

products such as a timeseries of the posterior median aggregated to give basin level statistics. The key challenge in this aim

is how to map the spatial unit of the PBS algorithm, the MODIS pixel, which has a location in space, to a TopoSUB cluster5

which does not. We achieve this through the following

wc = Wp ·a (3)

where Wp is the Ne×Np weights matrix and a is a Np× 1 vector containing the fractional abundance (cover) of cluster c

represented in each of the MODIS pixels. Here wc contains the weight of each forcing history for cluster c and is computed

for each of the clusters. This yields the weights matrix wc that contains the weights of the forcing histories for each cluster. As10

a second step the weights wc are renormalized to sum to one since that is not guaranteed in Eq. 3.

4.3 Coarse grid DA

The third DA method addresses bias in forcing at grid level only, it is the most efficient and lightweight of the three approaches.

It also differs from the previous methods in that the PBS analysis step is computed at ERA5 grid unit not MODIS pixel unit. This

makes the analysis step highly efficient and scalable over large areas. It is emphasised that while the two previous methods15

address both aggregated bias in forcing at grid level they also correct errors in the subgrid method (such as physiographic

description) and downscaling (such as precipitation distribution), this method only corrects the bias at grid-level. However it

is of interest if we seek a simple and robust way to feedback subgrid information to large scale atmospheric grid cells, in this

case using ERA5:

1. Compute MODIS fSCA aggregated to the large scale atmospheric grid cell (ERA5) while accounting for clouds (max20

10 % cloudiness tolerated). Cloud pixels are filled with mean fSCA value of the cluster to which the pixel belongs.

2. Compute the predicted observations, i.e. the modelled fSCA, for each cluster and aggregate these to the ERA5 grid cell

scale by multiplying by cluster members.

3. Run PBS at ERA5 grid level to generate a single weight vector for the ensemble.

4.4 Run Configurations25

All runs are performed using 100 particles, 150 TopoSUB clusters and cover the period 1 September 2011 - 1 September

2017. The specific temporal period covered by a given result is defined in the text. Throughout the paper a single year refers

to the year in which melt occurs, e.g., "2012" refers to the period 1 September 2011 - 1 September 2012. These "water years"

are prefixed with WY (e.g. WY2012) to avoid ambiguity. We measure computational effort through the number of GEOtop
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model runs (Nr) required per year in an ERA5 grid cell. Recall that the ERA5 grid cell is the fundamental unit on which the30

downscaling and clustering is performed. In terms of the number of clusters (Ns) and particles (Ne), this effort becomes

Nr =Ne×Ns . (4)

In the case of the configuration used in this study (Ne = 100,Ns = 150) this amounts to 1.5×104 individual model runs. At 30

m resolution, there are 106 model grid cells within a single 0.25◦ ERA5 grid cell. So, an explicit fully distributed simulation

with 100 particles would require Nr = 108, a four order of magnitude increase in computational effort relative to the setup5

used in this study.

5 Results

5.1 Evaluating the forward model

Figure 3 shows performance of the forward model at the Weissfluhjoch (WFJ) research site (see Figure 2) assessed over the

period WY2012-2017. It illustrates the performance of the downscaling routine in providing an adequate forcing to the model10

(forcing bias) and performance of the model in simulating the target variables SWE and HS when driven by downscaled ERA5

reanalysis (revealing model and forcing errors) and station observations (revealing model and observation errors). It shows

that the TopoSCALE downscaling routine does a reasonable job of providing forcing to the forward model (top row) with the

0.71 ◦C RMSE for 2 m air temperatures being particularly low. Conversely, high wind velocities tend to be positively biased,

most likely as wind fields representing the free atmosphere on pressure levels have no surface drag that would be present15

in surface observations. Modelled HS and SWE (bottom row) are captured fairly well capturing both the onset and melt of

the snowpack. However, peak values are generally negatively biased with respect to observations and station driven model

runs. WY2012 is an obvious outlier with large snowfalls not captured by ERA5 precipitation. This can be seen by cumulative

precipitation totals computed with and without WY2012 totals (Figure 3). This is reflected in simulated HS and SWE totals.

The performance of the forward model can be analysed by driving with station measurements to remove most uncertainty20

associated with driving reanalysis data (but with residual observation errors). ERA5 driven simulations are comparable or even

outperform station runs in WY2013 and WY2014.

5.2 Point DA

In this experiment we compare the prior and (single pixel) posterior HS and SWE for WY2016 to the measured values at the

respective stations. An example at Truebsee GCOS station (Engelberg) is shown in Figure 4. This figure demonstrates the effect25

the assimilation has not only on the fSCA (which is assimilated), but also on estimates of the other state variables (in this case

SWE) which get closer to independent observations. Here you see clearly how the posterior estimate of SWE (blue shading)

is constrained by the assimilation and the posterior median (blue line) is much closer to validation SWE observations than the

prior (red line). We then scaled this up to 9 ERA5 grid boxes that span the Swiss Alps and contain 11 GCOS SWE stations.

Additionally each box contains multiple IMIS stations measuring HS, which we also looked at in the interest of obtaining more30
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validation data. Significant improvements in the posterior were seen in the estimation of both variables (Figure 5). We found

improvement in SWE was greater than that of HS. We hypothesize that this is due to representation of snow densities in the

snow model. However, the improved representation of the snowpack mass balance as shown by improved SWE estimates is the

main variable of interest in our approach. Stations where DA performed worse than the prior (supplement) can be attributed to

poorly characterised melt seasons, lack of MODIS retrievals, and/or the MODIS retrievals not being representative at the scale

of the observations (c.f. Section 6).5

5.3 Spatially distributed DA

We evaluated the performance of the method in improving the spatial patterns and absolute quantities over large areas using

data from an airborne digital sensor which has been used to generate high resolution surfaces of HS in WY2012, WY2013

and WY2014 (Figure 6, WY2014 only). Both WY2012 and WY2014 show marked improvement in all spatial statistical

measures including the mean value, standard deviation (indicating increased variation) and error statistics such as RMSE and10

bias. WY2013 shows little improvement. We would expect a better performance for SWE than for HS due to the previously

mentioned issues with the modelled snow density (see Section 5.2 and Figure 5). Figure 6 shows how the 90th percentile

range is constrained by the analysis going from the prior to the posterior. Figure 7 shows probability density distributions for

observations, prior and posterior in WY2014. The shape and moments such as the mean more closely match the observations

in the posterior distribution. However, the method fails to capture the very highest accumulations in the distribution (> 2.5 m),15

possibly due to averaging effects of generalising weights to TopoSUB clusters.

5.3.1 Interannual validity of weights

We tested the ability of weights obtained in a given hydrological year to improve results in a different year. We did this by

looking at statistics on the Dischma basin through a cross validation exercise where each year was forced with results from

the two other years (WY2012, WY2013, WY2014). Posteriors forced by weights of other years improved performance over20

priors in all cases (Figure 9). This suggests that the DA method here also works to correct errors that are consistent from year

to year. This could be related to spatial patterns of melt, a consistent bias in the forcing or errors in the model itself. This is

an interesting result that suggests that while this method is primarily a post processing method it could be used to improve

now/forecasts by using previous year weights. Additionally an analogue approach could be used to find years of best fit to

current season in order to select weight sets (Kolberg and Gottschalk, 2010).25

5.3.2 Large-scale application: Seasonal variability

December 2016 was an extremely snow poor month and start to the winter season. Many ski areas throughout the Alps could

not open until late January due to lack of snow. We compare this to December 2011 which was relatively snow rich with above

average precipitation and average temperatures for the month (cf. www.meteoswiss.admin.ch). Specifically, we investigated

how open-loop runs in two contrasting seasons compared to observed spatial patterns of fSCA from MODIS and SLF reports30
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dated 22 December of respective year (Figure 10). The model was found to compare well with both spatial patterns of fSCA

and SLF snow depth maps, which are an operational product created by interpolating station data constrained by AVHHR

observed snow extent. Both fSCA and HS show snow free zones deep into alpine valleys during December 2016, and absence

of snow over the northern regions and Jura Mountains. The red box indicates domain of DA runs for these seasons shown in

Figure 11.

Next we zoomed in and compared spatial patterns of HS between the deterministic open loop and Posterior run which5

demonstrated that DA has increased elevation gradients of variability by reducing HS in valley bottoms and increasing it on

higher slopes. DA as mentioned previously, therefore has the effect of increasing variability in the snow cover distribution.

Snow cover extent estimation is also improved by DA with increased snow free area in valley bottoms showing improved fit to

MODIS observations.

5.4 Coarse scale DA10

Aggregated series of observed and modelled fSCA are computed at ERA-grid level. This could equally be a hydrological

unit such as a basin. The main idea is to correct grid level biases in the forcing only. If we assume this is the main source of

uncertainty, especially with a view to correct large scale biases, this is an effective method to apply at the scale of meteorological

reanalysis. Data from WFJ is used to illustrate this point. Figure 8 shows two contrasting snow season WY2012 (high) and

WY2014 (low) where mean snow depths and SWE differed by a factor of 2, as recorded at WFJ (Figure 3). We compare the15

total ERA5 precipitation (PSUM) over the winter period Jan-April 2014 (400 mm) and compare to totals recorded over the

same period at WFJ station (350 mm), ERA5 captures WFJ totals well. It should be added that there is some elevation difference

between the ERA5 grid (2024 m asl) and the WFJ station (2560m asl). However, in WY2012 we see quite a different story.

The ERA5 grid gives us slightly higher PSUM values of 440 mm whereas the measured PSUM was almost double this at 826

mm. Figure 8 shows how grid level biases in the driving forcing from ERA5 have been successfully decreased in WY201220

resulting in increased SWE totals, whereas in WY2014 where ERA5 performance was much better (cf. Figure 3), DA has had

a negligible effect. This simple approach is an extremely cost effective method of assimilating slope scale subgrid information

(in this case fSCA) to correct coarse grid scale forcings (ERA5). It is additionally generic enough that it could be used with

various other subgrid observations such as soil moisture, to improve grid level responses.

6 Discussion25

In the following discussion some emphasis is placed on sources of uncertainty arising due to generally unknown errors in both

the model, observations and forcing. These errors can be systematic (bias) or random as well as errors of representativeness

(e.g. Lahoz and Schneider, 2014). Accounting for the uncertainty that results from these errors is an important component of

any DA framework.
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6.1 Sources of error30

6.1.1 Forcing bias

In this work we encounter two forms of bias in the forcing, firstly (i) grid level inputs or bias in the forcing ERA5 reanalysis.

This may exist due to e.g. a bias in assimilated observations (Synop stations tend to be in valley bottoms) or errors, omissions,

parameterisations in the atmospheric model itself. How different is the forcing from observed grid averaged conditions? Of

course this is a very difficult question to answer. Although with products such as precipitation radars such comparison of5

model and measured grid integrated precipitation may be possible. The second (ii) is error (random or bias) in the downscaling

routines or disaggregation of the forcing at subgrid level. Do we get gradients along topographic correct? These sources of

error could well be reinforcing or indeed cancelling, as they can be independent sources of error. In the approach of spatial DA

we address both systematic and random error in the forcing but with an emphasis on the former. There is no 2D redistribution

in terms of longitude and latitude position of a grid box. All members of a cluster are equally perturbed and clusters do not10

have x,y coordinates. In point DA, again both sources are addressed but with a stronger focus on (ii) as the data assimilation is

done at MODIS pixel level and therefore redistributes precipitation not only with topographic parameters but also in a spatial

x,y sense. In grid DA we only address (i) which could be a useful approach in differentiating and quantifying sources of bias

as well as simply and robustly addressing the question of grid level bias.

6.1.2 Model error15

We do not focus on structural errors in the forward model as this was not the subject of this study, and further the methods

are designed to be quite independent of model type. However it is worth commenting that the majority of the results in this

paper have focused on HS due to higher data availability. However Figure 5 shows that results are significantly better for SWE,

possibly due to errors in the model densification parameterisations. This is however reassuring as HS results can be interpreted

as conservative and therefore if we were able to validate more extensively against spatial distributed SWE measurements, we20

would likely see improved results.

6.1.3 Melt period definition

An important feature to mention and not often addressed by DA studies (Morzfeld et al., 2018, is a nice exception), is sensitivity

of data assimilation methods to the observations chosen for assimilation. In the case of fSCA assimilations a melt period is

defined as this is when the observations provide information about the snow depletion curve (e.g. Aalstad et al., 2018). We25

identify the end of the snowpack as the first day the fSCA values reach zero. There may be short increases in fSCA after this

date but these will generally be late spring/summer snowfalls that are transient and melt rapidly. However, this date is the first

available zero fSCA observation which does not necessarily equate to the exact date the snowpack melts-out as there can be a

lack of observations due to cloud cover. Therefore this should be considered a source of potential bias in the system. We then

found that a fixed window of 30 days prior to this date was a simple and robust way of defining the melt period. We trialled30
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other methods of automatically defining the end of the “complete snowcover” period but we did not find a way to do this that

could work robustly over several hundred thousand MODIS pixels. Additionally, the MODIS products are quite noisy as they

are generated from an empirical relationship with higher resolution Landsat data (Salomonson and Appel, 2006). This adds to

the difficulty in defining a robust, general algorithm that defines the start of the melt period. As mentioned above this is a little

discussed topic but due to the sensitivity of final results to the chosen method, would certainly benefit from further research

efforts.5

6.1.4 Scale issues in assimilation

The scale difference between validation data (station or snow profile) and fSCA retrievals from MODIS creates several issues.

In this study many of the sites are in valley bottoms so they are accessible on a regular basis. However, this creates a bias caused

by how representative is the point measurement of the larger MODIS pixel footprint. In Alpine valley bottoms there tends to

be a lot of infrastructure, housing and rivers, which will tend to be snow free earlier (or never snow covered) as compared to10

the station site that will be well protected from interference allowing natural accumulation of snowfall. Therefore the MODIS

footprint will tend to be observed to be “snow free” earlier than the validation point. In addition features such as a rivers, road

clearance, urban heat islands are not considered in the modelling and will generate bias in the data assimilation. The most

reliable sites for data assimilation, or actually we should say for validating the method, are therefore at high elevations away

from effects due to human activity or infrastructure that are not considered in the model. Figure 12 gives an example of a DA15

failure that is not due to the DA algorithm, this has worked well, but the representativeness of the fSCA retrievals. As you can

see the posterior is pulled in the direction of what has been detected to be the main melt period (red dots). Erroneous snowfalls

during late spring/ early summer are ignored as expected. End of the winter snowpack as detected by the fSCA retrievals has

been correctly identified around the beginning of April. However this site is in the middle of Zermatt town and the MODIS

pixel will likely contain signal from urban effects unaccounted for by the model.20

6.1.5 Observational errors

In addition to the scale issues, there are actual errors and cloud-induced data gaps in the MODIS retrievals. This could be incor-

rectly classified clouds (as snow or vice-versa) or uncertainty in the empirical fSCA algorithm. In addition the method can also

suffer from a lack of observations due to persistent cloudiness at key points in the melt-period which will create uncertainties

during DA. It may be worthwhile to consider fSCA retrievals from different higher resolution satellite constellations such as25

Landsat (30 m resolution) and Sentinel-2 (20 m resolution). This would increase the chance of obtaining cloud free scenes as

well as reduce representativeness errors even at resolutions as high as 100 m. Furthermore, the aggregation of higher resolution

retrievals would lead to a reduction of random error. The effective MODIS footprint of individual pixels can be quite variable

and differs markedly from the nominal 500 m pixel resolution when the view angle deviates from nadir (Dozier et al., 2008).

So, even for gridded applications, there is a considerable representativeness error in MODIS fSCA.30
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6.2 Applications

With the methods described in this paper a range of processing pipelines can be built to address a wide array of both research

and operational problems. Specific strengths of the approach are:

– Slope scale forcing (climate, reanalysis, forecast) globally.

– Explicitly include the effects of high resolution topography on surface-atmosphere interactions.

– Efficient method to make large ensemble simulations feasible.5

– Data assimilation to correct bias in forcing and quantify uncertainty.

Perhaps most importantly this approach allows applications to be built in remote regions where dense observation networks do

not exist, such as High Mountain Asia or parts of North America. These capabilities allow for operational applications such

as large area mass movement assessments related to dynamics of surface and subsurface processes. Driving the system with

NWP (forecast) data would allow nowcasting/ forecasting applications to be setup with a suitable assimilation framework such10

as the EnKF. While the assimilation of fSCA would be less informative in a sequential method (such as the EnKF), ensemble

simulations would still provide a useful quantification of uncertainty.

Transient climate change studies using a combination of reanalysis and climate model data (e.g. CMIP5) would be a valuable

research application based on this approach, for example quantifying dynamics of permafrost extent over large areas according

to a range of scenarios and models or generate a regional snowpack reanalysis product with projected future changes.15

An important operational application and currently a great humanitarian need in many remote regions in Asia (e.g. Afghanistan/

Tajikistan) could be an operational avalanche forecast based on a snowpack model (e.g. SNOWPACK, CROCUS), driven by

an NWP ensemble to generate a large area probabilistic forecast where few ground stations exist. This would be a relatively

cost-effective system to deploy and give first order hazard assessment where none currently exists.

6.3 Further work20

For the moderate (MODIS-like) resolution satellites we hope that products will emerge from Sentinel-3 and VIIRS to prolong

and expand the MODIS record. For high resolution sensors there is a strong need for operational products that ideally combine

available and emerging sources such as Landsat8, Sentinel-2. The French inter-agency initiative THEIA Land Data Centre is

starting to produce Sentinel-2 based snow cover products. Additionally, improved cloud masks are needed as misclassified

clouds are potential and significant sources of error in the framework. Both too strict and too relaxed cloud masking is prob-25

lematic, the former leads to throwing out valid and potentially important retrievals while the latter corrupts the signal that we

are trying to assimilate (the actual snow cover depletion).

For additional datasets (other than fSCA) land surface temperature can be retrieved from both MODIS and Landsat and

provide a means to constrain uncertainty in the surface energy balance. However, the current MODIS products are coarse at

1 km and therefore not ideal for mountain regions. Snowmelt status (i.e. binary melting/not melting) from synthetic aperture30
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radar (SAR) e.g. Sentinel-1 has potential to constrain uncertainty in fSCA during cloudy periods. There is also potential from

ICESAT2 which could provide a way to constrain snow depth directly.

Assimilation of sparse point data could be an important extension of this work to provide means to assimilate data sources

such as ICESAT2 but also be used to improve TopoSCALE by assimilating point data (stations) to improve the downscaling of

reanalysis data. This could be interesting as where TopoSCALE performs most poorly is in valleys, where surface effects are

poorly represented by the atmospheric model and this is precisely where stations tend to be most abundant globally. For real-5

time applications in remote regions extending the method to assimilate sparse observations is important as fSCA is known to

have limited value in sequential (i.e real-time) data assimilation. We have shown there is some interannual validity of results in

our limited test-case suggesting that systematic biases relevant to real-time applications could be addressed through reanalysis.

Additionally, by creating a long term library of "best possible" reconstructions/reanalyses then training an "analogue ensemble"

or even a more machine learning type approach like neural nets, could be promising.10

7 Conclusions

In this study we have demonstrated a processing pipeline capable of producing improved land surface simulations at scale

in ungauged regions. It consists of downscaling, subgrid and data assimilation components and uses only globally available

datasets for both the model forcing and assimilated observations, it is therefore suitable for global applications. Specifically we

have shown:15

– Use of PBS data assimilation can significantly improve estimates of snowpack at various spatial scales.

– TopoSUB clustering efficiency gains make large ensemble simulations feasible.

– The methods can be used to reduce biases both at coarse atmospheric grid scale and also those related to the downscaling

routines.

– The approach is suitable for regional to global applications due to efficiency and data requirements.20

– A flexible set of tools allow various research and operational problems to be addressed where high resolution surface

models are needed in heterogeneous terrain.

data was obtained from We propose this as a suitable method for complex model ensemble runs at scale i.e. large numbers

of particles, large spatial areas or long temporal periods. Application areas include any problem where accurate slope scale

forcings are required and surface atmosphere interactions need to be simulated at slope scale e.g. large area avalanche warning25

where the snowpack is explicitly simulated or regional-scale hazard assessment of mass movements where changing ground

thermal regime is a risk factor. The toolchain can be flexibly driven by a range of forcings e.g. climate scenario data, reanalysis

of past climate or real-time NWP and drive impact models for a range of domains e.g., hydrology, snowcover, soil stability

or permafrost. New developments in multi-platform processing pipelines of high resolutions products from Sentinel-2 and

Landsat will further improve the method in terms of representativity and availability of observations.30
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Table 1. Hyperparameters (means, variances and correlations) defining the joint probability distribution from which the ensemble of multi-

plicative perturbation parameters are drawn. Based on Navari et al. (2016).

Perturbed variable Marginal Mean Variance Corr(Ta) Corr(P ) Corr(S↓) Corr(L↓)

Air temperature (Ta) Normal 1 2.5e-5 1 -0.1 0.3 0.6

Precipitation (P ) Log-normal 1 0.25 -0.1 1 -0.1 0.5

Shortwave (S↓) Normal 1 0.04 0.3 -0.1 1 -0.3

Longwave (L↓) Normal 1 0.01 0.6 0.5 -0.3 1

Table 2. Description of the hourly fields obtained from the ERA5 reanalysis. All the columns headers are terms defined by ECMWF. ’levtype’

refers to the level type: surf=surface, pl=pressure level. The ’type’ is either: fc=forecast, an=analysis, or inv=invariant.

name shortName levtype type units

2 metre dewpoint temperature d2m surf fc K

Surface thermal radiation downwards strd surf fc Jm−2

Surface solar radiation downwards ssrd surf fc Jm−2

Total precipitation tp surf fc m

TOA incident solar radiation tisr surf fc Jm−2

2m temperature 2t surf fc K

Temperature t pl an K

Relative humidity r pl an %

U component of wind u pl an ms−1

V component of wind v pl an ms−1

Geopotential z surf inv m2s−2
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Figure 1. Schematic of the modelling setup.
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Figure 2. Experimental setup: 9 ERA5 grid boxes are simulated chosen for existence of GCOS SWE monitoring sites (11 stations). All IMIS

stations in each box are used for evaluation (39 stations). Box in red is located the Weissfluhjoch research station as well as the flightpath of

ADS data (inset).
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Figure 3. Multiyear simulations at station WFJ (WY2012-2017) in order to show baseline results for the modelling scheme. (A-E) assesses

the downscaling scheme by showing downscaled ERA5 data (MOD) compared to station measurements (OBS). (F-I) assesses the simulation

of target variables SWE and HS in both timeseries and scatterplots. Here, MOD is a simulation driven either by downscaled ERA5 or directly

by station measurements. OBS are SWE and HS measurements made at the station. WY2012 is a clear outlier in poor performing ERA5 as

shown by cumulative precipitation errors and in HS and SWE time series. HS and SWE scatter plots also show this low performance in high

values attributed to WY2012. Additionally, ERA5 simulated HS is increasingly biased with depth as errors accumulate over the season to

max depths. The same pattern is evident with SWE. It is worth noting that in differentiating sources of error these plots are useful. OBS -

STATION approximates model error whereas STATION -ERA5 approximates the forcing error.
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Figure 4. DA run at the Truebsee GCOS station, Engelberg. In the left panel is the assimilated observation, in this case fSCA represented by

dots. Green dots show all observations from the combined MODIS products that are available for this stations location. Red dots indicate the

observations that have been assimilated per the melt season definition. The shading and solid lines show the 90th percentile range and median

of the prior (red) and posterior (blue) estimates. The right panel shows the target variable, SWE in this case. Posterior/prior are denoted in

the same way. Black triangles indicate measurements used for validation.

Figure 5. Simulated snow depth at IMIS stations (HS) and snow water equivalent at GCOS stations (SWE) for both the prior (red) and

posterior median (blue) compared to observation mean. The mean is computed from all values over the entire WY2016. Posterior estimate is

markedly improved in both variables. Regression lines compare the fit of posterior and prior estimates with respect to observations against

the 1:1 line.
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Figure 6. Topo row: Prior/posterior median and observations from ADS sensor flights in Davos region of 14 April 2014 (see Fig 2 for

location). Bottom row: uncertainty represented by the 90th percentile range of the ensemble and reduction in uncertainty in the posterior.

Glacier mask is shown in blue. Posterior median is improved with respect to observations and uncertainty is reduced by the DA scheme.
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Figure 7. Density distribution plots for HS obs, prior and posterior within the ADS footprint for 14 April 2014 (see Figure 6). The observed

distribution is better captured by the prior. Dashed lines give the respective mean values.
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Figure 8. Assimilation of fSCA at grid level which targets bias in grid level forcing. Two contrasting seasons, WY2012 (top row) and

WY2014 (bottom row) are shown. Vertical dashed lines give the assimilation window. Grid level biases in WY2012 are compensated for by

DA. Grid level forcing was much more accurate in WY2014 and resulting effect of DA was negligible.
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Figure 9. Interannual validity of weights generated by the DA scheme. Modelled versus observed mean snow depth averaged over the entire

ADS zone on ADS acquisition dates WY2012, WY2013, WY2014 are shown. Posteriors (blue) are generated using weights of other two

years and compared to the prior (red). For example posteriors of WY2012 are generated using weights of WY2013 and WY2014.
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Figure 10. Mean December high resolution (30 m) large area HS simulations (open-loop) in two contrasting seasons (bottom) compared to

observed spatial patterns of fSCA from mean December MODIS retrievals (top). Modelled HS compares well to spatial pattern of fSCA.

December 2016 was an extremely dry start to the season with many ski resorts unable to open until late January. Both observed fSCA and

modelled HS show snow reflect this fact with snow free zones deep into alpine valleys. Red box indicates domain of DA runs for theses

seasons shown in Figure 11. Glacier mask given in light blue.
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Figure 11. Mean HS December 2011 DA is compared to open-loop. Difference plot shows how DA has reduced low elevation snow height

and increased high elevation snow height. Variability has been increased. Snow free valley bottoms show improved match to MODIS OBS.

However both open–loop and posterior capture spatial patterns of snow cover reasonably well.
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Figure 12. An example of poor performance due to non-representative fSCA retrievals. The posterior has been correctly pulled back to the

observed depletion curve. However it is likely that the depletion curve does not well represent the validation station due to urban effects.
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Appendix A

Beer’s law downscaling

The attenuation of a beam of direct shortwave radiation from the top of the atmo-
sphere (TOA), denoted S↓∞, to some altitude z is to a good approximation given
by Beer’s law for a plane parallel atmosphere (e.g. Wallace and Hobbs, 2006)

S↓dir(z) = S↓∞exp
(
− 1

µ0

∫ ∞

z

k(z′)ρ(z′)dz′
)
, (A.1)

where µ0 = cos(θ0) is the cosine of the solar zenith angle, k is the broadband
attenuation coefficient and ρ is the air density. Note that as expected, when the
sun sets below the horizon and θ0 → 90◦ then S↓dir(z)→ 0.

The hydrostatic equation reads

∂p
∂z
' −ρg , (A.2)

where g is the acceleration of gravity and p is air pressure. Inserting the change of
variables dp/g = −ρ dz in (A.1) and assuming g to be independent of height then

S↓dir(z) = S↓∞exp
(

1

gµ0

∫ p∞

p(z)
k(p′)dp′

)
, (A.3)

Defining the average attenuation coefficient between some pressure level p(z1)

and the TOA using that by definition p∞ = 0

k
z1

= − 1

p(z1)

∫ p∞

p(z1)
k(p′)dp′ , (A.4)
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then (A.3) in terms of k
z1 reads

S↓dir(z1) = S↓∞exp

(
−p(z1)k

z1

gµ0

)
, (A.5)

solving for k
z1

k
z1

=
gµ0

p(z1)
ln

(
S↓∞

S↓dir(z1)

)
. (A.6)

Now consider the case where there are two nearby altitudes z1 and z2 where
S↓dir(z1) and S↓∞ are known and we are interested in approximating S↓dir(z2). As-
suming δz = z2 − z1 is small, then we may approximate k

z2 ' k
z1 such that

S↓dir(z2) ' S↓∞exp

(
−p(z2)k

z1

gµ0

)
, (A.7)

which, inserting for k
z1 and simplifying, reads

S↓dir(z2) ' S↓∞

(
S↓(z1)

S↓∞

) p(z2)
p(z1)

. (A.8)

As verification, note that at the TOA when p(z2) = 0 then S↓(z2) = S↓∞ and when
p(z2) = p(z1) then S↓(z2) = S↓(z1). This approximation may be quite useful
when interpolating direct shortwave radiation between different pressure levels,
so long as they are quite close to one another and the k

z2 ' k
z1 assumption is not

strongly violated.
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Appendix B

Bayes theorem and rain in Bergen

In the spirit of keeping things as simple as possible, but hopefully not too simple,
I will demonstrate Bayesian inference for a toy example. Consider the following:
you observe that it is raining, how probable is it that you are in Bergen (a notori-
ously rainy Norwegian city)?

In this case the event space is: Ω = {B,R,B′,R′} where B is the event that
you are in Bergen, B′ is the complementary event that you are elsewhere, R is
the event that it is raining, and R′ is the event that it is not raining. Remember
that the axioms of probability amount to (Jazwinski, 1970): the probability of an
event (denoted Pr) is non-negative, the probability of all events in an event space
is equal to 1, and the joint probability of mutually exclusive events is zero.

The conditional probability that we seek is defined as (see Tarantola, 2005)

Pr(B|R) = Pr(B,R)/Pr(R) , (B.1)

where | signifies ’given’, Pr(B,R) is the joint probability that we are in Bergen
and it is raining, and Pr(R) is the probability that it is raining. Both the joint prob-
ability and the probability of rain are defined for the entire event space, whereas
the conditional probability is defined for the subset of the event space where it
is raining. Similarly, using that Pr(B,R) = Pr(R,B), the related conditional
probability that it is raining given that we are in Bergen is

Pr(R|B) = Pr(B,R)/Pr(B) , (B.2)

where Pr(B) is the probability that we are in Bergen. By comparing (B.1) and
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(B.2) it is clear that the two conditional probabilities Pr(B|R) and Pr(R|B) are
not equal unless Pr(R) = Pr(B) which is improbable. Falsely equating the two,
known as the "error of the transposed conditional", is a major source of misunder-
standing in science, particularly when testing for significance (Ambaum, 2010).

Solving for the joint probability in (B.1) and (B.2), equating the two expressions,
and solving for the conditional probability we are after, we obtain Bayes theorem

Pr(B|R) = Pr(R|B)Pr(B)/Pr(R) , (B.3)

where, using the definition of conditional probability, the probability of rain is

Pr(R) = Pr(R|B)Pr(B) + Pr(R|B′)Pr(B′) , (B.4)

whereby

Pr(B|R) =
Pr(R|B)Pr(B)

Pr(R|B)Pr(B) + Pr(R|B′)Pr(B′) . (B.5)

Which is a complete expression for the probability of being in Bergen given that
it’s raining, based entirely on the axioms of probability.

Before plugging in some numbers to make the example more concrete, let’s con-
strain the problem slightly by saying that we must either be in Bergen or Oslo (the
slightly less rainy Norwegian capital) and that either option is equally likely to be
true, so that Pr(B) = Pr(B′) = 0.5. In that case, roughly based on climatology,
we also assume that Pr(R|B) = 0.8 and Pr(R|B′) = 0.4. Therefore,

Pr(B|R) =
0.8× 0.5

0.8× 0.5 + 0.4× 0.5
= 0.67 . (B.6)

This implies that Pr(B′|R) = 0.33. So, based on the evidence that it is raining, it
is 100× (0.67/0.33−1) ' 100% more probable that you are in Bergen than Oslo.
This result of course depends upon your prior. It shows us how we can update
our knowledge in the face of new evidence (i.e. learn). Of course Pr(R|B) for a
specific day (as opposed to the climatology) is the more interesting quantity. As
noted in Lyons and Wardle (2018), the ’objective’ frequentist notion of probability
does not permit assigning Pr(R|B) for a specific day, to do so we must employ
the ’subjective’ Bayesian degree of belief interpretation.
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Appendix C

Summary of remaining research

C.1 Co-authored publications

• Yılmaz, Y., Aalstad, K., and Sen, O. L (2019): Multiple Remotely Sensed
Lines of Evidence for a Depleting Seasonal Snowpack in the Near East, Re-
mote Sensing, 11(5), 483, doi: 10.3390/rs11050483
Summary: A marked depletion of the seasonal snowpack over the last decades
contributed to the decline of terrestrial water storage in the snow-fed river
basins of the Near East. Multiple satellite retrievals (MODIS, GRACE,
AMSR-E, AMSR2) and reanalysis data (ERA5) were used in the analysis.

C.2 Presentations

Herein follows a list of talks and poster presentations held as ’first author’ during
the course of the PhD at various conferences, meetings, workshops, and seminars,
in Norway and abroad in chronological order.

• Aalstad, K. and Westermann, S. and Bertino, L.: Applying Ensemble Data
Assimilation to the Cryosphere. EmblA meeting, 10 December 2015,
Fontainebleau, France. (Talk)

• Aalstad, K. and Westermann, S. and Bertino, L.: Developing an ensemble-
based subgrid snow data assimilation framework. Monthly LATICE meet-
ing, 6 January 2016, Oslo, Norway. (Talk)

• Aalstad, K. and Westermann, S. and Boike, J. and Bertino, L. and Aas, K.
S.: An ensemble-based snow data assimilation framework with applications
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to permafrost modeling*. ResClim All Staff meeting, 2 March 2016, Sotra,
Norway. *Won best poster award and an associated travel grant. (Poster)

• Aalstad, K. and Westermann, S. and Boike, J. and Bertino, L. and Aas,
K. S.: An ensemble-based snow data assimilation framework with appli-
cations to permafrost modeling. LATICE annual meeting, 9 March 2016,
Sundvolden, Norway. (Poster)

• Aalstad, K. and Westermann, S. and Boike, J. and Bertino, L. and Aas, K.
S.: An ensemble-based snow data assimilation framework with applications
to permafrost modeling. 11th International Conference on Permafrost, 20
June 2016, Potsdam, Germany. (Poster)

• Aalstad, K. and Westermann, S. and Bertino, L.: An ensemble-based sub-
grid snow data assimilation framework. 5th Annual International Sympo-
sium on Data Assimilation, 18 July 2016, Reading, England. (Poster)

• Aalstad, K. and Westermann, S. and Bertino, L.: An ensemble-based sub-
grid snow data assimilation framework. Workshop on Data Assimilation in
Terrestrial Systems, 20 September 2016, Bonn, Germany. (Poster)

• Aalstad, K. and Westermann, S. and Bertino, L.: An ensemble-based sub-
grid snow data assimilation framework applied to the southern Swiss alps.
MedCLIVAR 2016 Conference, 28 September 2016, Athens, Greece. (Talk)

• Aalstad, K. and Westermann, S. and Laurent, Bertino: An ensemble-based
subgrid snow data assimilation framework. American Geophysical Union
Fall Meeting, 15 December 2016, San Francisco, California, USA. (Talk)

• Aalstad, K. and Westermann, S. and Schuler, T. V. and Boike, J. and Bertino,
L.: Towards High-Resolution SWE Mapping in Permafrost Regions. The
2nd Asian Conference on Permafrost, 3 July 2017, Sapporo, Japan. (Poster)

• Aalstad, K. and Westermann, S. and Schuler, T. V. and Boike, J. and Bertino,
L.: Towards High-Resolution SWE Mapping in Permafrost Regions. The
2nd Asian Conference on Permafrost, 4 July 2017, Sapporo, Japan. (Talk)

• Aalstad, K. and Westermann, S. and Schuler, T. V. and Boike, J. and Bertino,
L.: Ensemble-based subgrid snow data assimilation. 4th Conference on
Modelling Hydrology, Climate and Land Surface Processes, 13 September
2017, Lillehammer, Norway. (Talk)
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• Aalstad, K. and Westermann, S. and Bertino, L. and Schuler, T. V. and
Boike, J. and Karsten, L.: Towards high-resolution Bayesian snow recon-
struction in permafrost regions. CESM Land Model and Biogeochemistry
Working Group Meeting, 6 February 2018, Boulder, Colorado, USA. (Talk)

• Aalstad, K. and Westermann, S. and Karsten, L. and Fiddes, J. and Bertino,
L.: Snow history matching in mountainous terrain. 8th GEWEX Open Sci-
ence Conference: Exteremes and Water on the edge, 7 May 2018, Canmore,
Alberta, Canada. (Poster)

• Aalstad, K. and Westermann, S. and Karsten, L. and Gutmann, E. and Mc-
Creight, J. and Fiddes, J. and Bertino, L.: Ensemble-based reanalysis of the
seasonal montane snowpack: Lessons from the ASO. 3rd Annual NASA
Airborne Snow Observatory Workshop, 11 of September 2018, Mammoth
Lakes, California, USA. (Talk)

• Aalstad, K. and Westermann, S. and Bertino, L.: Ensemble-based reanaly-
sis of the seasonal snowpack using multispectral satellite imagery. NCAR-
RAL-HAP seminar, 20 September 2018, Boulder, Colorado, USA. (Talk)

• Aalstad, K. and Westermann, S. and Bertino, L.: Data Assimilation: Dicing
with Uncertainty. GeoHyd lunch seminar, 8 February 2019, Oslo, Norway.
(Talk)

• Aalstad, K. and Westermann, S. and Bertino, L.: Ensemble-based recon-
struction of remote seasonal snowpacks. CHESS annual meeting, 15 March
2019, Oslo, Norway. (Talk)

• Aalstad, K. and Westermann, S. and Fiddes, J. and Bertino, L.: Ensemble-
based reanalysis of remote seasonal snowpacks. LATICE annual meeting,
20 March 2019, Sundvolden, Norway. (Poster)

• Aalstad, K. and Westermann, S. and Fiddes, J. and Bertino, L.: Retrieving
the depletion of snow-covered area from multiple optical satellite sensors
with applications for SWE reanalysis. ESA Living Planet Symposium, 16
May 2019, Milan, Italy. (Talk)
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C.3 Courses

C.3.1 Curriculum

Herein follows a list of the academic courses that were completed to meet the re-
quired formal theoretical background for the PhD degree at the Faculty of Math-
ematics and Natural Sciences at the University of Oslo. The theoretical back-
ground amounts to course work that corresponds to 30 credits in the European
Credit Transfer System (ECTS) at the PhD level. Courses were attended both at
the University of Oslo, elsewhere in Norway, and abroad. The attended courses
are listed in chronological order below.

• Cryospheric Modelling (GEO9440). Department of Geosciences, Univer-
sity of Oslo. Spring 2016. 5 credits.

• Atmosphere-Vegetation-Soil Interaction: From Diurnal to Climate Scales.
Research school on changing climates in the coupled earth system (CHESS),
University of Bergen, Norway. Spring 2016, 1 credit.

• Ocean/Atmosphere Time Series Analysis: Theory and Practice I. Research
school on changing climates in the coupled earth system (CHESS), Univer-
sity of Oslo, Norway. Spring 2016. 3 credits.

• Uncertainty in Environmental Modelling. Department of Earth Sciences,
Uppsala University, Sweden. Spring 2016. 5 credits.

• Science, Ethics and Society (MNSES9100). Faculty of Mathematics and
Natural Sciences, University of Oslo, Norway. Fall 2016. 5 credits.

• Ocean/Atmosphere Time Series Analysis: Theory and Practice II. Research
school on changing climates in the coupled earth system (CHESS), Univer-
sity of Oslo, Norway. Spring 2017. 2 credits.

• Advanced Statistics Training for Climate Resarch. Research school on
changing climates in the coupled earth system (CHESS), University of Bergen,
Norway. Fall 2017. 2 credits.

• Land Surface Modelling Course. Research school on changing climates in
the coupled earth system (CHESS), University of Bergen, Norway. Fall
2017. 2 credits.
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• Field course in glacial and periglacial geomorphology/geocryology (GEO9411).
Department of Geosciences, University of Oslo, Norway. Fall 2017. 5 cred-
its.

C.3.2 Other

In addition to the courses attended to meet the formal requirements of the PhD de-
gree, some other courses, workshops, and research schools were attended. These
are listed in chronological order below.

• School on Data Assimilation and Data Analysis Methods, Evaluation of
Ocean Synthesis COST Action ES1402, Lecce, Italy. April 2016.

• Geostatistics course, Nansen Environmental and Remote Sensing Center,
Bergen, Norway. January 2017.

• Towards Regional Information to Improve Our Understanding on Weather,
Water, and Climate Extreme Events, Joint YESS-YHS Early Career Re-
searcher (ECR) Workshop 2018, Canmore, Ablerta, Canada. May 2018.
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