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Abstract—We investigated using terrain referenced navigation
in shallow water in the presence of unknown tide, with an
autonomous underwater vehicle equipped with a high resolution
bathymetric sensor. The mission area had both variations, with
large sand dunes, and flatness with small sand ripples. In order
to deal with the unknown substantial tide and shallow water, we
tested a non-linear estimator for horizontal position, tide level and
sound speed errors, a four dimensional Rao-Blackwellized point
mass filter. The algorithm received an initial position estimate
from the inertial navigation system (INS), computed the proba-
bility density function for the position and environmental errors,
tested for convergence, and provided a Gaussian approximation
that could be used by the INS. The results showed that the
algorithm converged consistently in both areas, more often in
the sand dune area, but surprisingly with comparable to higher
accuracy in the sand ripple area. This demonstrated that terrain
referenced navigation worked as expected, on sand dunes, in
shallow water with substantial tide. The flatness is sometimes
only a matter of scale, and this technique should be considered
used everywhere when equipped with high resolution sensors.

I. INTRODUCTION

Terrain referenced navigation is now an established tech-
nique for underwater navigation, and several systems exist for
estimating vehicle position from a correlation of bathymetric
measurements with a digital terrain model (DTM) of the
sea floor. It is of course impossible for terrain referenced
navigation to converge on a completely flat seafloor, and in
those cases often complementary techniques are considered
instead. This was recognized early for air craft applications,
where it was suggested solved e.g. by augmenting the system
with a scene matching system [1]. In underwater scenarios
probably a range of techniques are required to solve this case
[2].

In [3] the different factors influencing the performance
of terrain referenced navigation are discussed, and in the
experience of the authors, the flatness of the seafloor is
sometimes simply a question of resolution. A seafloor that
appears flat on a large scale, mapped by low resolution sensors,
may contain detailed structures, revealed by high resolution
sensors. In [4] pockmarks on the seafloor was effectively used
for terrain referenced navigation in otherwise flat terrain, while
in [5] unique finger prints from ice bergs scouring made terrain
referenced navigation possible even in gently sloping terrain.
Another known problem of terrain referenced navigation in
conditions of small terrain variation is that an unknown tide
may lead to a large bias in the position error if not properly
accounted for [6]. It should also be noted that in [5] it was
reported that low terrain variations may lead to false fixes

Fig. 1. The bathymetry outside Den Helder showing large regions with sand
dunes.

when sensor noise occasionally correlate with map noise. This
was suggested solved by an integrity system rejecting these
false fixes. Later in [7], a robust estimator was introduced,
which is able to handle this case without the need to reject the
measurements.

In connection with general tests of the HUGIN autonomous
underwater vehicle (AUV) in the shallow waters of the Nether-
lands, we were requested to test terrain referenced navigation.
The bathymetry in the test area is mostly flat, but there also
existed large regions with underwater sand dunes that could be
used for terrain navigation, see Fig.1. The sand dunes actually
migrate slowly in time, which is a major challenge for terrain
referenced navigation, but in the first test we were primarily
interested in the performance using a recently constructed
DTM from a surface ship. After we inspected the DTM, we
became aware of small variations, sand ripples, in the flat
area of the terrain, see Fig.2, and we decided to include this
area in the test. Since the tide level in the area is rather
high compared to the terrain variations, we used the terrain
referenced navigation algorithm introduced in [8], which is
able to concurrently estimate position, tide and sound speed
errors.

The algorithm had previously only been tested in sim-
ulations, where it was found to robustly estimate all the
parameters in both low- and high terrain variation scenarios.



Fig. 2. The flat area actually has a large region with sand ripples.

This is, however, the first time the algorithm is tested on real
data, and the first time we test any terrain referenced navigation
algorithm on sand dunes and sand ripples.

II. METHOD

A. Terrain referenced navigation

Terrain referenced navigation has been used for decades in
aircraft and missile navigation [9]–[11], and several approaches
exist. We here concentrate on the so-called search area methods
(see [12] for a classification of methods), which define a grid
around the current, possibly uncertain position estimate, and
try find the position within the search grid that gives the
best match between the DTM and the terrain measurements.
An early implementation of this concept was the TERCOM
algorithm [9], which simply finds the position in the grid
that minimizes the maximum absolute difference between the
measured terrain profile and the DTM. A more sophisticated
approach is to formulate the problem in a stochastic state-
space model, and use a Bayesian estimator to estimate the
probability density function (PDF) of the position based on
the model and the measurements. As the measurement model
is dependent on the DTM, which is often highly non-linear,
non-linear Bayesian estimation methods are often required.

In [13] the point mass filter (PMF) algorithm, an approx-
imation of the general Bayes filter equations using numerical
quadrature on a grid [14], [15], was used for terrain referenced
aircraft navigation. Another alternative is to use particle filters
(PF), Monte Carlo based sampling methods [16], in which
the sought PDF is estimated using a set of particles which are
weighted and resampled in accordance with the measurements.
Both of these alternatives have been used in terrain referenced
navigation for AUVs [6], [17]–[19]. The PMF has been chosen
in the HUGIN real-time terrain navigation system [5] because
of its superior robustness properties when compared to PFs.

B. Mathematical model

Let xk = (xk, yk, zk) denote the AUV’s position in a local
north-east-down system at time t = tk. A simplified dynamical

model for the position states of the AUV is given by

xk+1 = xk + uk + vk, (1)

where uk is the integrated motion estimated by the inertial
navigation system (INS) in the time interval tk to tk+1, and
vk is a white stochastic process modeling the error drift in the
INS estimate.

Let (ξk,ηk, ζk) denote mk bathymetric depth measure-
ments relative to the INS solution in a north-aligned and
level body-system N , and let h(x) = h(x, y) denote the
terrain function, which gives the terrain depth as a function
of global horizontal position. We introduce the measurement
vector function hξk,ηk

(xk) = {hi}mk
i=1 with scalar components

defined by

hi = h(xk + ξk,i, yk + ηk,i)− zk. (2)

In [8] it was shown that a measurement model with a linear
tide and sound speed error model for a swath bathymeter, in
low terrain variations, is given by

ζk = hξk,ηk
(xk) +Hkεk +wk. (3)

Here we have introduced the environment error state vector
εk = [δz, δc]

T
k for the tide error δz and the sound speed error

δc, and wk is a white stochastic process modeling the sensor
and DTM errors. The mk × 2 matrix Hk = {Hi,k}, where

Hi,k =

[
−1 −

(
1−

η2i,k
ζ2i,k

)
ζi,k
c

]
, (4)

projects the environment errors onto a corresponding depth
error, where c is the currently known sound speed.

C. Rao-Blackwellized point mass filter

We will give a short description of the Rao-Blackwellized
PMF (RB-PMF) introduced in [8], by first looking at the
regular PMF formulation. The search grid is defined as a
2D bounded domain Gk in the earth tangent plane, enclosing
the current INS solution. The error of the INS is denoted as
δxk, a position vector in Gk, and Zk denotes the set of all
measurements between the times t1 and tk. Our goal is to
estimate the position error filter PDF p(δxk|Zk), conditioned
on all the measurements so far in what we call the correlation
period [t0, tk]. Since δxk is a Markov process, its PDF evolves
in time according to the convolution integral [12]

p(δxk+1|Zk) =

∫
Gk

pvk(δxk+1 − δxk)p(δxk|Zk)dδxk, (5)

where pvk(·) = p(δxk+1|δxk) is the Markovian transition
kernel for the error drift.

Bayes’ theorem provides the mechanism for the measure-
ment update

p(δxk|Zk) =
pwk

(ζk − hξk,ηk
(xk + δxk))p(δxk|Zk)

αk
, (6)

where αk =
∫
Gk
pwk

(ζk−hξk,ηk
(xk + δxk))p(δxk|Zk)dδxk

is a normalization factor, and pwk
(·) denotes the PDF for the

sensor measurement error.



Together, the equations (5) and (6) form the recursive
Bayesian estimator equations for terrain referenced navigation.
The recursion is started by a known initial PDF p(δx0|Z0) =
p0(δx0) at t0 that depends on the initial INS accuracy, and the
filter then runs recursively for each ping until a convergence
or divergence criterion is met at tK . The PMF approximation
is found by representing the filter PDF in (5) and (6) by point
masses on a regularly spaced grid representation of Gk, and
by calculating the integrals through straightforward quadra-
ture. Once the PMF approximation of the PDF is found, all
requested statistics of the INS position error can be calculated
directly from the approximated PDF [12].

Now, an optimal estimator including tide and sound speed
error, could simply augment the state vector above with the
states εk, but this would require a 4D PMF estimator which
is computationally demanding, see e.g. [19] that used a 3D
estimator. If we assume the tide and sound speed error is
constant in the correlation period, i.e εk+1 = εk, both the
dynamic equation and measurement model is linear in the
sound speed and depth error subspace that contains εk. Since
the noise is also Gaussian, the problem can be reformulated to
a more efficient estimator, by applying Rao-Blackwell’s and
Bayes’ theorem [20] for the joint PDF for the position and
environmental errors. First we note that the joint PDF can we
written as

p(δxk, εk|Zk) = p(δxk|Zk)p(εk|δxk, Zk). (7)

The first PDF factor is found using the PMF estimator above,
and the second PDF factor can be optimally found using
Kalman filters [21], conditioned on each grid point of the
PMF. Since the linear model is not dependent on the particular
grid point, a common Kalman gain can be used, and the
estimated covariance matrix Pεk from the Kalman filter is
also common for all grid points.

In order to use the results of the PMF, we first need to make
sure that there is enough information coming from the seafloor
and the measurements into the filter, such that the estimates
are not correlated with the initial INS solution. This is done by
checking the Kullback-Leibler divergence from the initial PDF
[22]. If we do have a candidate solution PDF, we then need to
check if it is close enough to a Gaussian in order to use this
in the Kalman filter of the INS. This is done by checking the
Hellinger distance between the candidate PDF and a Gaussian
approximation of the same PDF [22].

III. RESULTS AND DISCUSSION

A. Experiment

In January 2018 the Norwegian Defence Research
Establishment (FFI) conducted a series of experiments with
the HUGIN HUS AUV (see Fig. 3) in collaboration with
the Dutch Defence Materiel Organisation (DMO) and the
Netherlands Organisation for applied scientific research
(TNO). The overall goal of the experiments was to test
state-of-the-art AUV technology in the Dutch coastal water
environment. One of the tests was to evaluate terrain
referenced navigation in areas of small terrain variations in
combination with tides and shallow water. For this purpose,
days before the mission, a reference DTM of one meter

Fig. 3. The HUGIN 1000 HUS seconds before launch from FFI’s research
vessel H.U. Sverdrup II.

horizontal resolution was surveyed by the Dutch naval surface
ship HNLMS Luymes in the lowest astronomical tide (LAT)
datum. Part of the DTM has wide area structures of sand
dunes with a typical height of 4-5 meters, as seen in the
northern and eastern part in Fig.1. The south-western part
is essentially flat, and initially we assumed that it was not
possible to converge with terrain referenced navigation in
this area. After closer inspection of the DTM, we found
structures of small sand ripples with a typical height of 10-30
centimeters. A mission of the HUGIN HUS that visited both
these areas was selected for the experiment. Only the EM
2040 multibeam echosounder (MBE) on board HUGIN HUS
was used, and because of the shallow water, the AUV could
not increase footprint coverage by increasing its altitude
much, which is a typical tactic to use in these scenarios. Still,
in this case, the typical swath width of the MBE was about
40 - 50 meters. In addition to the DTM, the surveyors of the
HNLMS Luymes also provided us with tidal predictions and
measurements in the mission area in the LAT datum.

The RB-PMF was run offline with a search grid of 200 x
200 meters, with 1 meter resolution. The HUGIN HUS INS
solution was used as input navigation, but a uniform initial
PDF was used in the filter, and no tidal information was used
in the filter other than a knowledge of the general level of tide
in the area. This was chosen in order to study more directly the
performance of the RB-PMF. The convergence criterion of the
RB-PMF was kept fixed for both areas, in order to compare
the relative performance between the two areas.

A ground truth was constructed by post-processing the nav-
igation data using NavLab [23]. The accuracy was somewhat
limited since we only had GPS at the start and at the end of the
mission, but can in some degree be used to test consistency
of the terrain referenced navigation estimates. The provided
measurements of the tide can also be used as a reference to
the evaluation of the estimated tide from terrain referenced
navigation. The number of converged fixes per meters traveled
will indicate how often the INS will receive an update.



Fig. 4. Mission results overview. Red curve is the post-processed ground
truth trajectory of the AUV. Blue dots are converged position estimates from
terrain navigation.

B. Flat area

The AUV is going back and forth in the flat area for a total
length of about 8 kilometers, doing sonar range tests on mine
objects. Fig.4 shows that the algorithm converges 57 times
in this area, i.e. 7.1 fixes per kilometer. See also Fig.5, which
shows the difference between the terrain referenced navigation
estimates and the post-processed ground truth navigation,
along with the combined standard deviations of the ground
truth and terrain referenced navigation solutions. The position
estimates have negligible bias compared to the ground truth,
and with a combined standard deviation of about 2.4 meters in
north-south and about 5.8 meters in east-west. The estimates
are mostly consistent, except for an isolated case of gross error.
The mean self reported accuracy of the RB-PMF is 2.1 meters
in north-south and 3.2 meters in east-west. The large offset
in the depth estimate is essentially the algorithm’s estimate
of the combined offset in depth due to uncompensated tide,
atmospheric pressure and geopotential anomaly, in the ground
truth navigation.

C. Wave area

In the wave area the AUV is also mostly traveling back and
forth as part of the original terrain referenced navigation test,
but this time along longer lines, for a total of 10 kilometers,
see Fig.4. In this area the algorithm converges 134 times, i.e.
13.4 fixes per kilometer. In Fig.6 the difference between the
converged estimates and the ground truth reference shows con-
sistent performance except for a singular fix. The accuracy is
periodically lower in the eastern direction, but has a negligible
bias, and is otherwise fair in general with a combined standard
deviation of about 9.3 meters. The northern direction accuracy
is consistently good, but with a bias of nearly -3 meters, and
a combined standard deviation of 5.0 meters. The bias is not
constant, it is larger in the start than at the end, where it is
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Fig. 5. Difference between ground truth and terrain referenced navigation
(blue) in the flat area. The blue areas shows the combined one and three sigma
confidence intervals.
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Fig. 6. Difference between ground truth and terrain referenced navigation
(blue) in the wave area. The blue areas shows the combined one and three
sigma confidence intervals.

about -2 meters. In the wave area the reported mean standard
deviation of the RB-PMF is 2.0 meters in north-south and
6.0 meters in east-west. The level of the depth offset is also
consistent with the one found in the flat area. If we compensate
for atmospheric pressure, we can also make a fair comparison
with the measured tide level. The absolute pressure sensor
of HUGIN HUS shows an equivalent water level of about
15 centimeters from measurements on the ship deck of H.U.
Sverdrup II before the mission. Using this compensation, all
the RB-PMF estimates of tide are compared with the tide
measurements provided by HNLMS Luymes in Fig.7.

D. Discussion

The results of section III-B and III-C show that the RB-
PMF converges, and in general with good accuracy, in both the
flat area and the wave area. The terrain referenced navigation
solution was found to be mostly consistent with the ground
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Fig. 7. Comparison of tide measurements (red) and estimated tide from
HUGIN HUS using terrain referenced navigation (blue).

truth reference. In the wave area there are periods of lower
estimated accuracy from the RB-PMF in the eastern direction.
There is also a bias between the PB-PMF and the ground
truth in the northern direction in the same area. In both areas
the RB-PMF’s tide estimation was mostly in good agreement
with the measured tide. As expected, the algorithm converges
more often in the wave area, but most surprisingly we often
get convergence in the flat area, and the accuracy there is
overall more accurate. We have seen this happen on larger
scale features in earlier tests, such as ice berg scourings [5]
and pockmarks [4], and by picking up some terrain signals in
the outer beams of wide swath interferometers at low altitude
[22]. In [24] and [25] terrain navigation was also found to
converge on high resolution data, using data from previous
mission lines, for a mix of small and large features in the
Barents Sea. But we have never seen reports on convergence
on such a large scale on a seemingly flat seafloor.

The sand ripples in the flat part establish a unique spatial
signature, that can be measured with high resolution echo
sounders. These were only possible to use for navigation since
both HNLMS Luymes and HUGIN HUS carries such sensors,
and because of the shallow water enabling the generation of a
high resolution DTM from a surface ship as well. The periodic
increase in eastern direction in the wave area is probably due
to the wave direction of the sand dunes, as the fronts are
mostly aligned in the eastern direction, and terrain referenced
navigation gets more information in the wave propagation
direction, which is mostly north. This probably explains why
the accuracy reported by the RB-PMF is better in the eastern
direction in the flat part. The northern bias in the comparison in
the wave area may be explained by an error in the ground truth
itself. As noted the ground truth position was found through
post processing the INS data with only GPS fixes for position
update, only at the start and at the end of the dive. There
will in this case be substantial drift in the INS that can not
be completely compensated for by post processing, and the
accuracy will be best near the GPS fixes, which is what we
observe in the comparison with the RB-PMF. The residual bias
is then comparable to the accuracy of the GPS. In any case

the RB-PMF estimates was found to be overall consistent with
the ground truth.

The sand ripples are probably volatile features, so it is
questionable if this can be used for globally referenced terrain
navigation on older DTMs. However, this test shows that they
can be used in-mission, for simultaneous localization and map-
ping using terrain navigation, and with recently constructed
DTMs e.g.from earlier missions. In the wave area, it is known
that the sand dunes migrate slowly, and older DTMs should be
possible to use, at least with some adjustments to the current
algorithm, allowing for such motion.

IV. CONCLUSIONS

We have demonstrated the use of AUV terrain referenced
navigation using sand dunes and sand ripples in shallow water,
in the case of using a recently surveyed high resolution DTM
and a high resolution MBE.

The RB-PMF algorithm converged frequently in the sand
dune area, and surprisingly even though not as often, also in
the flat seafloor area, because of the sand ripples found there.
Most surprisingly, the accuracy reported by the RB-PMF was
in general better in the flat area, but this is probably due to
the AUV encountering periodically flat and featureless areas
within the sand dune wave pattern. The estimated tide from the
algorithm was found to be in agreement with the measured tide
for both areas. The estimates were found to be consistent with
the exception of only two cases of gross errors. A bias found
between the RB-PMF and the post-processed INS solution was
found to be within the expected combined performance of the
two solutions.

The findings herein shows that one should reconsider
the use of terrain referenced navigation even in the case of
seemingly flat seafloor. The introduction of high resolution
sensors have a great impact on the information that can be
perceived from any seafloor. If we can pick up that information
in both the sensor and the DTM, terrain referenced navigation
can be used out-of-the-box.

In this sense flatness is often only a matter of scale. But
the small features then used may be volatile, so at some point
we probably cannot use old DTMs for this purpose. However,
in simultaneous localization and mapping scenarios, where the
DTM is created in mission by the AUV itself, we could exploit
this.

It would be interesting to see if there is an overall perfor-
mance difference between the two areas after integrating the
RB-PMF with the INS, but this may require the construction
of a better ground truth solution, which again may be difficult
for this particular data set.
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[18] K. B. Ånonsen, O. Hallingstad, O. Hagen, and M. Mandt, “Terrain
aided AUV navigation - a comparison of the point mass filter and
terrain contour matching algorithms,” in Proceedings of the Undersea
Defence Technology Conference (UDT) Europe 2005, Amsterdam, the
Netherlands, June 2005.
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[22] O. K. Hagen, K. B. Ånonsen, and T. O. Sæbø, “Low altitude AUV ter-
rain navigation using an interferometric sidescan sonar,” in Proceedings
of the MTS/IEEE OCEANS 2011 Conference, Kona, HI, USA, 2011.

[23] K. Gade, “NavLab, a generic simulation and post-processing tool for
navigation,” European Journal of Navigation, vol. 2, no. 4, pp. 51–59,
November 2004.
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