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Summary 

NiO and ZnO are a pair of p- and n-type wide band gap metal oxide semiconductors that forms a 

partially soluble system with each other. Due to these properties, they are considered a potential 

semiconductor pair for the construction of a p-n heterojunction that remains thermodynamically 

stable under high-temperature applications. To this end, an in-depth understanding of the 

properties of the available interface arrangements, as well as of the effects of the formation of the 

mixed phases on the properties of the semiconductors is necessary. This study seeks to 

investigate these aspects by a theoretical approach, utilizing DFT to model the properties of the 

possible interfaces, as well as the behavior of the mixed phase systems at different 

concentrations of solute ions. 

The bulk properties of nickel substituted ZnO (Ni:ZnO) and zinc substituted NiO (Zn:NiO) were 

investigated utilizing a hybrid functional approach. Both systems were found to exhibit an 

increase in the VBM energy level relative to the pure materials, with maxima of 0.39 eV and 

0.26 eV, respectively. The VBM change with solute ion concentrations has been found to reach 

saturation at 3.70% and 4.69%, again respectively. The VBM shifts of Ni:ZnO and Zn:NiO are 

found to be caused by the formation of a new valence band due to localized impurity states, and 

the formation of cubic ZnO bonding states, respectively. For both mixed phase materials, a 

reduction of the band gap width is observed: The Ni:ZnO band gap is reduced by 0.3 eV, while 

the Zn:NiO band gap changes linearly with concentration throughout the experimental 

concentration range, with a band gap reduction of 0.8 eV at 31.25% zinc concentration. 

The structural, energetic and electronic properties of the NiO-ZnO interfaces formed from pairs 

of low-Miller index surfaces were investigated utilizing a GGA+U functional approach. The 

polar-polar interfaces were found to exhibit the most favorable interface formation energies, for 

either strain distribution considered. The natural band offsets were found to all form a type II 

heterojunction with valence band offset values ranging from 0.73 to 1.84 eV. The majority of the 
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considered interface arrangements exhibit considerable interface states: Conduction band 

interface states are the most prevalent, formed from nickel 3d-orbitals. The results indicate that 

the prevalence of these interface states, and the general NiO-ZnO heterojunction properties, may 

be manipulated to a considerable extent by choosing a suitable interface, and the growth 

conditions under which it is formed. 
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1. Introduction 

1.1. p-n Junction 

The formation of a p-n junction is a consequence of two different types of semiconductors, with 

holes and electrons as the dominant charge carriers respectively, forming a single system. The 

differing characteristics of the component semiconductors cause the free charge carriers of each 

side to flow towards the junction and combine, annihilating the charge carriers. Once equilibrium 

has been achieved, the charge carrier concentrations in the regions immediately adjacent the 

junction is greatly depleted, decreasing the electrical conductivity in this region by orders of 

magnitude. Upon the application of an external electrical potential, the charge carriers outside 

the depletion region will shift in response, resulting in the depletion region either being flooded 

with charge carriers, or further depleted depending on the direction of this applied potential. The 

selectivity of the response to the applied potential causes the electrical resistance across the 

junction to sharply change with the direction of the potential, only allowing electricity to flow in 

a single direction: The p-n junction rectifies flow of electrical current. 

These properties make p-n junctions a fundamental component of all modern electronics, both as 

a component, as in diodes, or as a building block for more complicated semiconductor 

components such as transistors, which include two or more p-n junctions. Depending on the 

exact construction of the junction, it may have extra properties such as light emission, utilized in 

applications such as LEDs and laser construction, or conversely light absorption, commonly 

employed for electrical generation by solar panels, or several other possibilities. 
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1.2. Thermodynamically Stable p-n Junctions 

Conventional modern p-n junctions are predominantly homojunctions constructed from doped 

silicon semiconductors. While these junctions have a wide range of usages and applications, they 

all have an inherent shortcoming to them: The p- and n-type semiconductors must be doped with 

acceptors and donors, respectively. This forms a low-entropy system where different ions occupy 

separate regions of the same system and is consequently thermodynamically unstable. Over time, 

the dopant ions will interdiffuse across the junction, blurring it as the different dopant species 

counteract each other’s effect. Eventually, the interdiffusion will proceed to the extent where the 

junction breaks down all together and loses its intended properties. This problem has no 

permanent solution, apart from slowing the decay by maintaining the junction at a low 

temperature, kinetically hindering the diffusion process. Silicon based semiconductors are thus 

unsuitable for high-temperature applications such as thermoelectric generation. 

A possible solution to this issue is the utilization of coexistent oxide p-n junctions. The basic 

idea is to utilize a pair of metal oxide semiconductors that form a partially soluble system. A p-n 

heterojunction formed in such a manner would exhibit an initial period of interdiffusion, until 

thermodynamic equilibrium concentration for the intended operational temperature is achieved. 

At this point the p-n junction would experience no sum interdiffusion and could theoretically 

remain stable and functional indefinitely.  

1.3. NiO – ZnO p-n Junctions 

A potential pair of semiconductors for such applications, is the NiO – ZnO pair, as p- and n-type 

semiconductors, respectively. Both materials are wide band gap semiconductors, with band gaps 

of 3.37 eV1 for ZnO and a range of 3.6-4.3 eV2–5 for NiO, which absorb light in the ultraviolet 

spectrum, and allow visible light to pass through. Consequently, there is great interest in the 

system for potential usages such as for the construction of transparent transistors for usage in 

see-through electronics. 
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A NiO – ZnO heterojunction system is an example of an interface where the component 

semiconductors naturally assume two dissimilar crystal structures. NiO crystallizes in a rock-salt 

structure, while ZnO will commonly adopt a wurtzite structure. The latter may also adopt a cubic 

structure, but this occurs only under specific growth conditions. Due to this difference, NiO and 

ZnO form different surface termination structures, and by extension, may form several interfaces 

with different surface combinations. Distinct such interfaces may exhibit considerably different 

properties. 

1.4. Goals and Methodologies 

NiO and ZnO are materials that have separately received considerable attention in recent years 

for their properties as transparent semiconductor materials. While the specific system of NiO – 

ZnO p-n junctions has been investigated to some extent,4,6–8 no extensive investigation of the 

various possible surfaces and interfaces has been performed. This is important, as understanding 

the structural and electronic properties of the heterojunctions is necessary for the construction of 

functional devices.  

This project aims to investigate the effects of mixing nickel ions into the ZnO structure, and vice 

versa, on the properties of these bulk materials. Further, the aim is to investigate the structural 

and electronic properties of the possible interface arrangements of the NiO – ZnO system, and to 

explore the individual differences between these. Specifically, the energetic favorability of each 

interfaces’ formation, the presence of interface states, and the band offsets are explored. Finally, 

the implications of these properties on practical p-n junctions and nanocomposites is considered. 

Density Functional Theory calculations will be utilized, primarily at the GGA+U level of theory, 

to simulate the NiO – ZnO interface junctions and calculate the electronic structure of these. The 

effect of the mixed phases on the electronic structures are investigated utilizing hybrid 

functional. 
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2. Theory 

Gathering of experimental evidence has always been a core part of science, complemented by 

theories to explain or interpret the observed results. Certain systems and properties are, however, 

either difficult or impossible to explore in an experimental environment. This shortcoming is the 

reason why in recent years, utilizing computational methods based solely on theoretical 

principles, so-called ab initio methods, have become an increasingly big part of the scientific 

discipline. Computational modelling is now considered a widely accepted methodology for 

exploring the properties, especially structural and electronic, of various systems, and is now used 

in a wide range of fields, such as material sciences, catalysis, general chemistry and numerous 

more. They may be used in conjunction with experimental evidence to explain observations, or 

to make predictions on properties new materials that have yet to be made. 

Computational modeling has a number of advantages over experimental methods. As previously 

noted, certain systems are too difficult, expensive or dangerous to perform practical experiments 

with. Computational methods thus offer a safe, cheap and relatively simple alternative approach 

to study these cases. A certain drawback of these methods is the fact that performing calculations 

may be a bit too easy and may very well be wielded as a complete black box methodology, with 

no knowledge of its actual workings. Consequently, there is a risk of committing errors, and 

having no idea they exist in your data. Understanding the principles of computational methods is 

thus just as important as for any other branch of science. 

The two basic approaches for quantum chemical modelling are wavefunction based methods 

such as Hartree-Fock and Post-Hartree-Fock methods, and Density Functional Theory. 
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2.1. Crystalline Material Modelling 

2.1.1. Periodic Boundary Conditions 

Bulk crystalline materials, or any non-amorphous material in general, are comprised of repeating 

pattern(s) that are, from an atomic scale viewpoint, effectively infinitely repeating in all 

directions. Computers cannot handle the simulation of an effectively infinite number of atoms, 

however, so instead periodic boundary conditions are utilized.  

The repeating atomic pattern of the material in question is defined by a single unit cell. This unit 

cell is infinitely replicated in three dimensions by translational images of the original unit cell, 

see Figure 2-1. These images interact with the unit cell by potential interaction, and particle 

exchange. In effect, any atom that moves out of the unit cell on one side, is reintroduced into the 

box from the opposite side. 

 

Figure 2-1 Periodic boundary conditions, represented in 2D. The opaque image in the center represents the unit cell, the 

transparent copies are the translational images. 

The validity of this method for use within a plane wave basis calculation is tied to the Bloch 

theorem, with its consequences explained in section 3.1.1. 

Within periodic boundary conditions, systems that are non-periodic along one or more axes, such 

as surfaces of a material, may still be treated. The non-periodicity is introduced in the form of 

including a vacuum layer within the unit cell, as demonstrated in Figure 2-2. This vacuum layer 

must be sufficiently wide such that the interactions between the atoms in separate images along 
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the non-periodic axis are negligible. This requirement causes difficulties for systems with sum 

electronic charge, or significant dipole moment.  

 

Figure 2-2 Representation of surfaces under periodic boundary conditions. The black rectangle represents the calculation cell, 

the structure to the right is the image. 

 

2.1.2. Reciprocal Cell and the First Brillouin Zone 

As an expansion of the unit cell, another important description of a crystalline system for 

computational purposes, is the reciprocal lattice. This lattice is the Fourier transform of the 

Bravais lattice, described by vectors 𝑏 defined by the unit cell vectors 𝑎 of the latter: 

𝒃1 = 2𝜋
𝒂2×𝒂3

𝐿3
       𝒃2 = 2𝜋

𝒂1×𝒂3

𝐿3
       𝒃3 = 2𝜋

𝒂1×𝒂2

𝐿3
    2-1 

The equivalent of the unit cell in reciprocal space is called the first Brillouin zone. The Brillouin 

zone is of central importance for computational chemistry, as it is the region of an infinitely 

repeating system the properties of which is directly sampled. This point is elaborated further in 

section 3.1.1. 

2.2. Quantum Mechanical Calculations 

2.2.1. Wavefunction-Based Methods 

The electronic and chemical properties of a given atomic system may be described by its wave 

function. Hence, solving the time-independent, non-relativistic Schrödinger equation for a many-

body system is fruitful for understanding materials on an atomic scale: 
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𝐻̂Ψ = 𝐸Ψ          2-2 

Here, 𝐻̂ represents the Hamiltonian operator, 𝐸 the total energy of the system, and 𝜓 is the total 

wavefunction of the system. The total Hamiltonian of the system may be broken down into 

individual components as follows: 

𝐻̂ = 𝑇𝑛 + 𝑇𝑒 + 𝑉𝑛𝑒 + 𝑉𝑒𝑒 + 𝑉𝑛𝑛        2-3 

These terms correspond to kinetic energy of nuclei and electrons (𝑇𝑛 and 𝑇𝑒), and potential 

energy of nuclei-electron, electron-electron and nuclei-nuclei (𝑉𝑛𝑒, 𝑉𝑒𝑒, and 𝑉𝑛𝑛) interactions, 

respectively. 

Once the wavefunction is known, solving the Schrödinger equation is relatively simple. The 

problematic part of this equation is deriving the wave function itself. The exact analytical 

solution is only known for the simplest systems, such as single-particle systems in static potential 

fields. In physical atomic and molecular systems, there are a large number of mutually 

interacting electrons and nuclei, so the form of the wavefunction must be derived by numerical 

methods, which rapidly becomes unfeasibly time- and resource demanding with growing system 

size. This difficulty is known as the many-body problem.  

Due to the complexity of obtaining a near-exact wavefunction by numerical means, a number of 

approximations are commonly used in practical quantum mechanical calculation methods. 

Among these, the Born-Oppenheimer is practically ubiquitous in quantum mechanical 

calculations. The approximation assumes the wavefunction of an atomic (molecular) system may 

be broken into separate nuclear and electronic components.1 Further, due to the large difference 

in mass between the nuclei and the electrons, the kinetic energy of the nuclei may, for a system 

where the atoms are stationary, be neglected as well.2 The total energy of the system may thus be 

expressed in terms of the electronic Schrödinger equation 

                                                 
1 The approximation also assumes that the nuclear motion is sufficiently slow relative to electronic motion that 

nuclei may be considered effectively fixed. 
2 The Born-Oppenheimer approximation commonly also includes certain other approximations, such as the adiabatic 

approximation and neglecting the diagonal correction terms. The nucleus-nucleus potential energy calculates to a 

constant, and cancels out on both sides of the equation. 
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𝐻̂𝑒𝜓(𝑟; 𝑅) = 𝐸𝑒(𝑅)𝜓(𝑟; 𝑅)        2-4 

where 𝐻̂𝑒 is the electronic Hamiltonian: 

𝐻̂𝑒 = 𝑇𝑒 + 𝑉𝑛𝑒 + 𝑉𝑒𝑒         2-5 

𝐸𝑒(𝑅) is the electronic energy and 𝜓(𝑟; 𝑅) is the electronic wavefunction. The notation means 

the wavefunction depends explicitly on the position 𝑟, and parametrically on the constant nuclei 

positions 𝑅. Intuitively, the Born-Oppenheimer approximation models an atomic (molecular) 

system with the nuclei as charged classical particles, that move on a potential energy surface 

𝐸𝑒(𝑅). Consequently, apart from special cases where the wavefunction of the nuclei is also of 

interest, only the solution to the electronic Schrödinger equation is necessary for common 

quantum chemical calculations.  

In recent years, an alternate approach from wavefunction-based methodologies of calculating the 

electronic Schrödinger equation has gained considerable popularity due to striking a good 

balance between accuracy of results with more favorable scaling of computational demands with 

system size, and is now one of the dominant methodologies for electronic structure calculations: 

Density Functional Theory (DFT) methods. 

 

2.2.2. Density Functional Theory 

The basic idea of DFT is that the energy of an electronic system may be written in terms of the 

electron probability density 𝜌. The electronic energy 𝐸, which represents the total energy of the 

electrons within the system, is considered as a functional of the electron density, henceforth 

denoted 𝐸[𝜌]. The proof of the validity of the DFT methodology lies in two theorems, known as 

the Hohenberg-Kohn theorems9, which apply to any system of electrons moving in an external 

potential (such as the potential from the nuclei of atoms). The theorems state that: 

Theorem I: The external potential, and hence the total energy, is a unique functional of the 

electron density. 
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Corollary: The ground-state density uniquely determines the potential, and thus all ground-state 

electronic properties. 

Theorem II: For a trial ground-state electron density ρ’(r) and a true ground-state electron 

density ρ(r), then E[ρ’] ≥ E[ρ], equal if only if ρ’(r)= ρ(r). 

Together, these theorems serve not just to validate the methodology, but also the applicability of 

a variational approach to finding the electron probability density. Specifically, these theorems 

allow the ground state energy of a system to be written as: 

𝐸[𝜌] = 𝑇[𝜌] + 𝑉𝑒𝑒[𝜌] + ∫ 𝜌(𝑟)𝑣(𝑟)𝑑𝑟      2-6 

where 𝑇[𝜌], 𝑉𝑒𝑒[𝜌] and ∫ 𝜌(𝑟)𝑣(𝑟)𝑑𝑟 are the kinetic energy, electron-electron interaction energy 

and electron-external potential interaction contributions, respectively. The 𝑉𝑒𝑒[𝜌] contribution 

may be separated into a classical Coulombic contribution 𝐽[𝜌], and a quantum mechanical 

contribution. 

DFT, in its basic formulation, has many advantages over conventional wavefunction based 

methods. The arguably most important property for treating large systems with a quantum 

mechanical approach, is that the approach uses a single three-dimensional function to determine 

the state of a 𝑁𝑒-electron system. To model the same system with a wavefunction approach 

requires a (minimum) 3𝑁𝑒-dimensional function with constraints to ensure it is fully 

antisymmetric. 

DFT utilizing only a three-dimensional function to describe the system is referred to as orbital-

free DFT and could be considered as an ideal case. In practical terms, however, the accuracy of 

orbital-free DFT is presently low, largely due to the lack of an accurate method of determining 

the kinetic energy of electrons, from only the electronic probability density. Hence orbital-free 

DFT is only an alternative for very large systems where no other alternative is practically 

feasible. The method employed to remedy this issue, and the reason behind the success of 

modern DFT, is the Kohn-Sham DFT model. 
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Kohn-Sham Density Functional Theory 

The idea behind the Kohn-Sham model is to utilize the fact that the operator for calculating 

kinetic energy of electrons from a wave function is known. The kinetic energy is therefore 

calculated from an auxiliary set of orbitals, which are used to represent the electron probability 

density 𝜌(𝑟), commonly referred to as Kohn-Sham orbitals. 

The Kohn-Sham method considers a reference system of 𝑁𝑒 non-interacting electrons moving in 

an external potential 𝑣𝑟𝑒𝑓(𝑟). This external potential is selected such that the reference electron 

probability density 𝜌𝑟𝑒𝑓(𝑟) is identical to the true electron density 𝜌(𝑟). For this reference 

system, the total Hamiltonian is defined as the sum of all one-electron Kohn-Sham Hamiltonians: 

ℎ𝑟𝑒𝑓 = ∑ ℎ𝑖
𝐾𝑆𝑁𝑒

𝑖=1            ℎ𝑖
𝐾𝑆 = −

ℏ2

2𝑚𝑒
∇𝑖

2 + 𝑣𝑟𝑒𝑓(𝑟)    2-7 

where ℏ is the reduced Planck constant, 𝑚𝑒 is the electron mass, and ∇𝑖
2 is the Laplacian of 

electron 𝑖. The Kohn-Sham Hamiltonians have corresponding one-electron Kohn-Sham orbitals: 

ℎ𝑖
𝐾𝑆𝜓𝑚

𝐾𝑆 = 𝜀𝑚
𝐾𝑆𝜓𝑚

𝐾𝑆        2-8 

The total energy functional for the true system may be written in terms of the reference system 

functional, plus a correction term to account for the difference between interacting and non-

interacting electrons: 

𝐸[𝜌] = 𝑇𝑟𝑒𝑓[𝜌𝑟𝑒𝑓] + 𝐽𝑟𝑒𝑓[𝜌𝑟𝑒𝑓] + ∫ 𝜌(𝑟)𝑣(𝑟)𝑑𝑟 + {𝑇[𝜌] + 𝑉𝑒𝑒[𝜌] −

(𝑇𝑟𝑒𝑓[𝜌𝑟𝑒𝑓] + 𝐽𝑟𝑒𝑓[𝜌𝑟𝑒𝑓])}      2-9 

The correction term is the exchange-correlation energy. This final equation for the total energy is 

alternatively written as: 

𝐸[𝜌] = 𝑇𝑟𝑒𝑓[𝜌] + 𝐽[𝜌] + ∫ 𝜌(𝑟)𝑣(𝑟)𝑑𝑟 + 𝐸𝑋𝐶[𝜌]    2-10 

This equation, under the constraint that the total electron probability density must remain 

constant under variation, gives the final Kohn-Sham equation, which gives the electronic energy 

of any given wavefunction:  
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{ℎ𝑒 +
𝑒2

4𝜋𝜀0
∫

𝜌(𝑟2)

|𝑟1−𝑟2|
𝑑𝑟2 + 𝑣𝑋𝐶(𝑟1)} 𝜓𝑚

𝐾𝑆(𝑟1) = 𝜀𝑚
𝐾𝑆𝜓𝑚

𝐾𝑆    2-11 

where 𝑒 is the fundamental charge, 𝜀0 is the vacuum permittivity, 𝑣𝑋𝐶(𝑟1) is the exchange-

correlation potential, and ℎ𝑒 is the one-electron Hamiltonian: 

𝑣𝑋𝐶(𝑟) =
𝛿𝐸𝑋𝐶[𝜌]

𝛿𝜌(𝑟)
             ℎ𝑒 = −

ℏ2

2𝑚𝑒
∇𝑖

2 + 𝑣(𝑟)    2-12 

The Kohn-Sham equation must be solved to find the electron probability density that minimizes 

the energy functional, which is done typically by an iterative scheme designed to extract the 

lowest energy solutions. 

The greatest unsolved problem with DFT, is the exchange-correlation functional: its analytical 

form is not known. Hence, numerous approximate functionals have been proposed. Many of 

these functionals are, with varying degree, ad hoc corrections to the energy functionals. DFT 

thus occupies a rather unique intermediate position between status both as ab initio and as a 

semiempirical method. In fact, the main source of error associated with the DFT methodology 

originates from the approximate nature of the exchange-correlation functional. 

Commonly, the exchange-correlation functional is considered as a linear combination of separate 

exchange and correlation functionals, 

𝐸𝑋𝐶
𝐿𝐷𝐴[𝜌] = 𝐸𝑋[𝜌] + 𝐸𝐶[𝜌]       2-13 

with each part derived separately. 

The most basic form of exchange-correlation functionals, are the Local Density Approximation 

(LDA) functionals, and their spin polarized equivalents, Local Spin Density Approximation 

(LSDA) functionals.10 

The general form of these functionals is written as: 

𝐸𝑋𝐶
𝐿𝐷𝐴[𝜌] = ∫ 𝜌(𝑟)𝜖𝑥𝑐(𝜌)𝑑𝑟       2-14 

Or, with spin correlation included, 
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𝐸𝑋𝐶
𝐿𝑆𝐷𝐴[𝜌𝛼 , 𝜌𝛽] = ∫ 𝜌(𝑟)𝜖𝑥𝑐(𝜌𝛼 , 𝜌𝛽)𝑑𝑟     2-15 

The 𝜖𝑥𝑐 is the exchange-correlation energy of a homogenous electron gas.  

A primitive example of an LDA functional is the Thomas-Fermi-Dirac functional, here 

simplified somewhat: 

𝐸𝑋𝐶
𝑇𝐹𝐷[𝜌] = 𝑇[𝜌] + 𝑉𝑁𝑒[𝜌] +

1

2

ℏ2

𝑚𝑒
∫

𝜌(𝑟1)𝜌(𝑟2)

|𝑟1 − 𝑟2|
𝑑𝑟1𝑑𝑟2 

+𝐶𝑒𝑥 ∫ 𝜌(𝑟)
4

3 𝑑𝑟  2-16 

The two parts of the total energy functionals that are explicitly written out are the classical 

Coulomb interaction, and the exchange contribution, respectively. The form in which the latter is 

expressed is the reason for the name Local Density Approximation: It is originally a property 

that explicitly depends on the density at more than one position yet is expressed as a function of 

a single point density. 

The methodology assumes the electron probability density may be considered as a uniform gas. 

Consequently, L(S)DA performs relatively decently on systems where this approximation is 

appropriate, such as in metals. Systems with highly localized electrons, (and consequently 

rapidly varying electron density) such as molecules or ionic species are typically badly described 

by L(S)DA functionals. The LDA class of functionals have a consistent tendency to predict 

overly strong bonding between atoms, which reflects in their tendency to underestimate bond 

lengths and lattice constants.  

A first improvement over the classical LDA functionals are functionals that take into account the 

gradient of the electron probability density, the generalized-gradient approximation (GGA) 

functionals, with a general form: 

𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌] = ∫ 𝜌(𝑟)𝜖𝑋𝐶

𝐺𝐺𝐴[𝜌(𝑟), ∇𝜌(𝑟)]𝑑𝑟     2-17 

The inclusion of the electron probability density gradient in the functional allows for the 

functional to address divergences from homogenous electron distribution. Consequently, many 
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of the cases where LDA functionals fall short, may be considerably improved by utilizing GGA 

functionals. In particular, the description of strongly correlated systems, and systems with 

occupied d- and f- orbitals, which are highly localized. 

GGA functionals generally improve most results compared to LDA functionals, but have a 

tendency to overestimate bond lengths, as opposed to LDA systematically underestimating them. 

Band gaps of semiconductors are also notoriously underestimated with GGA functionals. It is not 

uncommon for the shape of the band structure itself to be close to correct despite the band gap 

error.  

 

2.2.3. Post-DFT Methods 

Improving results beyond GGA functionals generally requires the use of relatively ad hoc post-

DFT methodologies. A first improvement beyond GGA is typically utilizing GGA+U (or more 

generally, DFT+U). 

In GGA+U, an extra Hubbard-like term is added to the potential of electrons in specified 

orbitals. There are two common variants of the “+U” formalism: The Liechtenstein11 and the 

Dudarev12 approaches. In this thesis, the Dudarev approach is used, which utilizes an effective U 

parameter: 

𝑈𝑒𝑓𝑓 = 𝑈 − 𝐽         2-18 

𝐸𝐷𝐹𝑇+𝑈 = 𝐸𝐷𝐹𝑇 + ∑
𝑈𝑒𝑓𝑓

2𝑎 𝑇𝑟(𝜌𝑎 − 𝜌𝑎𝜌𝑎)     2-19 

Here, 𝜌𝑎 is the band occupation matrix. The main difference between the two approaches is that 

the Dudarev approach ignores higher order Coulomb interactions and is therefore invariant to 

rotation. 

The choice of 𝑈𝑒𝑓𝑓 (or U and J separately) may be done in several different ways, such as fitting 

to empirical data, or utilizing parameters commonly observed in literature. A more rigorous 

methodology, however, is to determine the parameter in a self-consistent manner based on a 

piecewise linearity model.13 Utilizing an exact exchange correlation-functional, the total energy 
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of otherwise identical systems with differing fractional charges should exhibit linearity between 

integer charges, with discontinuities at the integer charges.14 In standard LDA and GGA 

functional, the observed behaviors differ from this ideal, rather exhibiting convex curves, due to 

the self-interaction errors associated with these methodologies, as shown in Figure 2-3. 

 

Figure 2-3 A figure describing the piecewise linearity model, and how various functionals and +U values diverge from the ideal 

behavior. Figure from reference 15. 

There are a variety of GGA functionals available for use, among them the PBE functional16, 

utilized in this project. It is one of the more common choices for calculations on materials. 

A next step beyond GGA functionals are typically hybrid functionals. They take advantage of the 

ability of Hartree-Fock type calculations to obtain the exact exchange energy, and mix a fraction 

of this value, as a general standard 25%, with 75% of the density functional exchange energy. 

The correlation energy is typically entirely from the density functional. Hybrid functionals may 

be described by the general functional form: 

𝐸𝑋𝐶
𝐻𝑦𝑏[𝜌] = 𝛼𝐸𝑥

𝐻𝐹 + (1 − 𝛼)𝐸𝑥
𝐷𝐹𝑇[𝜌] + 𝐸𝐶

𝐷𝐹𝑇[𝜌]    2-20 
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The hybrid functional utilized in this project is a hybrid extension of the PBE functional, PBE0.17 

The general structure of the basic functional is the same as the previous equation, with a standard 

fraction of 25% exact exchange: 

𝐸𝑋𝐶
𝑃𝐵𝐸0[𝜌] = 0.25𝐸𝑥

𝐻𝐹 + 0.75𝐸𝑥
𝑃𝐵𝐸[𝜌] + 𝐸𝐶

𝑃𝐵𝐸[𝜌]    2-21 

2.3. Defect Chemistry 

As previously mentioned in in section 2.1 above, a perfect crystalline material consists of a 

periodically repeating pattern of atoms or ions. For a perfect crystal, this repeating pattern 

contains no flaws, discontinuities or impurities, at a temperature of 0K. Any divergence from this 

repeating pattern is termed a defect within the structure. In practical materials, a perfect crystal 

structure is impossible to achieve, so some degree of defects is always present. Defects may have 

extensive influences on the properties of the materials, so accounting for their presence is 

necessary within the scope of material sciences. 

Defect may be classified as either 0-, 1-, 2- or 3-dimensional, depending on how they extend in 

space. 0-dimensional defects, also called point defects, comprise flaws in the crystal structure 

localized to a single point, such as vacancies interstitial atoms and single atom impurities. 1-

dimensional defects include dislocations like displacements along a single direction in the 

structure; 2-dimensional defects include grain boundaries, interfaces and surfaces; and 3-

dimensional defects are flaws like precipitation of a different phase, within the primary material.  

 

2.3.1. Kröger-Vink Notation 

Within defect chemistry, the defect species themselves are treated as chemical species, with 

chemical equations and concentrations that vary with conditions. The most commonly utilized 

notation to represent these defects and their concentrations, is the Kröger-Vink notation.18  

Within the Kröger-Vink notation, defect species are assigned a symbol of the general form 

𝑆𝑠𝑖𝑡𝑒
𝑐ℎ𝑎𝑟𝑔𝑒

. 𝑆 represents the chemical species under consideration. The 𝑠𝑖𝑡𝑒 subscript describes, in a 
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perfect crystal, what should be present at the current site of 𝑆. Finally, the charge superscript 

represents the formal charge of species 𝑆, while it is situated at 𝑠𝑖𝑡𝑒. 𝑆 does not have to be an 

atomic species but may also represent defect species, such as vacancies. Within the consideration 

of a metal oxide species MO, metal and oxygen ions situated at their appropriate lattice sites are 

denoted 𝑀𝑀
𝑥  and 𝑂𝑂

𝑥, respectively. Metal- and oxygen ion vacancies, for instance, are denoted 𝑣𝑀
′′  

and 𝑣𝑂
••, where ′ and ∗ represent formal negative and positive charges, respectively. 

The relevant species for the NiO and ZnO systems are described in Table 2-1: 

Table 2-1 Kröger-Vink notation for relevant species of the NiO-ZnO system. 

Species Kröger-Vink notation 

Nickel vacancy 𝑣𝑁𝑖
′′  

Zinc vacancy 𝑣𝑍𝑛
′′  

Oxygen vacancy 𝑣𝑂
•• 

Electron 𝑒′ 

Electron hole ℎ∗ 

Lithium substituted nickel ion 𝐿𝑖𝑁𝑖
′  

Aluminum substituted zinc ion 𝐴𝑙𝑍𝑛
•  

 

2.3.2. Intrinsic Defects in NiO and ZnO 

NiO and ZnO are p- and n-type semiconductors, respectively. These characteristics are closely 

tied to certain defect reactions being more prevalent within the intrinsic material, as governed by 

thermodynamics. 

For NiO, being an intrinsic p-type semiconductor, the dominant free charge carrier is electron 

holes. Charge carriers form within an intrinsic material as a consequence of the need to maintain 

electronic neutrality within the material upon the formation of a charged defect. Consequently, it 

may be expected that the dominant intrinsic defect of NiO are nickel ion vacancies, which may 

form by the reaction with oxygen: 

1

2
𝑂2(𝑔) = 𝑣𝑁𝑖

′′ + 𝑂𝑂
𝑥 + 2ℎ•       2-22 
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From this reaction, it is expected that the concentration of both nickel vacancies and electron 

holes will vary with the external oxygen partial pressure 𝑝𝑂2. Nickel vacancies may form by 

other processes, such as evaporation of nickel ions from the NiO lattice: 

𝑁𝑖𝑁𝑖
𝑥 = 𝑣𝑁𝑖

′′ + 2ℎ• + 𝑁𝑖(𝑔)       2-23 

This process would predominantly occur under higher temperature conditions, but the chemical 

activity of both nickel and oxygen in the surroundings of the NiO material, will affect the charge 

carrier concentration. The dissociation of nickel ions from the bulk would not necessarily be 

compensated by the formation of electron holes, however. The dissociation may also occur 

accompanied by an oxygen ion; where an oxygen vacancy compensates the charge instead.  

𝑁𝑖𝑁𝑖
𝑥 + 𝑂𝑂

𝑥 = 𝑣𝑁𝑖
′′ + 𝑣𝑂

•• + 𝑁𝑖𝑂(𝑔)      2-24 

This reaction would have no effect on the electronic charge carrier concentration, however. 

The intrinsic conductivity of NiO is too low for the pure material to be of practical use. Hence, to 

increase the hole concentration, NiO may be doped with lower valent lithium, which forms the 

species 𝐿𝑖𝑁𝑖
′  within the NiO material. As this species has a negative formal charge, the defect 

must be compensated, either by the formation of a positively charged defect, or the consumption 

of a negatively charged one. The doping reaction process may thus occur by one of two 

processes: 

𝐿𝑖2𝑂 +
1

2
𝑂2(𝑔) = 2𝐿𝑖𝑁𝑖

′ + 2ℎ• + 2𝑂𝑂
𝑥      2-25 

𝐿𝑖2𝑂 + 𝑣𝑁𝑖
′′ = 2𝐿𝑖𝑁𝑖

′ + 𝑂𝑂
𝑥        2-26 

The first equation shows that both the solubility of lithium in the NiO structure, as well as the 

extent of electron hole formation, increases with 𝑝𝑂2. The latter of the two processes is 

unfavorable for the production of p-type semiconductors, as it does not produce electron holes; 

under the doping process of NiO, controlling the environment to obtain the first reaction is 

preferable. 
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ZnO is intrinsically an n-type semiconductor, with, conversely to NiO, electrons as the dominant 

charge carriers. The origin of the intrinsic n-type conductivity of ZnO is still a debated matter in 

literature, so the dominant process is not known, but charge carrier electrons within ZnO may 

form by several defect reactions. Either by intrinsic reactions, such as the formation of oxygen 

vacancies or zinc interstitials, or by extrinsic reactions such as hydrogen doping. Zinc interstitials 

and oxygen vacancies may form by metal excess and oxygen deficiency reactions, respectively: 

𝑍𝑛𝑍𝑛
𝑥 + 𝑂𝑂

𝑥 + 𝑣𝑖
𝑥 = 𝑍𝑛𝑖

•• + 2𝑒′ +
1

2
𝑂2(𝑔)     2-27 

𝑂𝑂
𝑥 = 𝑣𝑂

•• + 2𝑒′ +
1

2
𝑂(𝑔)       2-28 

Differently to the p-type NiO, the intrinsic charge carrier concentration of ZnO would be reduced 

at high 𝑝𝑂2. Alternatively, at high temperatures, the metal excess may arise from gaseous metal 

in the surroundings: 

𝑍𝑛(𝑔) + 𝑣𝑖
𝑥 = 𝑍𝑛𝑖

•• + 2𝑒′       2-29 

Extrinsically, n-type behavior may occur by hydrogen doping under reducing conditions by the 

reaction 

𝐻2(𝑔) + 2𝑂𝑂
𝑥 = 2(𝑂𝐻)𝑂

• + 2𝑒′      2-30 

The behavior of hydrogen as a donor in ZnO is a relatively unique behavior, as hydrogen usually 

acts as an amphoteric dopant, counteracting the dominant conductivity of a semiconductor. In 

ZnO, however, it will always assume a positively charged arrangement, and act as a donor. 

Evidence exists to suggest the significance of a different hydrogen defect species in the 

unintentional n-type doping of ZnO (see section 4.2), the 𝐻𝑂
•  species. While the exact reaction is 

not known, the possibilities include 

𝐻2(𝑔) + 2𝑍𝑛(𝑔) = 2𝐻𝑂
• + 2𝑍𝑛𝑍𝑛

𝑥 + 2𝑒′     2-31 

1

2
𝐻2(𝑔) + 𝑂𝑂

𝑥 = 𝐻𝑂
• + 𝑒′ +

1

2
𝑂2(𝑔)      2-32 
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ZnO is doped to increase the electron concentration for practical applications, with the higher 

valent aluminum to act as an electron donor, forming the 𝐴𝑙𝑍𝑛
∗  species: 

𝐴𝑙2𝑂3 = 2𝐴𝑙𝑍𝑛
• + 𝑣𝑍𝑛

′′ + 3𝑂𝑜
𝑥       2-33 

𝐴𝑙2𝑂3 = 2𝐴𝑙𝑍𝑛
• + 2𝑒′ + 2𝑂𝑂

𝑥 +
1

2
𝑂2(𝑔)     2-34 

Similarly to the intrinsic free electron formation process, the doping process of ZnO would 

preferentially proceed the favorable doping reaction in the presence of lower 𝑝𝑂2. 

Within the partially soluble system of NiO-ZnO, the mixed phase systems will exhibit high 

concentrations of the 𝑁𝑖𝑍𝑛
𝑥  and 𝑍𝑛𝑁𝑖

𝑥  species. Nominally, these will have little to no effect on the 

respective systems as defects. Results in section 5.2.1 would appear to disagree, however. 

2.4. p-n Junctions 

In electronics, there are two types of semiconductors; p- and n- type. These two types of 

semiconductors naturally have, at temperatures above 0 K, an equilibrium excess of positive and 

negative charge carriers, respectively. p-n junctions are formed when these two types of 

semiconductors are brought together to form a single system.  

The majority of p-n junctions utilized in modern electronics are doped silicon semiconductors, 

being examples of homojunctions: the p- and n- type materials have equivalent band gap and 

intrinsic band level but differing Fermi levels due to the presence of the dopants, as shown in 

Figure 2-4. 

 

Figure 2-4 Diagram of band edges in p-n homojunction prior to equilibration of fermi levels. The red lines represent the 

respective Fermi levels of the p- and n-doped semiconductors on their respective sides. 
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Upon formation, this static junction is unstable, with two differing energy levels within the same 

system. To obtain a thermodynamic equilibrium, the Fermi levels of both semiconductors must 

be equalized with one another. When the junction is first formed, a very steep concentration 

gradient of charge carriers is formed at the interface. Consequently, the charge carriers will tend 

to diffuse across the junction and into the opposite semiconductor where the opposite charge 

carrier is dominant, and combine, neutralizing both charges. This process continues until an 

equilibrium is reached between the rate of charge carrier diffusion, and charge carrier drift in the 

opposite direction. At this point, a charged depletion zone with low charge carrier concentration 

has formed around the interface of the two semiconductors. This charged region contains an 

excess of depleted acceptor- and donor- defects of the p- and n- type semiconductors, 

respectively, as shown in Figure 2-5. 

 

Figure 2-5 Diagram of a p-n junction at thermodynamic equilibrium. The regions labeled as neutral have equal concentration of 

charge carriers and dopant ions while the space charge region has an excess of depleted acceptors and donors, in the negative 

and positive regions, respectively. 

For investigating the properties of a p-n junction, the two main laws of electromagnetic theory 

are Gauss’s law, which relates the first derivative, or divergence, of an electric field to the charge 

density: 

∇ℰ(𝑥, 𝑦, 𝑧) =
𝜌(𝑥,𝑦,𝑧)

𝜀
        2-35 

and Poisson’s equation, which relates the second derivative, or Laplacian, of the electric 

potential to the same: 
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∇2𝜑(𝑥, 𝑦, 𝑧) = −
𝜌(𝑥,𝑦,𝑧)

𝜀
        2-36 

where 𝜀 is the permittivity. The assumption that the junction extends effectively infinitely along 

the plane parallel to the junction, so that there are no surface effects, reduces the problem to one 

dimension, perpendicular to the junction. The simplified form of Poisson’s equation for this case 

is 

d2𝜑

𝑑𝑥2
= −

𝜌

𝜀𝑠𝑒𝑚𝑖
= −

𝑞

𝜀𝑠𝑒𝑚𝑖
(𝑝 − 𝑛 + 𝑁𝑑 − 𝑁𝑎)     2-37 

where 𝑁𝑑,𝑎 are the concentrations of electron donors and acceptors, 𝑝 and 𝑛 are the hole and 

electron densities, both respectively, 𝜀𝑠𝑒𝑚𝑖 is the semiconductor dielectric constant, and 𝑞 is the 

charge of the carrier under consideration. 

Solving this equation may be simplified by invoking the full depletion approximation. Within the 

scope of this approximation, the depletion region is considered fully absent of free charge 

carriers (see Figure 2-6), with a discontinuous transition into the effectively charge neutral 

regions: 

𝜌 ≅ {
𝑞(𝑁𝑑 − 𝑁𝑎)

0
0

       

−𝑥𝑝 < 𝑥 < 𝑥𝑛

𝑥𝑛 < 𝑥
𝑥 < −𝑥𝑝

      2-38 

where 𝑥𝑝 and 𝑥𝑛 are the p- and n-type depletion region widths, respectively. 

 

Figure 2-6 Diagrams demonstrating the full depletion approximation. From left to right, the diagrams outline the charge density, 

electric field, and potential field. The p- and n-type behavior is on the left and right of each diagram. 

Under the full depletion approximation, the total charge of the depletion region, and thus the 

maximum electric field is a linear function of the region’s width: 
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ℰ𝑚𝑎𝑥 = −
𝑞𝑁𝑑𝑥𝑛

𝜀𝑠
= −

𝑞𝑁𝑎𝑥𝑎

𝜀𝑠
       2-39 

From this equation the junction potential, or more usefully, the total junction potential 𝜙𝐼,ℎ𝑜𝑚𝑜 

(for a homojunction) with an applied potential 𝑉𝑎 may be written as: 

𝜙𝐼,ℎ𝑜𝑚𝑜 − 𝑉𝑎 = −
ℰ𝑚𝑎𝑥(𝑥𝑛+𝑥𝑝)

2
       2-40 

Under the constraint that the total charge on both sides of the junction must be of equal 

magnitude and opposite sign to one another, the respective widths of the depletion layers are 

obtained from using Gauss’s law to obtain an expression for the electric field across the junction, 

as well as the effect of an applied voltage: 

 

𝑥𝑝 = √
2𝜀𝑠𝑒𝑚𝑖

𝑞

𝑁𝑑

𝑁𝑎

1

𝑁𝑎+𝑁𝑑
(𝜙𝐼,ℎ𝑜𝑚𝑜 − 𝑉𝑎)     2-41 

𝑥𝑛 = √
2𝜀𝑠𝑒𝑚𝑖

𝑞

𝑁𝑎

𝑁𝑑

1

𝑁𝑎+𝑁𝑑
(𝜙𝐼,ℎ𝑜𝑚𝑜 − 𝑉𝑎)     2-42 

 

The shape of the physical depletion region is gradual at the edges, but for many purposes, the full 

depletion approximation is sufficient, provided the depletion region is not too thin. As can be 

seen from the form of this equation, the width of the depletion layer varies with the applied 

potential: If the direction of the applied potential is opposite the internal potential, the depletion 

region shrinks. 

The formation of the depletion region and its corresponding space charge affects the level of the 

energy bands that electrons and holes are permitted to occupy in the vicinity of the interface, 

causing them to shift. When the depletion region has reached equilibrium, the Fermi levels of 

both materials are the same, and the band edges have shifted accordingly, as shown in Figure 

2-7. 
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Figure 2-7 Band bending upon achieving thermodynamic equilibrium between the p- and n-doped semiconductors. xp and xm 

correspond to the edges of the p- and n-type depletion regions, respectively, and 0 corresponds to the space charge transition 

point between p- and n-type. 𝑞𝜙 represents the extent of the shift. 

These shifts in the band energy levels represents a barrier to carrier transport across the junction, 

called the built-in potential. For a homojunction, the built-in potential is equal to the difference 

between the Fermi level of the p- and n- sides, divided by the electronic charge. Alternatively, it 

may be expressed in terms of donor and acceptor concentration, 

𝜙𝐼,ℎ𝑜𝑚𝑜 =
𝑘𝑇

𝑞
ln (

𝑁𝑑𝑁𝑎

𝑛𝑖
2 )        2-43 

where 𝑛𝑖
2 is the intrinsic carrier concentration. Due to the built-in potential, the dominant charge 

carriers on either side cannot cross the junction freely, an external potential must be applied for 

this to occur at any appreciable rate. Depending on the direction of this potential, the band 

bending, and consequently the charge carrier transport behavior, responds in different manners. 

If a negative potential is applied to the p-type and a positive potential is applied to the n-type, the 

junction is under reverse-bias. In this state, the bending that occurred during the thermodynamic 

equilibration of the junction is further exaggerated, widening the depletion region, and 

decreasing the charge carrier flux across the junction. The total band bending, that is, the 

displacement of the valence and conduction bands relative to one another across the junction, is 

equal to: 

Δ𝐸𝐶,𝑉 = 𝑞(𝜙𝐼,ℎ𝑜𝑚𝑜 − 𝑉𝑎)       2-44 
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Figure 2-8 Band bending diagram of doped homojunction under reverse bias. p- and n-doped behavior to the left and right, 

respectively. xp and xm correspond to the edges of the p- and n-type depletion regions, respectively, and 0 corresponds to the 

space charge transition point between p- and n-type. 𝑞(𝜙 − 𝑉𝑎) represents the extent of the shift under applied bias. 

If the potential is reversed relative to the previous case, the junction is forward biased. In this 

case, the band bending from the thermodynamic equilibration is counteracted, and the band 

levels of the two semiconductors are brought back towards the same energy. When the forward 

bias external potential is equal to the internal potential of the junction, a flat band structure where 

there is no band level energy difference (ideally) between the p- and n- sides. In this state, charge 

carriers may move freely (with respect to potential) across the junction. 

 

Figure 2-9 Band bending diagram of doped homojunction under forwards bias. p- and n-doped behavior to the left and right, 

respectively. xp and xm correspond to the edges of the p- and n-type depletion regions, respectively, and 0 corresponds to the 

space charge transition point between p- and n-type. 𝑞(𝜙 − 𝑉𝑎) represents the extent of the shift under applied bias. 𝑞𝑉𝑎 is the 

difference between the fermi levels. 

 

2.4.1. Fermi Levels of Approximate and Practical Semiconductors 

Constructing the band bending diagrams for the various interfaces requires the determination of 

the Fermi levels of the practical materials. The two scenarios of both undoped and doped 

semiconductors will be considered. In the former case, the intrinsic Fermi level is utilized. 
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The intrinsic Fermi level of a material is usually near the middle of the band gap. However, to 

determine the band bending, both for doped or undoped materials, the exact level must be 

known. 

The intrinsic Fermi level of a material may be determined from the band edge energy levels and 

the effective density of states. For non-degenerate semiconductors, where the following 

expression applies, 

𝐸𝑉𝐵𝑀 + 3𝑘𝑇 ≤ 𝐸𝐹 ≤  𝐸𝐶𝐵𝑀 − 3𝑘𝑇      2-45 

the intrinsic Fermi level may be determined from the following formula: 

𝐸𝑖 =
𝐸𝐶𝐵𝑀+𝐸𝑉𝐵𝑀

2
+

3

4
𝑘𝑇𝑙𝑛 (

𝑚ℎ
∗

𝑚𝑛
∗ )       2-46 

The values 𝑚𝑛,ℎ
∗  are the effective electron and hole masses within the material, and may be 

determined from the band structure of the material according to the equations: 

𝑣𝑛,𝑝(𝑘) =
1

ℏ

𝜕𝜀

𝜕𝑘
         2-47 

𝑚𝑛,𝑝
∗ = (

1

ℏ2

𝜕2𝜀

𝜕𝑘2)
−1

|
𝑎𝑡 𝑘=0

       2-48 

The first equation relates the curvature of the band structure with group velocities of the 

electrons and holes for the conduction and valence bands, respectively, while the second 

equation relates the effective mass of the carrier with the second derivative of the band structure 

at the band gap transition point. 

Effective masses of charge carriers are utilized for several purposes. The primary interest in this 

thesis is the density of states effective mass, however the conductive effective mass is also 

useful. The total effective masses are calculated utilizing separate forms of averages. The density 

of states effective mass is obtained from the geometric mean of separate effective masses, by the 

equation 

𝑚𝐷𝑂𝑆
∗ = (𝑔2 ∏ 𝑚𝑖

∗𝑁
𝑖 )

1

𝑁         2-49 
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where 𝑔 is a degeneracy factor equal to the number of equivalent band edge extrema within the 

Brillouin zone, 𝑚𝑖
∗ is the 𝑖th non-equivalent effective mass, and 𝑁 is the total number of effective 

masses of the band gap transition point. The conductive effective mass is primarily useful as it is 

commonly used in literature to report experimental values and serves as a convenient means of 

comparison. The conductive effective mass is calculated by a harmonic mean, by the equation 

𝑚𝑐𝑜𝑛𝑑
∗ = 𝑁 (∑

1

𝑚𝑖
∗

𝑁
𝑖 )

−1

         2-50 

with the same symbols as equation 𝑚𝐷𝑂𝑆
∗ = (𝑔2 ∏ 𝑚𝑖

∗𝑁
𝑖 )

1

𝑁        

 2-49. 

For doped semiconductors, the Fermi levels of doped semiconductors at thermodynamic 

equilibrium are obtained from the intrinsic Fermi level by the equations: 

𝐸𝐹 = 𝐸𝑖 + 𝑘𝑇 ln
𝑛𝑜,𝑝0

𝑛𝑖
        2-51 

for n- and p-type semiconductors, respectively, where 𝑛𝑖 is the intrinsic carrier concentration 

𝑛𝑖 = √𝑁𝑐𝑁𝑣𝑒−
𝐸𝑔

2𝑘𝑇         2-52 

𝑁𝑐 and 𝑁𝑣 are the effective density of states in the conduction and valence bands, respectively: 

𝑁𝑐,𝑣 = 2 (
2𝜋𝑚𝑒,ℎ

∗ 𝑘𝑇

ℎ2 )

3

2
        2-53 

𝑛𝑜 , 𝑝0 are the carrier densities at thermal equilibrium. If the concentration of one dopant 

dominates in concentration over the other, the carrier density may be expressed as:  

𝑛0 = −
𝑁∗+𝑁𝑎

2
+ √

(𝑁∗+𝑁𝑎)2

4
+ 𝑁∗(𝑁𝑑 − 𝑁𝑎)     2-54 

𝑁∗ =
𝑁𝑐

2
𝑒

(
𝐸𝑑−𝐸𝑐

𝑘𝑇
)
         2-55 

where 𝐸𝑑 is the donor energy. An equivalent expression applies for hole concentration. 
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While the previous equations assumed non-degenerate semiconductors, transparent doped 

semiconductors such as ZnO, are very commonly degenerate. In a degenerate system, the Fermi 

level lies within 3𝑘𝑇 of the band edges. Degenerate systems complicate matters, as the 

approximations necessary for analytically obtained Fermi level values fail to provide an accurate 

description, and numerical methodologies must be employed to obtain an accurate result.  

An alternative to the numerical solution methodology, is to use the Joyce-Dixon approximation 

for degenerate semiconductors:19 

𝐸𝐹−𝐸𝑐

𝑘𝑇
≅ ln

𝑛0

𝑁𝑐
+

1

√8

𝑛0

𝑁𝑐
− (

3

16
−

√3

9
) (

𝑛0

𝑁𝑐
)

2
+ ⋯    2-56 

 

2.4.2. Heterojunctions, and How They Differ 

In the previous section, the most commonly utilized homojunctions were utilized to demonstrate 

the basic properties of p-n junctions. Homojunctions are formed of two differently doped 

sections of the same material: In this case, the band levels are initially equal, but the Fermi levels 

differ due to the presence of the dopants, which causes the band levels to shift. Heterojunctions, 

however, are the resulting interface from two different crystalline materials, with intrinsically 

different band levels and Fermi energies. These two junction types follow the same basic 

principle with respect to band bending, but there are also some behaviors unique to 

heterojunctions. 

Heterojunctions may form different arrangements of band alignment structures based on what 

materials they are constructed from, classified into three different categories based on the relative 

locations of the valence- and conduction band edges: Type I, II and III. A graphical description is 

given in Figure 2-10. 

 

Figure 2-10 Schematic representation of possible band gap arrangements for heterojunctions, types I, II and III in order from left 

to right. 
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In heterojunctions, the differing band alignments cause the built-in potential, and consequently 

the band bending, of the junction to act in a somewhat different manner from homojunctions 

upon formation. As a convention to be utilized through this thesis, the band offset ∆𝐸𝑐 is positive 

for 𝐸𝑐,𝑛 > 𝐸𝑐,𝑝, and the band offset ∆𝐸𝑣 is positive for 𝐸𝑣,𝑛 < 𝐸𝑣,𝑝. The built-in potential for a 

doped heterojunction is then described by the equations: 

𝜙𝐼,ℎ𝑒𝑡𝑒𝑟𝑜 = 𝜙𝐼,𝑝 + 𝜙𝐼,𝑛       2-57 

𝑞𝜙𝐼,ℎ𝑒𝑡𝑒𝑟𝑜 =
Δ𝐸𝐶−Δ𝐸𝑉

2
+ 𝑘𝑇 ln (

𝑁𝑑𝑁𝑎

𝑛𝑖,𝑛𝑛𝑖,𝑝
) +

𝑘𝑇

2
ln (

𝑁𝑣,𝑛𝑁𝑐,𝑝

𝑁𝑐,𝑛𝑁𝑣,𝑝
)  2-58 

The equation for calculating the width of the depletion region mostly follows the same principles 

as for a homojunction. However, unlike in a homojunction, each material has a different 

dielectric constant, and responds differently to an electric field. Thus, the shape of the depletion 

region depends on the relative dielectric constants of the p- and n- type materials: 

𝑥𝑝 = √
2𝜖𝑠,𝑝𝜖𝑠,𝑛

𝑞

𝑁𝑑

𝑁𝑎

(𝜙𝐼−𝑉𝑎)

(𝑁𝑎𝜀𝑠,𝑝+𝑁𝑑𝜀𝑠,𝑛)
       2-59 

𝑥𝑛 = √
2𝜖𝑠,𝑝𝜖𝑠,𝑛

𝑞

𝑁𝑎

𝑁𝑑

(𝜙𝐼−𝑉𝑎)

(𝑁𝑎𝜀𝑠,𝑝+𝑁𝑑𝜀𝑠,𝑛)
       2-60 

A unique trait of heterojunctions that is not found in homojunctions is that, due to the band level 

mismatch, discontinuities in the band bending may occur, shown in Figure 2-11. If the depletion 

region of the junction is narrow, these discontinuities may form potential wells for charge 

carriers, forming a localized quantized system with corresponding charge carrier transition 

levels. In a physical system, this requires a sharp junction without defect states, and is not 

achievable in practice for many combinations of materials.  
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Figure 2-11 Diagram of discontinuous band bending in heterojunction band structure, in a type II staggered gap. The 

discontinuity is in this case in the VB structure, which could potentially form a hole potential well. Discontinuities may 

equivalently form in the CB structure as well. 

Due to the different potential levels of the p- and n-type band edges, heterojunctions exhibit 

separate potential barriers for electrons and holes across the junction. These potentials are also 

separate from the built-in potential. There are two possible scenarios, producing different barrier 

heights. The barriers are demonstrated in Figure 2-12: 

 

Figure 2-12 Diagram describing the origin of electron and hole barriers of a heterojunction. Left image: Small conduction band 

offset. Right image: Large conduction band offset. n-type semiconductor to the left, p-type semiconductor to the right in both 

images. Figures from reference.20 

For the scenario described by the left image, with the spike at the interface lower than Ec2, in a 

system where the Fermi levels of the materials are equalized, the barrier heights for electrons and 

holes are equal to the conduction- and valence band offsets (CBO and VBO), respectively. In the 

scenario described by the right image, the spike at the interface of the interface is at a higher 

energy than Ec2. In this case, the electron barrier is decided by the band bending in the material 

producing the left-side band gap. 

These barriers act similarly to Schottky barriers, and charge carriers may flow past them by two 

different mechanisms; either by thermionic emission, or by diffusion current. In the case with the 
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smaller spike (left image), the diffusion current dominates. In this case, both the electron and 

hole currents are independent of the ∆𝐸𝑐 value, and rather depends on the 𝜙𝐵𝑛/𝑝 values. In the 

case shown in the right image, the rate is determined by the thermionic emission current, which 

is directly dependent on the ∆𝐸𝑐 value, along with the built-in potential. The dependence of the 

electron current on the barrier in the latter case is given as 

𝐼𝑛 ~ 𝑒−
𝑞𝜙𝐵𝑛

𝑘𝑇            2-61 

and equivalently for holes. In this case, applied forward bias only reduces the barrier height by 

the extent the n-type semiconductor is shifted in energy. Consequently, the increase in current 

with voltage is lower compared to the junctions where diffusion current dominates. 

2.5. Diodes and Transport Properties 

Diodes are an integral part of all modern electronics, but differently constructed p-n junctions 

display different characteristics and behavior. This behavior is explained by the Shockley diode 

equation for an ideal diode:21–23 

𝐼 = 𝐼0 [(
𝑒(𝑉−𝐼𝑅𝑠)

𝜂𝑖𝑑𝑘𝑇
) − 1]        2-62 

In this equation, 𝐼 is the current across the diode, 𝐼0 is the reverse saturation current, 𝑒 is the 

elementary charge, 𝑉 is the voltage across the diode, and 𝜂𝑖𝑑 is an ideality factor. Most of these 

properties are either fundamental constants, or variables that are adjusted in an experimental 

setting. The parameter of primary interest to a theoretical analysis is the reverse saturation 

current: 

𝐼0 = 𝑒𝐴𝑛𝑖
2 (

1

𝑁𝑑
√

𝐷𝑝

𝜏𝑝
+

1

𝑁𝑎
√

𝐷𝑛

𝜏𝑛
)       2-63 
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In this equation, 𝐴 is the cross-sectional area, 𝐷𝑝,𝑛 are hole and electron diffusion coefficients, 

respectively, 𝑁𝑑,𝑎 are dopant and acceptor concentrations at n- and p- side, respectively, and 𝜏 

are charge carrier lifetimes. 

The components of the ideal diode equation cannot be directly calculated from DFT, so it must 

be decomposed and reformulated in terms of parameters that are available, given in Table 2-2: 

Table 2-2 Components of the ideal diode equation and their definitions. 

Charge Carrier 

Diffusion Coefficient 

𝐷𝑛,𝑝 𝜇𝑛,𝑝𝑘𝐵𝑇

𝑒
 

𝜇 is the charge carrier mobility 

𝑒 is the elementary charge 

Series Resistance 𝑅𝑠 1

𝑒(𝑛𝜇𝑛 + 𝑝𝜇𝑝)
 

𝑛 and 𝑝 are the charge carrier 

concentrations. 

 

The difficulty lies with the calculation of the transport properties of the carriers within the 

materials: the carrier mobilities. These values depend explicitly on temperature, so for a 

methodology that only calculates absolute zero properties, significant extra steps must be 

implemented to account for the vibrational properties of the materials. 

The Shockley diode equation, being an ideal model, neglects the effects of physical defects in the 

diode under consideration. While this makes a good model for describing common 

homojunctions, that may be produced with extremely low defect concentrations and similarly 

near perfect junction, in a heterojunction between two differing crystal structures the ideal 

assumptions break down. In particular, for a heterojunction, properties at the interface and the 

immediate adjacent regions, may have considerable effects. Surface recombination of charge 

carriers is one process that might be expected to show considerable effects. The recombination 

rate per area for the interface is described by the equation21: 

𝑈𝑆𝑅 =
𝑝𝑛−𝑛𝑖

2

𝑝+𝑛+2𝑛𝑖 cosh(
𝐸𝑖−𝐸𝑠𝑡

𝑘𝑇
)

𝑁𝑠𝑡𝑣𝑡ℎ      2-64 

where 𝐸𝑠𝑡 is the surface trap energy, 𝑁𝑠𝑡 the surface trap density in a two-dimensional interface, 

and 𝑣𝑡ℎ the thermal velocity, equal to the mean free path divided by collision time. The 

recombination rate represents essentially lost efficiency for purposes of photoelectric generation, 
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but also an increase in the junction recombination – generation current, by the Shockley-Hall-

Read process. It is essentially the same process as the interface recombination rate, facilitated by 

traps, but extends into the depletion regions of both semiconductors. The equation describing the 

rate is nearly equivalent to 𝑈𝑆𝑅, except the trap density is three-dimensional, and the total rate is 

dependent on the cross-sectional area parallel to the interface. The generated current is described 

as: 

𝐽𝑆𝐻𝑅 = 𝜎𝑞 ∫ 𝑈𝑆𝐻𝑅
𝑥𝑛

−𝑥𝑝
 𝑑𝑥        2-65 

where 𝜎 is the cross sectional area and q is the charge of the charge carrier under consideration. 

Strictly, this applies only for a single trap energy, so the integral should also be over trap 

energies from the valence to the conduction band. 

2.6. Wulff Construction 

When crystals are allowed to grow freely in space, they tend to assume structures characteristic 

of the material they are composed of. Prediction of the equilibrium structure for a given material 

is done using the principles of Wulff construction.  

Wulff construction is a method for determining the equilibrium shape of a crystal or other shape 

of fixed volume within a separate phase, based on energy minimization. The methodology 

assumes that a crystal will assume the structure which minimizes the surface free energy, defined 

by the quantity  

Δ𝐺𝑖 = ∑ 𝛾𝑗𝑂𝑗𝑗           2-66 

where Δ𝐺𝑖 is the difference in free energy between a crystal and the equivalent configuration of 

particles within a bulk material, 𝛾𝑗 is the surface free energy of surface 𝑗, and 𝑂𝑗 is the 

corresponding area of this surface. 
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In order to minimize the quantity of equation 2-66, a condition must be fulfilled, namely that for 

a given crystal a vector ℎ𝑗 , normal to surface 𝑗, representing the length from the center of the 

crystal to the surface will be proportional to the surface free energy, described by the equation 

ℎ𝑗 = 𝜆𝛾𝑗            2-67 

where 𝜆 is a proportionality constant. Equations 2-66 and 2-67 together constitutes the Gibbs-

Wulff theorem.24 

The Wulff construction methodology only accounts for the surfaces of the crystal, while 

neglecting the edges and corners that arise at the transitions between these. The justification for 

the neglect, is that these energies are higher-order, and do not affect the thermodynamics. 

Further, the proofs of the Gibbs-Wulff theorem only apply at zero kelvin, so divergence from the 

equilibrium structure in real systems is to be expected. 
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3. Methodology 

3.1. Implementation 

This project uses the Vienna Ab initio Simulation Package (VASP)25–27 to perform all DFT 

calculations. VASP is a program for calculating atomic scale electronic structure from first 

principles, or ab initio. The program is specialized for handling materials, or more generally 

systems with systematically repeating structures. 

 

3.1.1. Planewave Basis Set 

In this project, a plane wave basis set is utilized. Plane waves do not utilize atom centered basis 

functions that target electronic orbitals like conventional basis sets but are rather aimed at the 

entire system. The computational load thus scales with n3, where n is the number of orbitals in 

the system.28 

The idea behind plane waves is that, as a system expands into infinity, the originally discrete 

molecular orbitals combine into bands. These bands may be described by plane waves, of the 

form: 

𝜒𝑘(𝑟) = 𝑒𝑖𝑘𝑟         3-1 

The value 𝑘 is a wave vector, which may be interpreted as a position in reciprocal space. 

The usefulness of utilizing a plane wave basis is based in Bloch’s theorem, which shows that the 

wavefunction 𝜙𝑛 of a band 𝑛 for a periodic system may be written as the product of a plane 

wave- and a periodic part: 
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𝜓𝑛,𝑘(𝑟) = 𝑒𝑖𝑘𝑟𝜑𝑛(𝑟)        3-2 

The periodic part matches the periodicity of the unit cell lattice. The complete wave function of 

the system may thus be written as an infinite sum of plane waves: 

𝜓𝑛,𝑘(𝑟) = ∑ 𝑐𝑛,(𝑘+𝐺)𝑒𝑖(𝑘+𝐺)𝑟
𝐺        3-3 

The values 𝑐𝑛,(𝑘+𝐺) are the plane wave coefficients, and 𝐺 are components of the infinite set of 

reciprocal lattice vectors that fulfill the requirement, 

𝐺 ∗ 𝑅 = 2𝜋𝑚         3-4 

where 𝑅 is one of the unit cell lattice vectors and 𝑚 is a positive integer. 

Plane wave basis sets would like all other basis sets, for a complete description of the system, 

require an infinite number of basis functions. In practice, the plane wave basis set is truncated 

according to the kinetic energy of the plane waves: 

𝐸𝑐𝑢𝑡 ≥
1

2
|𝑘 + 𝐺|2         3-5 

The 𝑘-points of a system are also infinite in theory, but in practice the wave function varies little 

between k-points so long as their spacing in reciprocal space is small enough. Thus, only a 

suitable mesh of sample k-points are used in practice, and the number may be reduced utilizing 

the space group symmetry of the Bravais lattice. In practice, the number of such k-points must be 

increased until the calculated energy, or other property one is interested in, converges within a 

set limit with respect to the total number of k-points within the Brillouin zone. 

 

3.1.2. Pseudopotentials 

A plane wave basis has many advantages, but utilizing a basis set that is not centered on the 

individual atoms gives rise to a problem: There is no good way to properly describe the 

discontinuous cusp of electron density that occurs at the position of the nuclei with only a 

planewave basis, without increasing the number of planewaves to an excessively large number. 
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Also, for large atoms, it is for most purposes a reasonable approximation that there is no need to 

explicitly model the largely chemically inactive core electrons. Consequently, pseudopotentials 

are utilized to model these core electrons, and to smear the electronic charge of the nucleus and 

core electrons, reducing the necessary number of planewaves in a simulation. There are several 

models of pseudopotentials, but the type utilized in this project, the Projector Augmented Wave 

(PAW) method, is somewhat unique. Despite being considered a pseudopotential method, PAW 

formally retains all core electrons: The valence electrons are described by a plane wave basis, 

plus a core region contribution. The core contribution is expanded as the difference between the 

electron density of a calculation with all electrons for the isolated atom, and a set of nodeless 

pseudo-orbital, which allows the core contribution to adjust. 

For the particulars of VASP pseudopotentials, see the following references.29,30 

 

3.1.3. Supercell Approach 

While pure, flawless materials may be modelled from solely the unit cell, altered systems usually 

cannot. When working with mixed phase systems, or any system differing from a perfect system, 

one would usually investigate these at certain percentage concentrations, in which case using a 

unit cell would often not allow. Furthermore, as the Bloch theorem does not apply if the 

periodicity of the system is lost, a supercell must be used. 

A supercell is constructed from the unit cell by using two or more unit cells, and defining this 

new, larger structure as the new repeating unit under periodic boundary conditions. When a 

deviation from the pure material is introduced into the supercell, this defect is similarly repeated 

infinitely in periodic space. As the periodicity of the system is thus conserved, the Bloch theorem 

may be utilized. However, while the defect in question may be included into the system in this 

way, its concentration within the supercell defines its concentration throughout the system. 

Hence, to obtain particularly low concentrations of a defect, the size of the supercell rapidly 

grows to an unfeasible level, setting a limit to what concentrations may be considered.  

For this project, the supercell approach is also necessary to correctly represent the magnetic 

structure of NiO for certain surfaces. The conventional rock salt structure NiO unit cell does not 
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allow for the antiferromagnetic arrangement of magnetic moments in NiO to be correctly 

represented. 

 

3.1.4. Surfaces 

Expanding upon the supercell approach, modelling surfaces with a plane wave basis requires a 

supercell with a vacuum region imbedded along at least one or more axes. This vacuum layer 

must be sufficiently wide the interactions between the periodically repeating slabs are negligible. 

For nonpolar, electrically neutral slabs, this is not problematic. However, if the surface has a 

dipole moment, the system takes on the form of an infinitely repeating pattern of spaced out 

plates with electric fields between them, effectively creating a capacitor system. Dipole effects 

are thus corrected by adding a linear correction to the system, with a method akin to what is 

described in the reference.31 

3.2. Calculations 

3.2.1. Surface Energy Calculation 

When a slab of a material is relaxed while exposed to a vacuum, the outermost layers of this slab 

will relax in a different manner from within bulk material in order to stabilize with respect to the 

new environment. However, the presence of a vacuum-surface interface is necessarily less 

favorable and is accompanied by an increase in the energy of the system. This increase in energy 

is called the surface energy of the exposed surface, and is calculated as: 

𝐸𝑠𝑢𝑟𝑓 =
𝐸𝑠𝑙𝑎𝑏−𝐸𝑏𝑢𝑙𝑘

2𝐴
=

𝐸𝑠𝑙𝑎𝑏−𝑁∗𝐸𝑢𝑛𝑖𝑡

2𝐴
      3-6 

The bulk energy is defined as the average energy per atom in the bulk unit cell, multiplied by the 

number of atoms in the surface slab. The 𝐴 term represents the area of the surface and is 

multiplied by two to account for the fact that two surfaces are always coupled together, one on 

either side of the slab. 
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For nonpolar surfaces, this coupling of surfaces is not an issue, as the same surface can be 

arranged on both sides of the slab. For polar surfaces, however, two different surfaces, one cation 

terminated, and one anion terminated surface are coupled together. In this case, the average of 

the two distinct surface energies is considered as the surface energy. 

 

3.2.2. Band Alignment 

When performing calculations on unit cells of materials, there is no way to determine the energy 

level with respect to a vacuum, and the energy levels resulting from a DFT calculation are placed 

relative to a rather arbitrary zero point for the energy. To determine the absolute scale energy 

levels, the energy level within the material must be determined relative to a vacuum. In practice, 

this is done by modelling a slab in a vacuum and determining the local potential throughout the 

slab. A planar average; That is, an average over the xy-plane of the slab to obtain a one-

dimensional average of the local potential with the z-axis (or any other combination of axes), is 

calculated for the calculation cell. The planar average may be formally described by the formula 

𝑉̅(𝑧) =
1

𝑆
∫ 𝑉(𝑥, 𝑦, 𝑧)𝑑𝑥𝑑𝑦

 

𝑆
       3-7 

where 𝑉̅ is the planar average, 𝑉 is the property of interest, and 𝑆 is the area of the cross section 

xy-plane. 

The local potential planar average is rescaled such that the vacuum region corresponds with an 

energy level of zero, before the average of the local potential within the slab is determined. The 

average potential level within the slab is determined from a macroscopic averaging technique. 

The macroscopic averaging technique serves to remove the oscillation of the local potential with 

the atomic positions. By defining a filter function 𝑤𝑎: 

𝑤𝑎(𝑧) =
1

𝑎
Θ (

𝑎

2
− |𝑧|)        3-8 

where Θ(z) is the Heaviside step function, the macroscopic average may be expressed as 
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𝑉(𝑧) = 𝑤𝑎(𝑧 − 𝑧′)𝑉̅(𝑧′)𝑑𝑧′ =
1

𝑎
∫ 𝑉̅(𝑧′)𝑑𝑧′

𝑧+
𝑎

2

𝑧−
𝑎

2

    3-9 

where 𝑎 is a period parameter, equal to the distance between separate planes of the surface slab 

along the 𝑧 axis, and 𝑧 functions a center point value of the z coordinate. 

This definition of the planar average only works for surfaces, where only a single period 

parameter works for the entire system. Is a second phase introduced into the same calculation 

cell, with its separate lattice parameter and structure, a second one dimensional averaging must 

be performed with a corresponding period parameter 𝑎′. Alternatively, rather than performing a 

second averaging, the averaging process may instead use an alternate filter function of two 

period parameters: 

𝑤(𝑧) = ∫ 𝑤𝑎(𝑧 − 𝑧′)𝑤𝑎′(𝑧′) 𝑑𝑧′      3-10 

in which case the macroscopic average is  

𝑉(𝑧) = ∫ 𝑤(𝑧 − 𝑧′)𝑉̅(𝑧′) 𝑑𝑧′       3-11 

For determining the average value for an isolated surface, the macroscopic average potential at 

the coordinate corresponding to the center of the surface slab is selected. 

The determined average energy level is set as the zero energy level with respect to all band 

levels. The position of the band edges themselves, relative to the determined zero level are 

determined from a unit cell bulk calculation, and may thus be described by: 

𝐸𝑉𝐵𝑀/𝐶𝐵𝑀 = 𝐸𝐿𝑜𝑐𝑎𝑙,𝑠𝑙𝑎𝑏 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 + 𝐸𝑏𝑢𝑙𝑘,𝑉𝐵𝑀/𝐶𝐵𝑀     3-12 

In the heterojunction interface structures, a similar approach is employed, with one difference: A 

fitted trendline of the macroscopic average plots of both the slabs are extrapolated towards the 

center point of the interface. The value of the trendline at the point which it intersects the center 

of the interface, is set as the local potential of the slab for the interface. See Figure 3-1 for an 

example. From this determination, the offset of the VBM levels is calculated by the following 

formula:32 
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∆𝑉𝐵𝑀ℎ𝑒𝑡𝑒𝑟𝑜 = ∆𝑉𝐵𝑀𝑏𝑢𝑙𝑘 + ∆𝐸𝐿𝑜𝑐𝑎𝑙,𝑠𝑙𝑎𝑏 𝑎𝑣𝑒𝑟𝑎𝑔𝑒     3-13 

where the ∆𝑉𝐵𝑀𝑏𝑢𝑙𝑘 parameter is the difference between the valence band edges relative to the 

local potential in bulk calculations, and the ∆𝐸𝐿𝑜𝑐𝑎𝑙,𝑠𝑙𝑎𝑏 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 term is the difference between 

the macroscopic averages of the local potential in the interface. Hence, the first term may be 

considered a bulk term, and the second an interface interaction term. 

For non-polar interfaces, the determination of ∆𝐸𝐿𝑜𝑐𝑎𝑙,𝑠𝑙𝑎𝑏 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 is straight forwards. For polar 

interfaces, the macroscopic average potential constantly shifts through the surface slabs, 

rendering the value at the center of the slabs an extensive property of the surface slab width. The 

tangent of the macroscopic average potential at the center of the surface slabs are thus 

extrapolated to the center of the interface gap, and the resulting values at the interface point is 

utilized to calculate ∆𝐸𝐿𝑜𝑐𝑎𝑙,𝑠𝑙𝑎𝑏 𝑎𝑣𝑒𝑟𝑎𝑔𝑒.33 

 

Figure 3-1 Local potential plot of the 〈100〉-〈1010〉 interface- The blue line is the planar average potential; the horizontal 

orange line is the macroscopic average. The vertical line is the center point of the interface gap, and the green lines are the 

tangents of the macroscopic average at the center of the component slabs, extrapolated to the center of the interface. 

There is one issue with this approach, however. The desired VBM offset, for many purposes, is 

not that of the strained surface, but rather the strain free junction. To obtain this value, a 

correction must be implemented for appropriate treatment of the offset, with the resulting 

equation:34 



41 

 

∆𝑉𝐵𝑀ℎ𝑒𝑡𝑒𝑟𝑜
𝑠𝑡𝑟𝑎𝑖𝑛 𝑓𝑟𝑒𝑒

= (∆𝐸𝑉𝐵𝑀−𝑅𝑒𝑓
𝐴 − ∆𝐸𝑉𝑎𝑐−𝑅𝑒𝑓

𝐴 + ∆𝐸𝑉𝑎𝑐−𝑅𝑒𝑓,𝑋
𝐴 ) + ∆𝐸𝑅𝑒𝑓,𝑋

𝐴−𝐵 −

(∆𝐸𝑉𝐵𝑀−𝑅𝑒𝑓
𝐵 − ∆𝐸𝑉𝑎𝑐−𝑅𝑒𝑓

𝐵 + ∆𝐸𝑉𝑎𝑐−𝑅𝑒𝑓,𝑋
𝐵 )   3-14 

In this equation, the ∆𝐸𝑉𝐵𝑀−𝑅𝑒𝑓
𝐴 is the difference between the VBM level and the reference level 

for material A obtained by bulk calculation, ∆𝐸𝑉𝑎𝑐−𝑅𝑒𝑓
𝐴  is the difference between the reference 

level at the bulk-like center of the A slab and the vacuum level, in a surface where phase A is 

strain free, and ∆𝐸𝑉𝑎𝑐−𝑅𝑒𝑓,𝑋
𝐴  is the difference between the reference level at the bulk-like center 

of the A slab and the vacuum level, under the strain conditions of the interface X. Equivalent 

terms apply for phase B. The ∆𝐸𝑅𝑒𝑓,𝑋
𝐴−𝐵  term is the difference between the reference potentials of 

the A and B phases within the interface. 

The conduction band offset values are calculated by adding the experimental band gaps, 3.37 eV 

and 3.70 eV for ZnO and NiO, respectively, and calculating the difference according to the 

formula 

Δ𝐶𝐵𝑀 = (𝑉𝐵𝑀𝑍𝑛𝑂 + 𝐸𝑔,𝑍𝑛𝑂) − (𝑉𝐵𝑀𝑁𝑖𝑂 + 𝐸𝑔,𝑁𝑖𝑂)    3-15 

 

3.2.3. Mixed Phase Band Edge Level 

The relative band edge energies between the pure and mixed phase materials are calculated by 

aligning the average 1s orbital energies of the host material cation between the systems, 

according to the formula 

∆𝑉𝐵𝑀𝑚𝑖𝑥 = ∆𝐸𝑐𝑜𝑟𝑒 + 𝑉𝐵𝑀𝑐𝑜𝑛𝑐 − 𝑉𝐵𝑀𝑝𝑢𝑟𝑒     3-16 

where ∆𝐸𝑐𝑜𝑟𝑒 is the difference in core levels ∆𝐸1𝑠,ℎ𝑜𝑠𝑡,𝑝𝑢𝑟𝑒 − ∆𝐸1𝑠,ℎ𝑜𝑠𝑡,𝑚𝑖𝑥, and 𝑉𝐵𝑀𝑐𝑜𝑛𝑐/𝑝𝑢𝑟𝑒 

are the 𝑉𝐵𝑀 levels of the mixed and pure phase materials relative to the core states, respectively. 

The core levels of the mixed phase materials are determined from the average value across all 

host cations in the system. 
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It should be noted that this is not an exact method, but rather a commonly employed 

approximation. An exact methodology would require forming a single supercell from multiple 

supercells with different concentrations and calculating the relative 𝑉𝐵𝑀 values within the same 

system. 

 

3.2.4. Charge Carrier Transport 

The charge carrier effective masses are calculated from the following equation: 

𝑚𝑛,𝑝
∗ = (

1

ℏ2

𝜕2𝜀

𝜕𝑘2)
−1

|
𝑎𝑡 𝑘=0

        3-17 

The symmetry point that gives the lowest effective mass (sharpest curvature) is utilized for the 

calculation (designated k=0), which is commonly the transition points of the band gap: the VBM 

and CBM symmetry locations. The effective mass is calculated by preparing a high k-point 

density band structure at and between the relevant symmetry points of 1000 k-points per 

symmetry line and fitting a sixth order polynomial to the relevant energy bands. The fitting is 

required to achieve at least an R2 coefficient of 0.9999 in the immediate vicinity of the k=0 point 

to be considered adequate. The second derivative of the band curvature is analytically derived 

from the fitted polynomial.  

In the case of anisotropic effective masses, the fitting process is performed for each degenerate 

band, on different regions of the band around the k=0 point. The separate polynomial fittings for 

the anisotropic charge carrier masses are then treated identically to the isotropic equivalents. 

The overall density of states effective mass is calculated utilizing a geometric mean, described 

by the equation 

𝑚𝐷𝑂𝑆
∗ = (𝑔2 ∏ 𝑚𝑖

∗𝐿
𝑖 )

1

𝐿        3-18 

where 𝑔 is a degeneracy factor equal to the number of equivalent band edge extrema within the 

Brillouin zone, 𝑚𝑖
∗ is the 𝑖th non-equivalent effective mass, and 𝐿 is the total number of effective 

masses of the band gap transition point. 
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3.2.5. Interface Energy Calculation 

The calculation of the energy change that occurs with the formation of an interface is performed 

in a similar manner. In addition to the interface relaxation, two slabs with the same structure and 

applied strain as each slab in the interface is relaxed in a vacuum instead, and the total energy 

difference is utilized: 

𝐸𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒 =
𝐸𝑠𝑙𝑎𝑏,1,2−(𝐸𝑠𝑙𝑎𝑏,1+𝐸𝑠𝑙𝑎𝑏,2)

𝐴
      3-19 

In this case, as there is only a single interface between the slabs, the area is only included once. 

 

3.2.6. Spatially Resolved DOS 

In the interfaces and surfaces under consideration, the density of states is not consistent 

throughout the surface and interface structures, but rather varies considerably, depending on the 

environment. To show this behavior, pseudo-spatially resolved DOS graphs are utilized. 

They are constructed is the following fashion: 

1. The unit cell is divided into a suitable number of sections along the vacuum axis. 

2. Atoms that fall into the same section are considered as a single part of the spatially 

resolved DOS. 

a. The atom resolved partial DOS of each atom that falls within a certain section are 

summed up, the total partial DOS sum is considered as the spatially resolved DOS 

for that section 

3. The magnitude of the resulting sum DOS is rescaled with a cutoff density. Any state with 

a density above this value are set to the cutoff value. 

a. The cutoff density varies as necessary to represent surface and interface states as 

clearly as possible. 

4. The resulting total DOS of each section is plotted as a surface plot, with relative position 

along the z-axis, energy level, and state density along the x-, y-, and z-axes, respectively. 

The plot orientation is standardly aligned such that the xy-plane forms a 2D plot, 
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representing density by the surface color scale, but may be tilted if this does not provide a 

good image of the available states. 

a. The zero-energy level corresponds to the VASP calculation zero level and may be 

considered relatively arbitrary, but close to the VBM of the total system. The 

dipoles of most interfaces shift the energy to an extent that aligning the Fermi 

level properly cannot be done properly along a 1D axis. 

For interfaces, the process is modified for the sectioning of step 1 to occur out from the interface 

center coordinate, to avoid the same sections including atoms from both constituent surfaces of 

the interface. 

As an example of a spatially resolved DOS, se Figure 3-2: 

 

Figure 3-2 Spatially resolved DOS of the NiO 〈100〉 surface, calculated by PBE+U functional. 

The z-axis position value represents the position of the ions providing the DOS states, as well as 

the point along the structure parallel to the vacuum axis. The extrema values, in this case 1 and 6, 

correspond to the surface edges. Each z-axis integer value may be considered to correspond to an 

individual ab-plane layer of ions. 

The colors of the structures correspond with the density of states at the ionic layer of the 

structure, and energy level (in units eV) determined by the x and y axis of the 2D surface, 

respectively. The dark blue regions correspond to regions where no energy states are available, 

typically the band gap. The yellow regions correspond to energy levels where the density of 

states exceeds the cutoff threshold. Intermediate colors correspond to shallower states. 
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The bulk, and deep band states, seen at energy level -1 and down, are not of currently of interest 

but tend to exhibit very dense states, and have been truncated to a maximum value, appearing as 

continuous states in this diagram. 

The key features in this spatial DOS structure lie at z-axis position 1 and 6, at energy level 2-3: 

The density is observed to considerably increase in these regions, indicating the formation of 

surface states at the CBM level. Rather than the density at the surfaces, the change in density 

towards the surfaces from the center of the slabs is the key indicator of surface states. 

This example shows a non-polar surface, polar surfaces exhibit continuous change in VBM and 

CBM along the z-axis position. Interfaces have the corresponding interface transition along the 

z-axis noted in the image caption.  

 

3.2.7. Induced Interface Electron Density 

The change in charge distribution with the formation of the interface is calculated by the 

following formula: 

Δ𝜌𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒 = 𝜌𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒 − 𝜌𝑁𝑖𝑂 𝑆𝑙𝑎𝑏 − 𝜌𝑍𝑛𝑂 𝑆𝑙𝑎𝑏    3-20 

where the three terms are the total electron distribution of the interface structure 𝜌𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒, the 

total electron distribution of the relaxed NiO slab of the interface 𝜌𝑁𝑖𝑂 𝑆𝑙𝑎𝑏, with its electron 

distribution calculated separately in the absence of the ZnO slab, and equivalently for the ZnO 

slab for 𝜌𝑍𝑛𝑂 𝑆𝑙𝑎𝑏. The Δ𝜌𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒 charge distribution is then averaged along the ab-planes, to 

give a planar average of the induced charge density. 

 

3.2.8. Bader Analysis 

Bader analysis utilizes the Bader charge analysis program, see references.35–38  
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3.3. Calculation Settings, Convergence and Calculation Procedures 

The calculations are set to have convergence parameters with respect to energy of 1E-6 electron 

volts per electronic calculation iteration, the cutoff force on any particle in the system must be 

less than 0.02 eV/Å for the structure to be considered converged. All structures, except unit cell 

bulk calculations, were relaxed using the GGA+U functional. Hybrid PBE0 calculations were 

used only in a one-shot fashion on already relaxed structures. 

 

3.3.1. Bulk and Interface Settings 

Calculation Algorithm 

If possible, the tetrahedron method with Blöch corrections (ISMEAR=-5) is utilized for final 

ionic relaxation and total energy calculation. If not, due to system size, a Gaussian smearing 

(ISMEAR = 0) of the partial occupancies is used instead, with a smearing width of 0.01 eV 

(SIGMA = 0.01).  

The unit cell calculations utilize the smallest unit cell for both NiO and ZnO of four atoms. 

 

GGA-PBE+U 

The +U values utilized within the GGA+U functional are 5.3 eV on the d-orbitals of nickel, and 

4.7 eV on the d-orbitals of zinc. This project utilizes the GGA functional of Perdew-Burke 

Ernzerhof, employing the Dudarev approach of utilizing an effective U parameter. 

 

Planewave cutoff 

The plane wave cutoff was determined using the convergence of formation energies of NiO and 

ZnO, defined as: 

𝐸𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 = 𝐸𝑏𝑢𝑙𝑘 − ∑ 𝑁𝑛 ∗ 𝜇𝑛
𝑆
𝑛       3-21 
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Where 𝑆 is the atomic species in the material, 𝑁𝑛 is the number of atoms of species 𝑛, and 𝜇𝑛 is 

the chemical potential of species 𝑛. 

The chemical potential of the individual species is calculated as the total unit cell energy, divided 

by the number of atoms in the cell: 

𝜇𝑁𝑖 =
𝐸𝑁𝑖,𝑏𝑢𝑙𝑘

𝑁𝑁𝑖
         3-22 

This is equivalent for all atomic species utilized: 

𝜇𝑍𝑛 =
𝐸𝑍𝑛,𝑏𝑢𝑙𝑘

𝑁𝑍𝑛
         3-23 

𝜇𝑂 =
𝐸𝑂,𝑏𝑢𝑙𝑘

𝑁𝑂
          3-24 

The convergence cutoff requirement for the formation energy was  

∆𝐸𝑟𝑒𝑙

∆𝐸𝑐𝑢𝑡𝑜𝑓𝑓
≥

1 𝑚𝑒𝑉

50 𝑒𝑉
         3-25 

All calculations utilized a plane wave cutoff energy of 500 eV.  

The k-points used a gamma-centered mesh for both NiO and ZnO, as both would be used within 

the same system for the interfaces. ZnO and NiO bulk energy for a minimal unit cell converged 

within 1 meV with meshes of 5x5x3 and 7x7x7, respectively. All supercell k-point meshes used 

the same density as a reference point. All interface and surface calculations use the density of the 

NiO bulk calculation, however only a single k point along the vacuum axis. GGA+U DOS 

calculations uses a mesh twice along all axes except the vacuum axis, which still uses a single k 

point. 

 

PBE0 

With the PBE0 hybrid functional, the NiO unit cell energy converges with a 4x4x4 gamma 

centered mesh, and the ZnO unit cell converges with a 5x5x3 mesh. 
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All hybrid calculations on supercells, mixed phases, surfaces and interfaces use a gamma point 

only mesh. This is a choice made due to hardware restrictions and is likely to introduce some 

error. 

For all structures where both NiO and ZnO are present, the exact exchange fraction is set to the 

standard value of 25%. For each material separately, however, good agreement for the respective 

band gaps of the structures is obtained with fractions of 18.5% and 27.5%, respectively. 

 

Surface Slabs 

Within the scope of this project, only low Miller index surfaces of NiO and ZnO are considered. 

Hence, three surfaces of the NiO crystal structure, 〈100〉, 〈110〉 and 〈111〉, and four surfaces of 

the ZnO crystal structure, 〈0001〉, 〈000
1

2
〉 〈101̅0〉 and 〈112̅1〉 are included in this investigation. 

The number of unit layers necessary for the surface energy to converge with respect to thickness 

are given in Table 3-1.  

Table 3-1 Surface slab layer number: The required width of the slabs for energetic convergence with respect to thickness. 

NiO Number of layers Number of Atoms 

〈100〉 6 96 

〈110〉 6 48 

〈111〉 6 48 

ZnO Number of layers  

〈000
1

2
〉 

12 24 

〈0001〉 12 24 

〈101̅0〉 4 16 

〈112̅1〉 6 24 

 

The 〈0001〉 and 〈000
1

2
〉 surfaces are both c-axis polar terminations of the wurtzite structure, but 

rather than the termination ion, the terminology is here meant to refer to each of the two different 

termination ion arrangements: 〈0001〉 represents the relatively stable, physically observed polar 

termination, while 〈000
1

2
〉 represents a much less stable, alternate termination. 
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All surface structures, as well as interface structures, have a vacuum layer of at least 20Å and 

have dipole corrections to both energy and electronic structure applied along the vacuum axis. 

For surface slabs within the interface structures that exhibited instability towards the vacuum 

surface, ionic relaxation is restricted in the ab-plane, allowing movement along the c-axis to 

allow the slab- and interface width to correctly adjust. The surfaces in question all exhibited 

relaxation only along the c-axis when relaxed in vacuum, so the interference with the interface 

structures is minor. 

 

Interface Construction 

Forming an optimal interface between two materials is a rather complex procedure. Even when 

simplified to the optimization of two static structures, the process is an optimization problem in a 

four-dimensional phase space: Three dimensions of relative space optimization, corresponding to 

relative movement along the x, y and z axes, as well as one relative rotational dimension in the 

ab-plane. Furthermore, complete optimization of any one of these parameters is a complex task 

in itself, so a simplified approach is assumed here. 

Optimization of the relative rotations of the slabs is particularly complicated by the requirements 

of the surface calculation cell: Both structures must be fitted within the unit cell, lining up 

exactly with the cell walls. For any cell containing two or more mismatched structures like in a 

heterojunction, this almost always requires at least one of the surfaces to be strained into an 

appropriate fit. Either that, or the cell must be extended by adding further surface cells in the ab-

plane. Both these options are problematic as the former would add the effects of changing strain 

to the calculated energies, while the latter would result in unfeasibly large supercells for certain 

rotation. Hence, in this project, only the relative displacements along the x, y and z axes are 

considered. 

The energetically optimal interfaces were constructed through a multi-step process, to account 

for the instability of the magnetic structure of NiO. For images describing steps 3 and 4, see 

Figure 3-3. 
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1. The slab structures were constructed using the lattice parameters from prior calculations 

on the bulk material. The convergence of the surface energy with respect to slab 

thickness was within a cutoff of 1 meV per layer, or double layer depending on the 

surface. 

a. Spin polarized calculations were used in this step. 

b. One ZnO surface slab, the polar 〈000
1

2
〉 surface, was excepted from this 

requirement, and instead considered converged due to the surface energy 

convergence having entered a constant cyclic behavior with respect to slab 

thickness. The lowest slab thickness with that followed this trend was selected for 

further calculations. 

2. The initial interface structures were constructed in two sets, one with all strain placed on 

the ZnO slab, and one with all strain on the NiO slab. Two sets of interfaces were created 

from each of these: One with relaxed atomic positions, and one where the atomic 

positions were kept static. In the latter case, step 6 was not performed. 

a. A balance was struck between structure size and total strain within the system. 

3. The respective surface slabs were first placed at fixed points along the c-axis of the 

interface unit cell. This distance was chosen to be slightly larger than the bond length of 

either material to avoid steric repulsion dominating the energy calculation. Structures 

forming a 4x4 grid of relative positions of the two slabs along the ab-plane perpendicular 

to the surfaces were created, and the energy of these structures without relaxation of 

atomic positions was calculated.  

a. The energy determination of the grid points utilized non-spin polarized 

calculations. 

b. The grid positions were all unique with respect to the repeating pattern of the 

crystalline materials, as the process of minimizing the strain on the structures of 

the surfaces required multiple unit cells in the ab-plane of one or more of the 

slabs. The selected grid positions did not account for symmetrically (and hence 

energetically) identical relative positions, however, as these were complex to 

distinguish beforehand with the strained and angled surface slab structures. 
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4. The most energetically favorable relative positions of the previous step were selected. 

While fixing the relative positions of the slabs in the ab-plane, the relative positions of 

the surface slabs were varied along the c-axis. The resulting energies were plotted, and 

the structures corresponding to the energetic minima positions were selected. 

a. The energy determination utilized non-spin polarized calculations. 

b. Before the next step, for interface structures that required it, the structures were 

expanded in the ab-plane to accommodate the magnetic structure of NiO. 

5. A second optimization step was performed on the selected interfaces of the previous step: 

The atoms within the system were restrained such that they could only relax along the c-

axis, and the structures were relaxed under these conditions. 

a. The structure relaxation utilized spin polarized calculations. 

b. The interface distance between the surfaces after the relaxation was retrieved, and 

the initial static structures were manually adjusted to have the same interface 

distance. 

6. A complete ionic relaxation was performed on the resulting structures of the previous 

step, to obtain the final relaxed structures. 

a. The energy determination utilized non-spin polarized calculations. 

b. At this step, the interface of certain surfaces collapsed, indicating the interfaces 

were either energetically unfavorable, or unstable under the strain conditions and 

were hence removed from further calculations. 

For the polar surfaces with two possible interface termination arrangements each, both are 

included as separate interfaces, with exception for the polar-polar interfaces. In this case, only 

the oppositely charged termination ion pairs are considered. 
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Figure 3-3 Left image: Step 3. Optimization of the relative ab-plane arrangement of the surfaces. The NiO structure is kept fixed, 

while the ZnO structure is aligned to different arrangements along the plane described by the black arrows. The arrangement 

with the lowest electronic energy is selected as the best interface position. Right image: Step 4. Optimization of the relative c-axis 

arrangement of the surfaces. The surface positions are varied along the direction of the black arrow, and the electronic energies 

of the arrangements are compared. The positions that give the lowest energy is selected as the best interface. 

 

Mixed Phase Calculations 

The calculations on the mixed phase systems utilize supercells of size 216 and 256 atoms formed 

from 3x3x6 and 4x4x2 supercells for the Ni:ZnO and Zn:NiO systems, both respectively. The 

NiO unit cell is not the one utilized for most bulk calculations in this study, but rather the space 

group 225 representation, comprised of eight atoms. It requires supercells of even dimensions to 

correctly represent the magnetic structure of NiO. 

The ionic relaxation utilizes the PBE functional with the same energy cutoff as all other 

calculations, and the k-point density of NiO, scaled for the supercell size. Due to the similar 

ionic sizes of the Ni2+ and Zn2+ species, the mixed phases are assumed to be fully substitutional. 

The solute phase ions substitute the solvent phase ions entirely at random; however higher 

concentration supercells retain the swapped ions from the lower concentration calculations in the 

same lattice sites. 

Electronic calculations are performed using the PBE0 functional.  
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4. Review of Relevant Literature 

4.1. Nickel Oxide 

Nickel has been claimed to form three different oxides: NiO, NiO2 and Ni2O3
39. In this case, the 

oxide of interest is the most well characterized of them, NiO. 

Nickel oxide is a p-type wide band gap semiconductor with a direct band gap of 3.6 to 4.3 eV2–5, 

depending on the literature consulted, and method of measurement. It is notable that single 

crystal measurements have reported band gaps located both at and near either extreme of this 

range. This band gap corresponds to an absorption of ultraviolet light and up, without interfering 

with light at visible wavelength. Stoichiometric nickel oxide is, despite this, a distinct green 

color, which are attributed to low oscillator strength d-d transitions40. NiO may contain non-

stoichiometry in the form of cation vacancies compensated by electron holes. Highly non-

stoichiometric NiO has a black appearance. 

NiO assumes a rock-salt structure, where every ion is octahedrally coordinated with six 

oppositely charged ions. The structure has space group 𝐹𝑚3̅𝑚, and a structure parameter 

a=4.177 Å41. This representation is somewhat simplified, however, as NiO has a number of 

factors playing in on the detailed structure. In particular, the highly ordered magnetic structure 

nickel oxide assumes as a ground state, causes a slight rhombohedral distortion, equivalent to a 

contraction of 4*10^-3 Å along one of the <111>  axes, per unit cell, at 9°C.42 The effect is 

attributed to magnetostrictive effects43. Consequently, ground state NiO actually has a  

rhombohedral structure, with a cube angle of 90.1° at 0K43. The fully cubic structure has been 

determined to be completely assumed at a temperature of 433K, with the actual transition 

probably taking place in the region of 373-433K.42 
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Figure 4-1 Structure of NiO. Nickel ions are represented by light gray spheres, oxygen by red spheres. The relative sizes of the 

spheres are arbitrary with respect to the specific system; The oxygen -2 ions have a greater ionic radius than the nickel 2+. 

NiO is an anti-ferromagnetic material. In its ground state, neutron diffraction experiments 

determine the electron spins are arranged in parallel along the 111 planes.44,45 The magnetic 

ordering does, however, not seem to have a significant effect on the valence band structure of the 

material.46 

 

Figure 4-2 Antiferromagnetic structure of NiO. The black and red spheres represent nickel and oxygen, respectively. The green 

arrows represent spin alignment. Figure from reference 47. 

NiO has three low-miller index surfaces:〈100〉, 〈110〉 and 〈111〉. 〈100〉 is the surface that is the 

most commonly studied, likely due to being the most stable surface, and may be prepared either 

by thin film growth or cleavage of single crystal. The surface displays distinct (100) terraces, 

separated by monoatomic steps. The steps mainly run along the [010] axis.48 The 〈111〉 surface 
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would, in an ideal case, consist of only a single layer of oxygen or nitrogen ions, but this is 

relatively unstable, hence the surface will either rearrange itself, or adsorb atoms. Hydrogen and 

hydroxy groups are common candidates for the oxygen- and metal- terminated surfaces, 

respectively. Experimental evidence shows characteristic surfaces of octopolar reconstruction on 

the NiO 〈111〉 surface, upon removal of adsorbent groups by heating.49 

In the production of pellets, NiO is a relatively difficult material to sinter, and is prone to 

assuming a relatively porous structure. Reported pellet densities after sintering range from 70%-

95% of the theoretical density.50,51 The reported density ranges appear to increase with increased 

sintering temperature. 

The intrinsic electronic p-type conductivity of NiO is due to metal vacancies within the crystal 

structure of the compound.52 The p-type conductivity arises as the charge of these vacancies are 

compensated by electron holes in the valence band, representing an oxidized state in the Ni2+-O2- 

bonding orbitals. The form of this oxidation, whether it is most accurately represented as Ni3+ or 

O- (Mott insulator and charge transfer, respectively), and the transport of the holes within the 

materials, whether it takes place either by a band-like or a small polaron hopping mechanism, are 

disputed properties of NiO.50,53,54 Experimental evidence supports the presence of the doubly 

ionized nickel vacancy in pure NiO, in support of the Kröger-Vink defect reaction 2-22 

providing a proper description of the physical system.55 

The conductivity of pure NiO displays different characteristics, depending on the preparation of 

the sample, but a general trend is observed for single crystal measurements: All temperature 

dependent conductivity measurements exhibit thermally activated Arrhenius behavior. The 

unique point to note, is that there are two anomalous points where this dependency changes in a 

discontinuous manner. One is at the Neel temperature, and may be attributed to the 

rearrangement of the magnetic structure. The other is near 390K and has been argued to be 

caused by a small Jahn-Teller effect removing the spin degeneracy of the ground state.42 
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Figure 4-3 Plot of conductivity of NiO against reciprocal temperature. The circular datapoints represent measurements before 

annealing, and the triangular represent results after annealing. Figure reproduced from data in source 42 

 

NiO may be doped with lithium to increase the conductivity50, increasing the concentration of 

electron holes within the material.56 The doping lithium ions are reported to randomly substitute 

the nickel lattice sites without changing the crystal structure up to a concentration of 25%.53 In 

accordance with equation 2-25, the solubility of lithium in NiO is dependent on the partial 

oxygen pressure, with certain sources reporting that, at low partial pressures of oxygen, 1.9% is 

the maximum concentration of lithium dopant before the segregation of a new phase occurs.57 

Equivalently with the nominally pure NiO material, the Kröger-Vink electron hole formation 

reaction of equation 2-25 upon doping with lithium, is also found to be supported by 

experimental evidence.58 

At room temperature, the specific conductivity of pure NiO for a single crystal has been 

measured as 10-5 S cm-1.59 Lithium doping has been reported to increase this value to nearly 100 

S cm-1 with optimal doping, albeit at a slightly higher temperature of 100°C, increasing to about 

200 S cm-1 at about 900°C.60 The addition of lithium dopant causes the conductivity of NiO to 

sharply increase for lower concentrations of lithium, but the effect of increased dopant 

concentration plateaus at around 2%, indicating this to be the ideal concentration.56  
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Figure 4-4 Conductivity of NiO with concentration of lithium dopant at room temperature. Figure from reference 61. 

Doping of NiO with lithium ions has some effect on the size of the unit cell of NiO, with a 1.6% 

concentration of dopant resulting in a 0.043% reduction of the lattice parameter at room 

temperature.57 The inclusion of lithium dopant does not appear to affect the magnetostrictive 

effects in NiO to a significant degree, as, for the measured dopant concentrations, the unit cell 

angle remained constant.57 With respect to both structural and magnetostrictive effects, more 

significant alterations to the structure occurs at lithium concentrations near and above the 

random substitution solubility limits.53 

There have been many computational studies on the properties of NiO. In later years, Density 

Functional Theory based methods have been the most prominent. At the same time, basic DFT 

functionals with approximate exchange-correlation potentials such as LDA (and LSDA) describe 

NiO rather badly, especially failing with respect to the electronic structure and the band gap. The 

cause of the failure has been claimed to occur due to the potentials badly describing the valence 

band of NiO.62 In more recent studies, the functionals of choice are the DFT+U and hybrid 

functionals, such as PBE0 or HSE06. 

In studies utilizing the GGA+U formalism, commonly utilized parameters for optimal electronic 

and magnetic structures are U=6.3 eV and J=1.0 eV. Commonly obtained parameters is an 

equilibrium lattice parameter of 4.19 Å, band gap and magnetic moment of 3.1 eV and 1.69 μB, 



58 

 

respectively.63 Experimentally reported magnetic momenta are, for comparison, 1.64 to 1.90 μB 

showing good agreement.64–66 

The surface energies of NiO vary significantly between the various cleavage planes. The 

calculated surface energies of the 〈100〉 and 〈110〉 surfaces are, respectively, 1.15 (Jm-2)67 and 

2.77 (Jm-2)67. In the case of the NiO 〈111〉 surface, a very thin film of four layers will have a 

rather high surface energy of 4.5 (Jm-2), but reconstruction of the surface by what is referred to 

as octopolar reconstruction, may lower this value to 4.27 (Jm-2).49 

Band structure calculations of NiO have been performed in numbers, but the results do not 

completely agree. In particular, it may be noted that the band structure of NiO is sensitive to the 

exact choice of functional employed, displaying considerable changes in the structures, both 

qualitative and quantitative, between different methods/functionals.68 DOS calculations show 

that the Ni-3d and O-2p orbitals mix near the top of the valence band, making NiO a mix of 

charge-transfer and Mott-Hubbard.63 The Ni-3d orbital is, however, significantly enhanced over 

the O-2p, giving the band gap a character closer to Mott-Hubbard.69 

4.2. Zinc Oxide 

Zinc oxide is an intrinsic n-type semiconductor with a wide direct band gap of 3.37 eV, and a 

high exitonic binding energy of 60meV.1 ZnO consequently absorbs light from the lower end of 

the ultraviolet spectrum, and is transparent to visible light. The exact physical and electronic 

properties of ZnO are notoriously sensitive to the methods of preparation, both for single crystal 

and pellets, to the extent the material is used as a test bed for investigation of physical 

phenomena generic to semiconductors in general.70 

Under ambient conditions, ZnO has two stable crystal structures: A cubic zinc blende structure 

which is formed when ZnO is grown on a cubic lattice structure, or a wurtzite structure with 

space group 𝑃63𝑚𝑐 and structure parameters a=3.2497Å and c=5.2055Å.71 Between the two 

forms, the wurtzite structure is the more stable due to filled 3d orbitals in Zn2+, and is thus the 
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most common form.5 The wurtzite structure and space group of ZnO lacks inversional symmetry, 

which results in ZnO having notable piezoelectric and pyroelectric properties.72 

 

Figure 4-5 Structure of wurtzite ZnO. Zinc atoms represented by grey spheres, oxygen by red spheres. The relative sizes of the 

spheres are arbitrary with respect to the specific system; The O2- ions have a greater ionic radius than the Zn2+. 

 

The binding between Zn and O within the crystal structure is highly ionic but has significant 

covalent contribution. The wurtzite structure places the charged Zn2+ and O2- ions in individual 

planes, which would usually lead to the atoms restructuring themselves, but not in ZnO. The 

exact reason for this behavior does currently not have an explicit consensus.72 

Wurtzite ZnO has four distinct low miller index surface planes, consisting of the two polar 

〈0001〉-Zn and 〈0001〉-O termination surfaces, and the two nonpolar 〈1010〉 and 〈1120〉. The 

latter two are the natural cleavage planes due to requiring the lowest density of bonds to break.73 

Relaxation of the 〈1010〉 surface against a vacuum proceeds with the anion moving outwards 

and the cation moving inwards into a nearly planar sp2 coordination.74 The approximate bond 

lengths remain largely the same, but dangling bonds are changed to surface- and back-bonded 

states, lowering the energy and reactivity of the surface. Relaxation of the 〈1120〉 surface is 

more complex, involving anion-cation rotation, and a nonplanar puckering of the surface plane. 
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The behavior of these relaxations are characteristic of common II-VI and III-V binary compound 

semiconductors.74 

The various surfaces in an experimental setting also display surface-dependent imperfections 

from ideal terraces.75 The 〈0001〉 Zn-polar surface displays triangular islands, with pits of 

varying size. The triangular structure is considered suggest electrostatic stabilization of the 

surface that acts to cancel the surface polarity.76 The islands are rotated 180° with respect to 

neighboring triangular terraces. The opposite O-polar surface rather displays flat hexagonal 

terraces that are separated by double layer steps but is without holes. The 〈0001〉 surface 

displays flat, rectangular terraces, separated by steps of a single atomic layer, perpendicular to 

the [0001] and [12̅10] vectors. Finally, the 〈1120〉 surface has terraces with atomic “stairs”, 

building up and down a single layer at a time, along the [0001] vector.70 

 

Figure 4-6 Termination structures of wurtzite ZnO, with experimentally observed rearrangements. The terminations are from left 

to right: 〈1010〉, 〈1120〉, 〈0001〉-Zn termination. The white spheres represent zinc ions, the grey represent oxygen. Figure 

adapted from reference 75. 

As-grown ZnO is always n-type. The origin of this conductivity has been considerably disputed, 

due to the previously mentioned sensitivity of the material. Several possible causes, both 

intrinsic defects, including zinc interstitials77,78, oxygen vacancies and zinc antisites77, as well as 

extrinsic causes like impurities, have been investigated. All intrinsic causes are found to be 

unlikely for differing reasons. Among the extrinsic causes, hydrogen is likely the most 

extensively investigated possibility, as it is the most likely to contaminate any specific sample. 

While interstitial hydrogen is found to be too mobile to be retained at high temperature,79 

evidence suggests a possible cause to be hydrogen-substituted oxygen sites within the material, 

forming a shallow donor.80 This species is only stable up to about 500°C, so it only constitutes a 

possible source of n-type conductivity below this limit. 
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The electrical conductivity of ZnO is relatively complex. In a single crystal, the uniaxial wurtzite 

structure results in anisotropic conductivity. The variance in the conductivity is, however, not too 

pronounced. A study found the conductivity to be isotropic to within the experimental 

uncertainty of 10%.81 In both sintered compressed powder samples, as well as single crystal 

samples, the preparation method of the sample can affect not only the absolute conductivity, but 

also how the conductivity changes with temperature. For pellets, certain preparatory procedures 

may cause anomalous behavior such as reduced conductivity with higher temperatures.82 

This instability of the properties of ZnO with preparation method, also apply to single crystal 

measurements. Variance of room temperature conductivity with preparation method has been 

observed to span six orders of magnitude.83 The higher end conductivities obtained in this study 

were produced under oxygen poor conditions utilizing transport agents including hydrogen, in 

agreement with the previously noted possible cause of unintentional ZnO n-type conductivity. 

ZnO may be doped with aluminum to improve the conductivity. The aluminum ions substitute 

the zinc lattice positions in an Al3+ oxidation state and introduce donor defects, increasing the 

charge carrier concentration within the material, according to 2-34. Undoped ZnO has a 

conductivity of about 0.1 S/cm at room temperatures, increasing to 25 S cm-1 around 1000°C. 

2% Aluminum doped ZnO has, in comparison, a conductivity around 1000 S cm-1 at room 

temperature, decreasing to 400 S cm-1 at 1000°C.84 

As noted previously, unintentional hydrogen doping is considered a possible cause for nominally 

undoped ZnO n-type conductivity. Alternatively, hydrogen dopants may be deliberately 

introduced to increase the free carrier density of the material. The most prevalent active forms of 

the hydrogen dopants are, however, found to be unstable against annealing above temperatures 

of 500°C.85 Hydrogen doping may be used in conjunction with other dopants, such as aluminum. 

Depending on the method of preparation, optimal conductivity of ~2000 S cm-1 may be achieved 

for such multiple dopant materials at room temperature.86–88 ZnO thin films doped only with 

aluminum in the same studies had a conductivity of ~100-400 S cm-1.87,88 

Lithium doping of ZnO has been investigated as a possible method of inducing p-type 

conductivity in ZnO. Lithium ions may behave as either donor or acceptor dopants in ZnO 
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depending on the sites occupied by the defect ions; they act as electron donors at interstitial sites, 

and electron acceptors at substitutional sites.89 This trait inherently limits the p-type doping 

efficiency of lithium, yet p-type ZnO as a result of lithium doping has been reported.90 These 

reports are rather controversial, due to issues of reliability and reproducibility. 

GGA and GGA+U are common functionals for theoretical investigation on the electronic 

structures of wide band gap transition metal oxides. The GGA functional is, however, bad at 

predicting the band gap, significantly underestimating it. The GGA+U functional is used to 

correct for this shortcoming. Commonly often seen U parameters utilized to obtain correct band 

gap are 10 eV for the Zn-3d orbitals, and 7 eV for the O-2p orbitals.91,92 These high potentials 

do, however, cause the structure parameters of the unit cell to be significantly underestimated. It 

should also be noted that there appears to be no universally applicable values of +U that work 

properly for ZnO, with a very large range of values reported utilized.93 For the application of a 

+Ueff parameter on only the Zn-3d orbitals, a value in the vicinity of 5 eV has been reported to 

give the best results, striking a balance of agreement for lattice parameters and other properties.94 

Other choices for functionals are hybrid functionals, such as PBE0 and HSE, which are 

commonly utilized for electronic structure calculations. There is little unity in what other basic 

calculation parameters are utilized, so the necessary values appear to vary considerably on a case 

to case basis, depending on the system of interest. 

The surface energies of the various low-index ZnO surfaces have been investigated by 

computational means by both computational and experimental methods. With respect to the polar 

surfaces, the obtained values have been found to rely significantly on whether the surface is 

exposed to an oxygen rich- or poor environment. In the oxygen rich limit, reported values for 

relaxed surface energies of 〈0001〉-Zn and 〈0001〉-O are 2.39±0.0063 and 1.35±0.0063 J m-2, 

respectively, from one source95, and ~3.4 and ~1.1 J m-2, from another.96 The significant 

difference in values stems from the inherent difficulty in separating the contribution of the two 

termination interfaces from each other, as any cleavage forming this interface will necessarily 

form both of them. The reported coupled values for the surface energy show considerably more 

consistency, with reported values of 3.3195 and ~3.497 J m-2. 
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The surface energies of the nonpolar surfaces are considerably lower, reported to be 1.6 and 1.7 

Jm-2 for the 〈1010〉 and 〈1120〉 surfaces, respectively.97 It should be noted that these values 

display considerable dependence on the functional utilized. 

Band structure calculations for ZnO performed with GGA+U are able to qualitatively reproduce 

the experimental trait of a direct band gap, which is found to be located at the gamma symmetry 

point. If the +U parameters are properly fitted, a correct band gap may also be obtained.98 

 

Figure 4-7 Band structure of ZnO, calculated by GGA+U. Data from source 98. 

 

DOS calculations show the valence band maxima to be constructed predominantly from O-2p 

and Zn-3d orbitals, while the conduction band minima is constructed from Zn-4s orbitals.98 

4.3. Nickel Oxide – Zinc Oxide Mixed Phase System 

Mixing pure NiO and ZnO does not form a new product phase. The Ni2+ and Zn2+ ions have 

similar radii of 0.72 Å and 0.74 Å, respectively,99,100 resulting in the ions inter-diffusing into 

each other’s crystal structures. The crystal structures of the two materials are, however, 

dissimilar, resulting in a system of limited solubility of each ion in the opposite crystal. The 
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solubility limits for the formation of a single phase are somewhat uncertain, with different 

sources reporting different concentration limits and trend with temperature. The reported 

solubilities for the system at high temperature conditions of 800-1400°K to range from 1-7% 

nickel in ZnO, and ~27%-35% zinc in NiO.101–104 

 

Figure 4-8 Left image: Phase diagram of the ZnxNi1-xO system.101 Right image: Conductivity and thermopower of the NiO-ZnO 

mixed phase materials at a temperature of 1050°C, with the composition of the ZnO material along the x axis. The dotted vertical 

lines represent the solubility limits.102 

The mixed phase materials exhibit electronic properties that differ from the pure phase materials. 

The change in the conductivity with composition is plotted in Figure 4-8, right image. The 

conductivity of the ZnOSS phase increases sharply with nickel content, peaking at the solubility 

limit of about 3%. The conductivity change of Zn:NiO is to a lesser extent, showing a non-linear 

change. At room temperature, the conductivity change is to a much greatest extent, spanning 

nearly nine orders of magnitude, increasing from NiO to ZnO along the composition axis.102  

In experimental investigation of the Ni:ZnO system, the VBM level has been observed to 

increase in energy relative to the pure ZnO phase, accompanied by a decrease in the band gap 

width. While the band gap has been specifically reported to decrease, no exact value of the VBM 

level increase is known. The band gap effects are primarily reported for thin films and 

nanoparticles, which depend significantly on the construction. Reported band gap changes for 

approximately 5% nickel dopant cover a range of 0.04-0.30, with outliers at 1.25 eV.105–109 The 

results depend on the preparation, the values A Ni:ZnO-ZnO heterojunction has been reported to 

exhibit a VBO of 0.32 eV.110 The effects of the doping on the lattice parameters on ZnO have 
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only been reported for nanostructures and is likely affected by the particle size, as there is no 

agreement between studies. Increase, decrease and no change in lattice parameters with nickel 

concentrations have all been reported.105,111,112 

A theory that experimental studies use to describe the narrowing of the band gap of ZnO with 

nickel doping, is a d-orbital splitting model, where magnetic impurity d-orbital states are split, 

resulting in a high-spin arrangement of the electrons, with the bands arranged as described in 

Figure 4-9 (left image). One study indicates this effect only appears at around 2% concentration 

of nickel, as shown in Figure 4-9 (right image), with a separate doping effect occurring at 1% 

concentration.113 

 

Figure 4-9 Left image: A diagram describing the d-orbital splitting model to describe reduced band gap effect in transition-metal 

doped wurtzite structure. Right image: Resistivity of nickel doped ZnO vs. inverse temperature. Figure from reference 113. 

The effect of incorporation of nickel ions into the ZnO structure with respect to magnetic 

properties is somewhat unclear. The majority of studies are on nanostructures of the mixed phase 

compounds, so particle size might have a significant effect, however both ferromagnetic and 

paramagnetic behavior has been reported.114,115 The ferromagnetic properties have been 

suggested to arise both as a property of the Ni:ZnO material or as a consequence of nickel-
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oxygen vacancy interactions.114,115 Antiferromagnetic interactions between the nickel ions have 

been observed to suppress the ferromagnetic properties as well.116 

For the Zn:NiO mixed phase structure, the lattice parameter of NiO in bulk material has been 

reported to increase slightly with concentration of zinc ions, by about 0.03 Å, or by about 0.7% 

on the NiO lattice parameter, at 30% zinc ion doping, following a generally linear trend.117 While 

separate studies disagree on the quantitative degree, the band gap of Zn:NiO is observed to 

decrease with zinc ion concentration.118,119  

For the native magnetic structure of NiO, neutron diffraction experiments have shown the 

antiferromagnetic structure of NiO to remain upon the formation of the Zn:NiO system. At the 

0K limit, at 30% zinc ion concentration, the magnitude of the magnetic moments of the nickel 

ions is observed to decrease by about 4-5%.120 

For a system of doped polycrystalline NiO and ZnO, a heterojunction composed of Li0.02Ni0.98O 

and Al0.02Zn0.98O (the compounds will henceforth be referred to as Li:NiO and Al:ZnO), the rates 

of interdiffusion of atoms and dopants have been investigated for high temperature 

environments.121 

 

Figure 4-10 Interdiffusion over a Li:NiO (top) - Al:ZnO (bottom) junction. a) Scanning Electron Microscopy image of the 

junction. b) Concentration of Ni2+ ions, c) Concentration of Zn2+ ions. d) Concentration of Al3+ ions. 
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Ni2+ is shown to diffuse into Al:ZnO with an essentially uniform inter-diffusion zone, while Zn2+ 

diffuses a considerably shorter distance into the Li:NiO in the same period of time. Diffusion of 

the dopants into the opposite materials was found to be nearly undetectable for Al3+, despite the 

concentration being significantly lower than the solubility limit.122 The reason for Ni2+ relatively 

rapid rate of interdiffusion is due to its diffusive process being dominated by enhanced grain 

boundary diffusion by orders of magnitude, relative to bulk diffusion. Zn2+ does not exhibit this 

behavior, rendering the interdiffusion of Ni2+ the limiting factor to the lifetime of a Li:NiO-

Al:ZnO heterojunction.121 

In doping of NiO with zinc, the zinc ions randomly substitute cationic sites within the crystal 

structure, assuming the rock salt structure of NiO, which is an unusual configuration for Zn2+ 

ions.5 Increasing the zinc ion concentration causes the structure parameter of the mixed phase 

NiO to change linearly towards the structure parameters of ZnO, in accordance with Vegard’s 

law.5 The band gap of the mixed phase changes in a similar manner. NiO and ZnO remain as p- 

and n-type semiconductors up to the saturation concentration of the other metal ion for bulk 

material.102 

4.4. Properties of the Li:NiO-Al:ZnO p-n Junction 

Theoretically, the Li:NiO-Al:ZnO p-n heterojunction has a built-in potential of 0.80 eV123,124 

from the difference in the doped materials’ work functions. Good agreement is achieved with 

experimental observations, which places the value at 0.90±0.10 eV.121 The heterojunction is 

rectifying at lower temperatures of 500°C, but this property is gradually lost with increasing 

temperature. At 1000°C, it is for practical purposes entirely lost.121 
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Figure 4-11 I-UA characteristics of the Li:NiO-Al:ZnO heterojunction across a temperature range of 500-1000 °C. The solid 

lines represent fitted lines. The lower right schematic shows a circuit equivalent to what is utilized in the measurements.125 

In undoped materials, the experimentally reported work functions of NiO and ZnO cover a 

considerable range. NiO typically exhibits values of 5.0-5.6 eV, reaching 6.7 eV with special 

preparation.126–129 A commonly used value is 5.4 eV, around the center of the reported range. 

The work function of ZnO exhibits considerable variance with preparation and termination 

surface, with reported values covering a range of 3.7-5.05 eV, with an outlier value at 6.0 eV.130–

132 It should be noted that, depending on the temperature employed in the preparation of the 

surfaces, the differences between the individual surfaces may change considerably. Form the 

range of the work function values, the possible theoretical built-in potentials consequently cover 

a range from 3.0 eV to -1.0 eV.  

In experiments with thin films, one study has claimed the band alignment over the heterojunction 

interface is dependent on the orientation of the ZnO. The most significant effect was observed in 

the potential difference of the conduction and valence bands of the two materials: The bands 

were found to lie ~0.3eV closer with a junction across the polar surface, compared to the 

nonpolar.61 Separate studies of NiO-ZnO heterojunction band offsets have been performed, 

reporting values of 1.3 eV6,  1.47 eV133 and 1.50 eV134, with outlier values of VBO of 2.6 eV7 for 

the similar heterojunctions. The surface orientations in the studies with similar values reported 
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polar-polar interfaces in all cases. The observed effects of the interface on the respective energy 

levels, as well as the bulk material properties, produce different values. The most likely 

possibility is that the interface VBO is significantly dependent on the surface conditions.  

 

 

Figure 4-12 Left Image: Schematic energy band alignment of NiO(111)/ZnO(1120) (nonpolar) and NiO(111)/ZnO(0002) 

(polar).121 Right Image: Schematic energy band alignment of NiO(111)/ZnO(Unknown alignment).7 

 

In experiments with deposition of NiO on thin films of ZnO, the NiO was found to preferentially 

arrange itself with a 〈111〉 orientation regardless of the ZnO surface it was deposited onto. The 

in-plane lattice mismatch of the 〈111〉 plane of NiO with the 〈1120〉 and 〈0001〉 planes of ZnO 

has been calculated to be 13.7% and -8.7%, respectively.6 

Heterojunctions incorporating ZnO as the n-type material have been explored with several other 

materials, such as Cu2O
135–138, CuO139,140, CuI141, BiFeO3

142, Ga2O3
143 and In2O3

144 as examples. 

The full list is more extensive, owing to the favorable properties of ZnO as an n-type metal oxide 

material. A heterojunction of particular interest is the GaN-ZnO system, due to its properties as a 

LED with peak emission in the violet-blue region of the spectrum.145 
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5. Results and Discussion 

5.1. Bulk Parameters 

By the nature of modern DFT, the methodology does not provide all physical parameters 

directly. Many properties must be calculated as relative values, between two or more different 

calculations. Consequently, obtaining a baseline for comparison with later calculations is 

necessary, and the properties of the bulk materials of interest is a natural place to start. 

NiO and ZnO are notoriously difficult materials to model correctly within a DFT formalism. To 

obtain an adequate description, even extremely high-level theory such as GW is not necessarily 

enough. Such calculations are only feasible for unit cell sized systems and cannot be utilized for 

surface calculations. In this case, GGA+U and hybrid functionals are utilized, despite the known 

inadequacies. 

 

5.1.1. Bulk NiO 

The parameters obtained for a bulk NiO unit cell with both the GGA+U and PBE0 functionals 

are given in Table 5-1. 

Table 5-1 Basic parameters obtained for bulk NiO calculations. 

Functional Lattice parameter 

(Å) 

Band Gap 

(eV) 

Band Gap 

Transition 

Ni Magnetic Moment 

(μ) 

GGA+U a=b=c 4.200 3.03 L-G 1.71 

PBE0: 18.5% a=b=c 4.171 3.82 L-S 1.64 

PBE0: 25% a=b=c 4.166 5.02 L-S 1.68 

Experimental a=b=c 4.178 3.6-4.3 Direct 1.64-1.90 
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The GGA+U functional overestimates the lattice parameters of the NiO structure but still 

produces a reasonable result. The band gap, however, is significantly underestimated by nearly 

one eV. The nature of the band gap transition is also wrongly predicted to be indirect in nature, 

with a transition from the L to the Gamma point, see Figure 5-2. The calculated magnetic 

moment shows good agreement with experimentally determined values. Computational results 

from literature with the same parameters give a lower value, corresponding to the value obtained 

in this study if the non-spherical contributions to the gradient of the electron density in the PAW 

pseudo-potentials are excluded from the calculation.  

 

Figure 5-1 Species and orbital decomposed DOS of NiO, calculated with GGA+U. 

From the GGA+U DOS structure, decomposed by species and orbital, the valence band edge is 

predominantly composed of O-2p orbitals, but it is mixed with Ni-3d orbitals of both, producing 

the mixed charge transfer, Mott-Hubbard transition obtained by prior studies.63,69 The conduction 

band edge is predicted to be constructed from mixed Ni-4s orbitals and O-2s orbitals in roughly 

equal proportion. The Ni-3d states dominate the conduction band slightly higher in energy past 

the edge, however. 

The hybrid calculations give the same composition for the valence band; however, the 

composition of the conduction band differs. The character is predicted to be nearly only of the 

Ni-3d states, with only minor components of the Ni-4s and O-2s. It should be noted that the 

CBM energy location in k-space has changed compared to the GGA+U. Comparing the CBM 
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compositions at the same symmetry transition point shows the hybrid functional still predicts the 

CBM edge to be composed from Ni-3d states. The O-2p, O-2s and Ni-4s enter at a slightly 

higher energy. 

 

Figure 5-2 Band structure of NiO, calculated with GGA+U. The symmetry path is W-L-GM-X-W 

The band gap of NiO is, contrary to experimental evidence, predicted to be an indirect transition 

from the L to Gamma symmetry points. The VBM is composed by two degenerate bands (four 

with spin), where curvature differs between the W-L and L-GM directions. Consequently, the 

effective masses of charge carrier holes will be slightly anisotropic. 

The experimental magnetostrictive effects on the structure are also observed, although the 

magnitude is underestimated: The cubic angle of a perfect rock salt structure is distorted by 

about 0.5 degrees from a cubic arrangement, compared with the 1 degree of distortion at 0K 

expected from extrapolating experimental evidence.43 

The PBE0 functional with 18.5% exchange fraction improves the lattice parameter, 

underestimating it slightly. The obtained band gap is in the region of experimental values, but the 

nature of the band gap has changed from the GGA+U result and is predicted to be an indirect L-S 

transition band gap, where S is a point along a symmetry line between the Gamma and K 
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symmetry points. The obtained magnetic moment shows good agreement with experimental 

evidence, agreeing with the experimental range.64–66 

The PBE0 functional with a standard exact exchange fraction performs worse than the adjusted 

version with respect to most parameters. The underestimation of the lattice parameters has 

increased, but the resulting structure is still more accurate than the GGA+U results. The band 

gap is overestimated by about 1.3 eV. The standard exact exchange thus overestimates the band 

gap more than the GGA+U functional underestimates it. The obtained magnetic moment is still 

at an acceptable value, within the experimental range. 

 

Effective Charge Carrier Mass 

Within a material such as a semiconductor, electrons do not necessarily behave as though it 

possesses the same mass as it would in a vacuum. The same applies to electron holes, and 

determining these values, and the ratio between them, provides information on the properties of 

the material. In particular, the effective mass is a determining factor in the movement of charge 

carriers between the valence and conduction bands and play a role in determining the intrinsic 

Fermi level. 

The band structure of NiO has previously been noted to not describe experimental results 

properly, as the band gap transition is of the wrong nature. As the effective mass values are 

calculated from the band structure at these points, the obtained values must be taken with 

caution. The effective masses of NiO are given in Table 5-2: 

Table 5-2 Effective charge carrier masses for NiO. All units are given in terms of electron masses 𝑚0. The mass subscript 

represents the symmetry path, the superscripts mean electron (n), heavy hole (hh), light hole (lh), and hole (h). The latter means 

there are no degenerate bands with different curvature on the subscript symmetry path. 

 𝑚𝑊−𝐿
ℎℎ  𝑚𝑊−𝐿

𝑙ℎ  𝑚𝐺𝑀−𝐿
ℎ  𝑚𝑋−𝐺𝑀

𝑛  𝑚𝐿−𝐺𝑀
𝑛  

Calculated 1.79 0.51 1.24 0.29 0.30 

Literature Calc 1.66146 0.55146 0.86146   

Experimental 0.80 – 1.00147   
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The harmonic mean of the calculated effective hole masses shows excellent agreement with 

experimental evidence for NiO, albeit under high temperature conditions, giving a value for the 

effective hole mass of 0.90𝑚0. The effective hole masses display anisotropy between the 𝑊 − 𝐿 

and 𝐺𝑀 − 𝐿 directions, while the electron masses are near equal. The effect of the anisotropy in 

a physical system is diminished by the light and heavy holes both contributing to conduction 

along the 𝑊 − 𝐿 direction. As NiO is a p-type semiconductor, however, this anisotropy might 

affect the properties of certain interface alignments for junctions.  

The overall agreement between the calculated and experimental effective hole masses could be 

considered evidence to the GGA+U valence band maximum being correctly located, although 

not conclusive. If it was correct, however, the low electron effective masses would originate 

from the wrong CBM band. The low magnitude of these values would indicate an intrinsic n-

type behavior of the NiO Fermi level with temperature, contrasting observed p-type behavior. 

 

5.1.2. Bulk ZnO 

The parameters obtained for the bulk ZnO calculations are given in Table 5-3: 

Table 5-3 Basic parameters for bulk ZnO calculations. 

Functional Lattice parameter (Å) Band Gap Band Gap Transition 

GGA+U a=b/c 3.237/5.198 1.43 G-G 

PBE0: 27.5% a=b/c 3.261/5.213 3.43 G-G 

PBE0: 25% a=b/c 3.258/5.215 3.11 G-G 

Experimental  a=b/c 3.2497/5.2055 3.37 Direct 

 

The GGA+U functional gives excellent agreement with experimental values for the lattice 

parameters. The band gap is underestimated significantly, with the predicted value about 42% of 

the experimental value.1 The hybrid calculations perform worse with respect to the lattice 

parameters, but the results still agree with the experimental range. With respect to the band gap, 

the hybrid functionals perform better than the GGA+U functional, for either specifically chosen, 
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or standard exact exchange fraction. The prediction of a direct band gap in both cases is also in 

accordance with experimental results.1 

 

Figure 5-3 Species and orbital decomposed DOS of bulk ZnO from GGA+U. 

As may be seen from the figure, in GGA+U, the valence band edge of ZnO is predicted to be 

partially formed of both zinc and oxygen states, but the O-2p orbital states dominate the structure 

overall, predicting a partly covalent nature of the bonding. The conduction band is predicted to 

be about equally composed of Zn-4s and O-2s states, with the Zn-4s states arising at a slightly 

lower energy than the latter, in accordance with prior computational results.98 The hybrid DOS 

predicts a similar result, except the band gap error of GGA+U. 

The GGA+U band structure of ZnO is shown in Figure 5-4: 
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Figure 5-4 Band structure of ZnO, calculated with GGA+U. The symmetry path is A-L-M-GM-A-H-K-GM. 

The band gap is shown to be direct in nature, occurring at the gamma point. There are several 

bands close in energy to the VBM band, that have a relatively sharp curvature comparatively. 

Holes formed within these lower energy bands would have a lower effective mass than holes in 

the higher valence band. The obtained structure closely matches previous calculations. 

Comparison with HSE functional band structure indicates the GGA+U band shapes are 

approximately correct, although the band gap is underestimated.148 

 

Effective Charge Carrier Mass 

The effective masses of ZnO are given in Table 5-4: 

Table 5-4 Effective charge carrier masses for ZnO. All units are given in terms of electron masses 𝑚0. All values are derived 

according to the methodology described in the calculation section, except the 𝑚𝑀−𝐺𝑀
𝑙ℎ  value. The band structure around the k=0 

point displays abrupt change, not permitting enough data points for a sixth-degree polynomial fitting. A second-degree fitting is 

used instead. The mass subscript represents the symmetry path, the superscripts mean electron (n), heavy hole (hh), light hole 

(lh), and hole (h). The latter means there are no degenerate bands with different curvature on the subscript symmetry path.  

 𝑚𝑀−𝐺𝑀⊥
ℎℎ  𝑚𝑀−𝐺𝑀⊥

𝑙ℎ  𝑚𝐴−𝐺𝑀∥
ℎ  𝑚𝐾−𝐺𝑀⊥

ℎℎ  𝑚𝐾−𝐺𝑀⊥
𝑙ℎ  𝑚𝑀−𝐺𝑀⊥

𝑛  𝑚𝐴−𝐺𝑀∥
𝑛  𝑚𝐾−𝐺𝑀⊥

𝑛  

Calculated 2.90 0.24 3.32 2.90 0.24 0.19 0.20 0.19 

Literature Calc 0.35-

0.63149 

0.23-

0.63149 

3.23149   0.13 -

0.25146,1

49 

0.14-

0.30146,

149 

0.13-

0.25146,

149 2.90150 

Experimental 0.45-0.59151,152 0.21 – 0.29149,151,153,154 
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The calculated effective electron masses underestimate the experimentally observed range but 

shows overall good agreement. The calculated masses show anisotropy between the 

perpendicular and parallel values, relative to the c-axis, but the difference is minor. Literature 

results vary somewhat, however, on which of the two axes exhibits the lower or higher effective 

mass. 

The calculated hole masses show good agreement with previous calculations, depending on the 

source, although there is considerable difference between the obtained results. The results 

individually appear to either over- or underestimate the experimental hole masses. The harmonic 

mean of the calculated values provides better agreement, with a value of 0.54m0. The two sets of 

perpendicular mass values display no anisotropy between each other, but between the 

perpendicular and parallel masses, there is considerable difference, same as with the electron 

masses. 

 

Final Considerations for Bulk Parameters 

The obtained parameters and properties of the NiO and ZnO bulk materials, display significant 

divergence from the experimental values. This is partly because experimental measurements 

occur at finite temperature conditions, while DFT is a 0K methodology. However, as mentioned 

in the introduction of the bulk parameter section, both NiO and ZnO are materials that are not 

well described by neither GGA+U or hybrid functionals. Consequently, a considerable degree of 

error is to be expected. In this specific case, the main discrepancies are the band gaps, and the 

nature of these transitions. Both are significantly underestimated, and since band gaps decrease 

with temperature, this is fully due to the error within the chosen level of theory. For NiO, the 

transition of the band gap is also wrongly predicted, with different, both in disagreement with 

experimental evidence, transitions for each functional, indicating that not just the band gap, but 

also the relative positioning of the valence and conduction bands with respect to energy are not 

correctly predicted either. The calculation of effective masses for both materials, do show 

agreement between the calculated and experimental values, indicating the shape of the bands are 

well predicted. 
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The results obtained with this level of theory are consequently subject to a considerable margin 

of uncertainty and error, but GGA+U and hybrid DFT is also the limit of what may be utilized 

for the system sizes that are necessitated for calculations in this study. 

5.2. NiO-ZnO Mixed Phase 

The goal of the greater project of which this thesis is part of, is the feasibility of constructing a p-

n junction which is thermodynamically stable with respect to interdiffusion, by utilizing 

equilibrium concentration mixed phase semiconductors. Such mixed phase semiconductors 

would exhibit different electronic properties, compared to the pure materials. As the equilibrium 

concentrations vary somewhat with the intended operational temperature range, the properties of 

the junction would exhibit a degree of variance with the specific conditions. The properties of the 

mixed phase materials are thus investigated in this section. 

 

5.2.1. Nickel Dissolved in ZnO (Ni:ZnO) 

Structural Analysis 

In the limit of low concentrations (0.9%), the effect of nickel substitution of zinc ions is minor. 

The bond lengths of the wurtzite coordinated nickel ion are about 4.2% longer compared to the 

bonds of pure wurtzite ZnO for the bond parallel to the c-axis, and about 1.8% longer for the 

bonds nearly parallel to the ab-plane. The nickel ion distorts the angles of its planar direct bonds, 

reducing the angle between them and the ab-plane by about 1.9°. 

Despite the expansive distortion caused by the nickel ions, the total volume of the mixed 

supercell displays a small reduction of about 0.1%. The reduction of the volume occurs due to 

the c-axis bonds of Zn-O pairs surrounding the nickel impurity contracting and shortening in 

response to the presence of the nickel ion. The a- and b- lattice parameters are both extended 

slightly, but the contraction along the c-axis dominates the volume change. 
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Past the lower limit concentration, the volume of the structure will increase with concentration of 

nickel ions. At the limit concentration for the temperature range under consideration, 5.5%, the 

total volume is still smaller than that of a pure ZnO structure. The original angles of the ZnO unit 

cell structure are also displaying distortions, albeit on the order of less than 0.1° from the ideal 

angle. 

 

Thermodynamic Analysis 

At the limit of low concentration, the total internal energy of the system increases with the 

addition of the nickel ions, indicating the mixing process to be endothermic, and consequently 

driven by entropy. At higher concentrations than this initial increase, however, the trend 

reverses, and the energy decreases with concentration, indicating the process to be exothermic 

instead. This trend continues past the experimental solubility limit, to the limit of complete 

substitution. 

 

Electronic Structure Analysis 

The electronic structure of the Ni:ZnO mixed phase is somewhat complex to ascertain, as the 

introduced nickel ions are predicted to retain their magnetic properties in the new environment. 

Hence structures with an odd number of nickel ions exhibit a considerable difference in the 

energy levels between up- and down-spin states, complicating the results. Due to the small 

solubility range of the Ni:ZnO system, only the DOS structures of the ~1.8%, ~3.7% and ~5.6% 

concentration nickel ion systems are considered here, along with the pure ZnO system for 

reference. The relative band edge levels are shown in Figure 5-5. 
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Figure 5-5 Relative band edge levels of ZnO with concentration of nickel ions. Energy scale of VBM values relative to the band 

edge of pure NiO, calibrated against the average 1s orbital energy of zinc. The error bars represent the standard deviation of the 

reference core level energies. 

At lower concentrations of 1.8% nickel ions, the VBM level lies about 0.018 eV above the bulk 

ZnO value, and the band gap is narrower by about 0.3 eV. The decrease of the band gap agrees 

with the higher range of experimental results, and while there are differing results, saturation of 

the band gap change around 2% has been experimentally reported.155,156 The VBM edge 

composition mostly matches that of bulk ZnO, although Ni-3d states are mixed in, in a much 

smaller ratio. The increase in the VBM level at this low concentration is of a different nature 

compared to higher concentrations, likely caused by the decrease in the system volume. The limit 

concentration VBM increase of 0.39 eV overestimates the band gap reduction, but is in 

agreement with the experimental attribution of the band gap reduction to shallow acceptor 

states.110 The occurrence of the band gap reduction and VBM increase at separate concentrations, 

however, is against this assumption. 

Contrary to expectation, nickel ions are predicted to act as electron donors in Ni:ZnO, for low 

nickel concentrations at and below 2.8%. For these low concentration states, the electrons in the 

conduction band originate from the valence band nickel 3d-orbitals, one from each nickel ion. 
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The nickel electrons assume a high spin arrangement, with a magnetic moment of 2.56 μB. In 

terms of defect chemistry, the system may be described by the equation 

𝑁𝑖(𝑠) + 𝑍𝑛𝑍𝑛
𝑥 = 𝑁𝑖𝑍𝑛

• + 𝑒′ + 𝑍𝑛(𝑠)     5-1 

where the 𝑁𝑖𝑍𝑛
•  species assumes a high-spin electron configuration. The spin arrangement of the 

mixed phase Ni:ZnO follows a consistent trend with concentration: ~0.9% to ~2.8% 

concentration assumes the high-spin arrangement, and nickel is predicted to act as an electron 

donor. At 3.7%, the regular spin states of nickel are assumed, and the donor behavior is no 

longer predicted to occur, accompanied by the formation of a new VBM state. High spin 

arrangements of nickel in ZnO have been experimentally reported, although the values are 

slightly higher at 3.29 μB.157 Nickel ions acting as a donor in ZnO at low concentrations would, 

assuming no other effects dominate, cause the conductivity of the mixed phase to increase due to 

the increased concentration of free electrons, a behavior which has been experimentally 

reported,102,113 however the studies find the conductivity to be activated with some studies 

assigning the effect to a d-orbital splitting impurity model.158 The data used in the construction of 

this model, however, only considers concentrations of 5% dopant and up, the range where this 

dopant behavior is not observed. 

At the higher concentration of 3.7% Ni, the VBM level has increased sharply, by about 0.39 eV 

compared to pure ZnO. The band gap has reversed the previous trend and slightly increased from 

the 1.8% concentration value. The composition of the VBM edge at this concentration has 

changed from the bulk ZnO. This effect is due to the nickel states, and surrounding oxygen 

states, assuming an energy level that forms a new valence band for the mixed phase structure. 

The valence band edge is, at a concentration of about 3.7% nickel, formed primarily from O-2p 

states, mixed with Ni-3d states. Hence, from even a low concentration, the presence of nickel 

ions within the ZnO structure dominates the valence band edge. At the same concentration, the 

composition of the conduction band fully matches the character of the bulk ZnO CBM. At the 

5.6% concentration limit, the properties of the mixed phase are largely unchanged from the 3.7% 

concentration. The VBM level and band gap width have both increased slightly, but the 

difference from the 3.7% values are small.  
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The sharp increase in the VBM level between the 1.8% and 3.7% concentrations indicate that the 

concentration limit for the formation of the new VBM edge state is a relatively sudden shift. The 

qualitative change in the behavior of the nickel ions may be considered as a transition from 

acting as a dopant, to acting as a substituent. The exact transition point is not known, but the 

presence of the high-spin nickel species at 2.8% concentration indicates the transition has not 

occurred at this point. The origin of the transformation appears to be a flip in the spatial 

orientation of the nickel d-orbital, and the hybridization with the surrounding oxygen p-orbitals. 

The orbital arrangements are shown in Figure 5-6, which displays the partial charge density, 

corresponding to the sum 3D isosurfaces of the orbitals within a certain range of energy. 

 

Figure 5-6 Left image: Low limit concentration orientation of orbitals for the Ni:ZnO system, with isosurface level 0.0008. High 

nickel concentration orientation of orbitals for the Ni:ZnO system, with isosurface level 0.005. 

At low concentrations, the Ni-d orbitals are aligned parallel to the c-axis. At higher 

concentrations, however, the favorable axis is changed, and the d-orbital axis is rearranged 

parallel with one of the ab-plane wurtzite bonds. The ab-plane arrangement creates significantly 

more localized energy states, with the surrounding O-2p orbitals with the same axis assuming the 

same energy level and may be considered a localized impurity state. These ab-plane arranged 

nickel d-orbital states are the origin to the VBM at high nickel concentrations, explaining the 

sudden transition, as well as the largely constant VBM level before and after the transition. The 

transition in magnetic behavior is also caused by the orientation flip. These localized ab-plane 

states have been experimentally attributed as the origin of the Ni:ZnO band gap red shift, 

displaying good experimental agreement.104 Furthermore, while the concentration range differs 

from the experimental setting, a relatively sudden shift in the effects of nickel doping has also 

been reported.113 Due to the nature of this transition, it is possible the specific arrangement of 

nickel ion in the supercell may affect the transition concentrations. The supercell dimensions 
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may also have influenced the results, as the a- and b-axes are shorter than the c-axis, resulting in 

a roughly 1.5 times higher lattice occupancy along the ab-plane. 

The CBM energy of ZnO decreases sharply by about 0.3 eV at 1.8% nickel concentration. The 

change in the band gap width with further addition of nickel is very small, less than the core 

level uncertainty. The origin of this effect appears to be a shift in the zinc and oxygen s-orbital 

state energies, induced by the presence of the nickel ions. The nickel eg orbitals are mixed in 

with the CBM slightly above energy band edge and is likely the cause of the dopant behavior. 

The nickel hybridization does not occur at this concentration, in contrast to experimental 

evidence that assigns the band gap decrease to the same nickel-oxygen hybridized state that 

forms the VBM. At higher nickel concentrations of 3.7% where the hybridization behavior is 

present, the DOS indicates a d-band impurity splitting of t2g orbitals (described in the reference) 

to be present, but at significantly too high energy.158 The electrons are predicted to assume a 

lower spin state at this concentration is possibly due to the overestimation of the antibonding t2g 

orbital energy. 

 

5.2.2. Zinc Dissolved in NiO (Zn:NiO) 

Structural Analysis 

In the limit of low concentrations, (0.78%), the presence of the zinc ion within the NiO structure 

has a very slight repulsive effect on the surrounding oxygen ions, extending their bond lengths 

by about 0.3%. The bonds parallel with the c-axis are further distorted, but that is likely due to 

the structure considered. The c-parameter is shorter than the a- and b-parameters, as a 4x4x2 

supercell structure is utilized, so the zinc “concentration” is higher along the c-axis by a factor of 

two, resulting in a greater effect on the structure. 

In the immediate surroundings of the zinc ion, the rhombohedral distortion of the 

magnetostrictive effects observed in NiO are counteracted to some extent, so the Zn-O bond 

angles are closer to right angles than the Ni-O angles with the disruption being reduced by about 

42% in the ab-plane, and by 66% in the bc-plane. This effect is reflected in the supercell lattice 

angles, which approach closer to an ideal cubic arrangement with zinc ion concentration. 
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Same as the case for Ni:ZnO, at low concentrations, the presence of the zinc ions reduces the 

volume of the mixed supercell. The effect is lesser in magnitude however, with the volume of the 

system being reduced by about 0.05%, at the most. The proportion of zinc ions in the NiO 

structure at the point of this minima appears to be about the same as in the Ni:ZnO structure, but 

due to lacking resolution of concentration, nothing more specific may be established here. The 

increase in the lattice parameters is underestimated compared to experimental value of 0.7% at 

30% zinc concentration, with an increase of slightly more then 0.4%, but overall good agreement 

is obtained.117 

The Ni:ZnO structure is predicted to retain the native antiferromagnetic structure of NiO 

throughout the concentration range, in accordance with experimental observations. The predicted 

magnitude of the individual magnetic moments, however behave contrary to the results of the 

same study, and rather increase by about 0.8% at 31% zinc ion concentration.120 

 

Thermodynamic Analysis 

The total energy change with zinc ion concentration displays a trend opposite to that of Ni:ZnO. 

For low concentrations of zinc, the total energy change is negative, predicting the formation of 

the mixed phase to be thermodynamically favorable. At greater concentrations, however, the 

total energy change with concentration shifts and becomes positive.  

Consequently, mixing of small concentrations of zinc ions into the NiO structure is predicted to 

be thermodynamically favorable at all temperatures, but is kinetically hindered from occurring at 

any appreciable rate below an appropriate temperature threshold. For higher concentrations than 

about 1%, the process becomes endothermic, and hence entropy driven. 

 

Electronic Structure Analysis 

The effect of mixing zinc ions into the NiO structure depends on the concentration. The relative 

VBM level with concentration is shown in Figure 5-7: 
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Figure 5-7 Relative band edge levels of the Zn:NiO mixed phase system with concentration of zinc ions. Energy scale of VBM 

values relative to the band edge of pure NiO, calibrated against the average core orbital level energy of nickel. The error bars at 

the top of the columns represent the standard deviation of the reference core level energies. 

The VBM behavior of the Zn:NiO mixed phase system may be divided into three separate 

concentration regions: 0-1.56%, 1.56-4.69% and 4.69-31.25%, for regions one to three, 

respectively. The CBM change also displays some dependence on the concentration, but apart 

from concentration region one, displays linear dependence throughout within the error margin of 

the core levels.  

At the lower limit concentrations of region one, the VBM level fluctuates, but is largely constant, 

remaining near the pure NiO level. The reason for the differing behavior compared to the other 

regions is likely to involve the volume change, as it only decreases in this region. Region two 

exhibits a nearly linear increase in the VBM level. This region acts as an ideal region with 

respect to the VBM change, as the volume change no longer interferes with the shift. Region 

three contains the VBM maximum for the mixed phase system and corresponds to a saturation 

region with respect to the effect of zinc ion concentration on the VBM level. At higher 

concentrations than 9.38%, a gradual decrease in the VBM level occurs. It is likely not a physical 

effect, but rather an error within the methodology used to determine the relative VBM levels, 

caused by the shift in the reference core levels. As the shift is relatively small, within the core 
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level error range, the error introduced to the VBM values by the employed approximate 

methodology may be considered to most likely lie within an acceptable margin. The VBM 

maximum may be somewhat underestimated due to this effect, however. 

Apart from region one, where the volume change is likely to be the dominant factor, the VBM 

shift may be attributed to the formation of weaker Zn-O-like bonds within the NiO structure. The 

evidence to this view is the valence band edge composition linearly approaching that of cubic 

phase ZnO with increasing zinc ion concentration. The endothermic enthalpy of mixing observed 

beyond the lowest concentration for the Zn:NiO system, as well as the longer Zn-O bonds, 

compared to the Ni-O bonds, also support this conclusion. 

The continuous drop of the CBM is due to the formation of a conduction band state at a lower 

energy than the CBM of pure NiO. At higher zinc concentrations, the composition of this band is 

primarily O-2s states, with Zn-4s and Ni-4s states mixed in in proportion, the Zn-4s states 

increasing with concentration of zinc ions, while Ni-4s diminishes. The CBM shift may be 

considered a linear change of the nature of the conduction band from that of pure NiO to the 

composition of bulk cubic ZnO. From the observed behavior, the CBM shift would likely remain 

linear with concentration change at higher concentrations than experimentally observed. The 

same drift in the energy level observed for the VBM levels would likely also affect the CBM, but 

due to the greater shifts in the CBM level the relative error is less relevant.  

The behavior of zinc ions in NiO may be considered akin to a diluent of nickel ion concentration. 

As increasing the zinc concentration changes the electronic structure linearly towards that of 

cubic ZnO, the initial overestimation of the NiO band gap would cause the obtained CBM 

change with zinc concentration to be significantly overestimated as well. The cubic ZnO band 

gap calculated with PBE0 is 3.44 eV, so a CBM drop of 0.8 eV at 31% zinc concentration would 

indicate the CBM level change would saturate prior to complete substitution of the cation lattice 

sites with zinc. 
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5.3.  Surface Calculations 

The main focus of this project is the interfaces between NiO and ZnO surfaces. A natural point to 

start for such an investigation, is the properties of the individual material surfaces in a vacuum, 

within a surface cell that allows the bulk of the surface to be free of strain.  

 

5.3.1. NiO Surfaces 

Nonpolar NiO 〈100〉 Surface 

The ideal 〈100〉 surface, without reconstruction, has a completely planar surface as shown in 

Figure 5-8.  

 

Figure 5-8 The structure of the NiO 〈100〉 surface. 

Relaxation of the surface causes little surface rearrangement, with the outermost layer of ions 

only departing the perfect crystal plane arrangement by less than ± 0.01 Å from the perfect 

plane, relative to one another, where the oxygen ions extrude slightly, and the nickel ions retract 

back into the bulk of the slab. 

The surface structure itself is very simple, however the complex magnetic rearrangements 

necessary for the correct formation of this interface, are a cause of considerable difficulty. For 

many calculation settings, the calculations of the magnetic structure collapses entirely, with the 
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system converging to an entirely diamagnetic arrangement. The magnetic structure of NiO is 

integral to its structural integrity in a slab, so assumption of this diamagnetic structure causes the 

ionic structure to crumple entirely, collapsing in on itself.  

Both the GGA+U and hybrid functional calculations predict the magnetic moments to arrange 

themselves in a layered structure, where the ions closer to the surface have greater magnitude 

magnetic moments, both for the nickel and the oxygen ions. Furthermore, the oxygen ions form 

their own magnetic structure, shown in Figure 5-9. This magnetic structure briefly strengthens in 

magnitude at the first subsurface layer, before it decays rapidly towards the bulk of the slab. By 

the third layer, the magnetic moment has nearly vanished. 

 

Figure 5-9 The magnetic structure assumed with the NiO 〈100〉 surface formation, calculated by hybrid functional. The larger 

spheres represent nickel ions; Red and blue represents positive and negative magnetic moments, respectively. The smaller 

spheres represent oxygen ions. The reddish and blueish colors still represent positive and negative magnetic moment, but the 

magnitude of the moment is indicated by the specific color. The deeper the color, the greater the magnitude of the moment. 

 

The spatially resolved DOS structures display the effect of the presence of the vacuum region on 

the electronic structure of the slab, shown in Figure 5-10. 
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Figure 5-10 Spatially resolved DOS structure of the NiO 〈100〉 surface, calculated with hybrid functional with suitably adapted 

exact exchange proportion. 

The hybrid spatially resolved DOS structure displays no mid gap defect states of note, and no 

reduction in the overall band gap. The most important feature is the increase in the density for 

the conduction band states around energy level two at z-axis one and six. The increased density 

corresponds to surface states of NiO, similar states which are observed for all terminations of 

NiO consideration in this project. The interface states are constructed from almost only Ni-3deg 

orbitals. The surface state energies are predicted to be shifted down into the band gap for both 

hybrid and GGA+U functionals. In the latter case, a total band gap reduction of about 0.5 eV is 

observed due to surface states. 

 

Nonpolar NiO 〈110〉 Surface 

The NiO 〈110〉 surface has, prior to relaxation, parallel ridges along one axis; either the a- or b-

axis depending on orientation, but the isolated structures are equivalent. The structure of the 

surface is shown in Figure 5-11.  
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Figure 5-11 Structure of the NiO 〈110〉 surface. 

The relaxed structure is somewhat widened, and the oxygen atoms extrude slightly towards the 

vacuum layer. The arrangement of magnetic moments retains the anti-ferromagnetic structure of 

the bulk structure. Overall, structural rearrangement with ionic relaxation is relatively minor. 

The hybrid DOS of the surface, Figure 5-12 (left image), shows that the surface introduces 

significant mid-gap states, considerably reducing the overall band gap. 

 

Figure 5-12 Left image: DOS of the NiO-〈110〉 surface, calculated by the PBE0 functional, using 18.5% exact exchange. Right 

image: DOS of the NiO-〈110〉 surface, calculated with GGA+U. Y-axis of both figures have the same title and units. The 

conduction band surface states are marked by the red section. 

The hybrid DOS valence band composition is unchanged from the bulk material. The 

introduction of surface states to the DOS creates mid-gap states composed primarily of Ni-3d 
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orbitals, with O-2p states mixed in, reducing the effective band gap of the material by half. The 

increase in the O-2p orbital contribution is likely mostly a consequence of the gamma-point only 

calculation, as the same behavior is observed in bulk calculations. More gap states present at 

higher energies, composed of a mix of multiple different states. The difference in the 

composition of the lowest energy mid-gap state compared to the 〈100〉 surface is likely due to 

the introduction of oxygen ions with two missing bonds, as opposed to one. 

The GGA+U DOS, Figure 5-12 (right image), shows similar overall traits, but with distinct 

differences. Unlike the hybrid calculation, the mid-gap states are predicted to be composed 

primarily of Ni-3d orbitals, with a much smaller mixing of O-2p states. The GGA+U functional 

significantly underestimates the contribution of oxygen to the surface states, a point which must 

be noted for consideration of interfaces in section 5.4. The valence band is also affected, forming 

a gap in the states not present in the bulk material about 0.4 eV below the VBM. The mid-gap 

states are due to the formation of weakly bound electron states forming in continuous bands 

along the surfaces, as shown in Figure 5-13. 

 

Figure 5-13 Partial electron density composition of the NiO-〈110〉 surface, calculated with GGA+U. The states shown in the 

image correspond to the gap states in Figure 5-12 (right image). The contour density is 0.005. Further density is introduced into 

these surface states at higher energy. 
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The presence of such delocalized electron densities, and the mid-gap states they constitute, may 

have a considerable effect on a heterojunction. The orbitals producing these contours correspond 

to the mid-gap states in Figure 5-12 (right image) and determine the overall conduction band 

level for the structure. At practical temperatures they serve to introduce localized charge density 

to the vacuum region immediately adjacent the surface, with greater spatial expansion along the 

c-axis than the bulk states permit. 

The geometry of the contours displays repulsion from the negatively charged oxygen ions, with 

indentations in the regions closest. The overall structure is thus likely due to sum repulsion of the 

nickel states from the oxygen ions closer to the bulk of the structure. 

It is likely that only a 〈110〉 surface without significant structural defects would form continuous 

states. A reconstructed surface with ridge peaks two or more ionic layers apart (along the a-axis 

in this case), would likely exhibit more localized surface states around each ridge peak nickel 

ion. Hence, restructuration of the 〈110〉 surface to form more spaced out ridges may present a 

viable pathway for the reduction of NiO surface states. 

The delocalized surface states may also have a notable effect on conductivity across a junction, 

due to their coherent shape and effect of introducing electron density into an otherwise isolating 

region of space. It is also possible that the relative orientation of the 〈110〉 surface may play a 

role as well, due to the directional distribution of electron density, but this depends on the ab-

plane symmetry of the paired surface. 

 

Polar NiO 〈111〉 Surface 

The NiO 〈111〉 surface is the simplest polar surface of NiO. As previously mentioned in section 

3.1.4, two opposite nickel and oxygen ion terminations are coupled together. The separate 

terminations exhibit different features and must be considered individually. 
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Figure 5-14 Relaxed oxygen termination surface of the NiO 〈111〉 surface. 

In the relaxed structure, the surface ions are retracted directly towards the bulk of the slab, with 

no shift in the ab-plane coordinates. The terminating nickel ion structure is only slightly altered, 

while the adjacent oxygen layer is altered from the bulk structure to a negligible degree. The 

terminating oxygen ions relax to a considerably greater extent, where the first sub-surface nickel 

ion layer is altered to a greater degree than the terminating nickel ions. The relaxation behavior 

indicates the oxygen termination to less stable than the opposite nickel termination with respect 

to the presence of a vacuum. 

The presence of the internal dipole moment of the polar surface slab has significant effects on the 

electronic structure. The GGA+U total DOS, shown in Figure 5-2, is distorted to the extent that 

the location of the band gap is difficult to ascertain. 
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Figure 5-15 DOS of the NiO-〈111〉 surface, calculated with GGA+U. The Fermi energy is located at Energy = 0. Subscripts u 

and d refer to spin up and down, respectively. 

The separate spin states are displaced from energetic degeneracy due to the internal dipole of the 

surface slab. The up-spin bulk band edge compositions are observed at 0.5 and 1.25 eV, which 

may be considered the total band gap. Between the VBM and CBM, the entire gap is covered in 

states, primarily composed of Ni-3d orbitals. The DOS energy shift through the slab may be 

observed from the spatially resolved DOS structure, shown in Figure 5-16. 

 

Figure 5-16 Spatially resolved DOS of NiO-〈111〉 surface, calculated with the GGA+U functional. The left of the plot 

corresponds to the nickel termination, while the right side corresponds with the oxygen termination. 
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The oxygen termination exhibits the most prevalent valence band surface states of the NiO 

surfaces due to the extent of the oxygen surface relaxation, observed at z-axis 11 to 12. The 

nickel termination of the surface slab is dominated by mid-gap surface states. The density of 

states at the surface are continuously non-zero across the band gap, forming akin to a metallic 

DOS structure in this region. 

The gap states at the nickel termination were in Figure 5-15 observed to be primarily composed 

of Ni-3d states. Same as the 〈110〉 surface, the states are conduction band states that have shifted 

down in energy due to decreased electrostatic repulsion from surrounding negatively charged 

oxygen ions. A notable difference between the polar and non-polar surfaces, is that the 〈110〉 

states are confined to a specific region of energy, while the 〈111〉 states are continuous 

throughout the band gap, because of the spatial expansion of the surface states. As shown in 

Figure 5-13, the surface states are restricted from freely expanding by the ionic arrangement. The 

〈111〉 surface does not have this restriction, as only nickel ions are present at the surface, 

forming a continuous density distribution along the surface.  

 

Figure 5-17 Partial charge density of the NiO-〈111〉 nickel termination surface, with an energy range corresponding to the mid-

gap region of Figure 5-15. Isosurface level is 0.0006. 

As observed in the 〈110〉 surface structure, the cause of the surface states is due to the 

asymmetry of the structure at the surface. The same principles apply for the 〈111〉 surface. As 

there are no oxygen ions at the surface, so the surface states assume a continuous charge density 

region. 
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NiO Surfaces: Surface Energy and Band Edges 

The formation of a surface causes a change in the total energy of the structure to change 

compared to the bulk material. These surface energies, and the changes observed, thus serve as 

an indicator to the relative stability and favorability of different surfaces and conditions. The 

surface energies of the NiO terminations are given in Table 5-5. 

Table 5-5 Surface energies of the NiO terminations, calculated with GGA+U. 

Termination Surface Energy (J/m2) Prior Literature (J/m2) 

〈100〉 0.84 1.1567 

〈110〉 2.70 2.7767 

〈111〉 5.01 4.549 

 

The calculated surface energy of the 〈110〉 surface shows good agreement with previous 

literature, but the values for the 〈100〉 and 〈111〉 surfaces under- and overestimates the surface 

energy, respectively, considerably. The results are, however, in qualitative agreement on the 

relative stability of the surfaces. 

The calculated band edge energy levels of NiO relative to the vacuum level are not identical 

between separate surfaces; a considerable degree of difference may occur as a consequence of 

the surface properties. The band edge levels of the various surface terminations calculated with 

the GGA+U and hybrid functionals are shown in Figure 5-18. 
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Figure 5-18 Band edge energy of the NiO surfaces relative to the vacuum level, calculated with the various functionals. 

The GGA+U functional gives the most consistent results between the surfaces. The calculated 

VBM energy levels are too low but show overall good agreement with experimental evidence, 

which places the VBM at about -5.4 eV.1 Due to the underestimated band gap, the CBM level is 

significantly too low. 

The 18.5% hybrid functionals obtain a better estimate of the band gap, however the lower 

consistency of the absolute values of the VBM levels indicates the GGA+U method may be the 

better choice for determining the relative levels of the band gaps. Utilizing the standard exact 

exchange of 25%, the VBM values are not changed much, but they are overall shifted away from 

the experimental values for the band edge levels, resulting in worse agreement overall. 

 

Final Considerations for the NiO Surfaces 

The NiO surfaces all tend to form surface states corresponding to the mid-gap energy range, 

although the extent varies between different surfaces. The surface states are predominantly 

shifted conduction band states, and primarily occupy the spatial region in the vacuum outside the 

slab itself. Generally, these conduction band states form between the closest neighbor nickel 

ions, and link together into continuous surface bands, while not forming in the regions 

immediately adjacent the negatively charged oxygen ions. Consequently, the bands expand space 
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with the same ab-plane symmetry as the surface itself, resulting in anisotropic band density for 

surfaces with lower symmetry such as 〈110〉. 

 

5.3.2. ZnO Surfaces 

Nonpolar ZnO 〈101̅0〉 Surface 

ZnO, due to the lower ionic coordination number of the wurtzite structure, exhibits more 

extensive relaxation at the surfaces compared to NiO. In the relaxed 〈101̅0〉 surface, Figure 5-19 

(right image), the oxygen ions extrude towards the vacuum layer and the zinc ions are displaced 

towards the bulk. The bond lengths remain largely unchanged, in agreement with experimentally 

observed behavior.74 

 

Figure 5-19 Nonpolar ZnO 〈101̅0〉 surface. Bulk and relaxed structures to the left and right, respectively. 

The PBE0 DOS structure shows no presence of gap states within the band gap, but the width of 

the band gap is somewhat narrowed. The GGA+U DOS gives similar results; The general 

structure of the DOS is unchanged from the bulk calculations, and no gap states have been 

introduced. The band gap has, however, been reduced by about 0.1-0.2 eV. 

The reduction in the band gap is primarily due to shifted valence band states in the vicinity of the 

surface, as they may be observed to have increased in density near the surfaces in the spatial 

DOS, shown in Figure 5-20: 
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Figure 5-20 Spatially resolved DOS of the ZnO 〈101̅0〉 surface calculated with the GGA+U functional. 

The spatial DOS shows the surface to display a relatively clean density structure. The surface 

states largely only occur within the bulk conduction band and would not influence the properties 

of the material considerably. The slight decrease in band gap appears to be due to a shift up in 

the energy of the valence band states, likely due to the surface relaxation. The effects of the more 

extensive surface relaxation on the DOS may be observed in the conduction band density at z-

axis 2/15 and 4/13: The relaxation affects the subsurface layers to a significant degree, resulting 

in two layers of surface states in the DOS structure. This same trait is also observed for the 

〈112̅0〉 surface. 

The surface states of the ZnO nonpolar surfaces form continuous bonds between adjacent zinc 

ions in a similar manner as NiO, forming a similar anisotropic charge density distribution for the 

conduction bands. The main difference from the NiO surface states, is that the oxygen ions 

contribute significantly to these surface states from O-2p orbitals, rather than inhibit them. 

 

Nonpolar ZnO 〈112̅0〉 Surface 

The 〈112̅0〉 surface relaxation is similar to the 〈101̅0〉 surface: The zinc ions are displaced 

towards the bulk of the structure, and the oxygen ions towards the vacuum layer. Additionally, 

the relaxed 〈112̅0〉 surface displays akin to a torsional twist on the outer layer, parallel to the ab-
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plane, rather than a straight move into or out of the slab. The bulk and relaxed surface structures 

are shown in Figure 5-21: 

 

Figure 5-21 ZnO 〈112̅0〉 surface termination, before and after relaxation to the right and left, respectively. 

Different from the 〈101̅0〉 surface, the band gap increases compared to the bulk, by about ~0.1-

0.2 eV. The 〈112̅0〉 surface is the only surface to display a fully constant band gap throughout 

the surface slab, with no mid-gap states. 

 

Polar ZnO 〈0001〉 Surface 

In the relaxed polar ZnO 〈0001〉 surface, the termination ions are retracted directly towards the 

bulk of the slab. The surface arrangement approaches a planar trigonal arrangement of the 

surface- and subsurface- ionic layers, minimizing the dipole moment. The bulk structure 

termination is shown in Figure 5-22. 
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Figure 5-22 Static structure of the ZnO 〈0001〉 surface termination. The image displays the cation termination; the oxygen 

termination is equivalent, with the oxygen and zinc ion lattice sites reversed. 

The spatially resolved DOS, shown in Figure 5-23 (left image), shows that the DOS energy level 

of the surfaces is considerably affected by the internal dipole of the slab, causing a constant shift 

in energy levels throughout the surface slab. 

  

Figure 5-23 Left image: Spatially resolved DOS of the ZnO 〈0001〉 surface. The left side of the image corresponds with the 

oxygen termination. Right image: Partial charge density of the ZnO 〈0001〉 surface, corresponding to the surface state energies 

of the zinc terminal ions in the left image. Isosurface density is 0.0005. 

The sudden decrease in the energy level of the conduction band is due to surface states occurring 

at the metal ion termination, as may be seen from a partial electron density distribution. 

The cation termination surface states are composed entirely of Zn-4s states. The less uniform 

charge density compared to the polar NiO surface is likely due to the smaller distance between 

the surface and first sub-surface layers, with the repulsive effect of the oxygen ions affecting the 

surface states, as well as the more localized nature of the 4s orbital. 
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Polar ZnO 〈000
1

2
〉 Surface 

This surface relaxes in a manner analogous with the 〈0001〉 surface from the second ionic layer 

from the surface. However, the termination ions are highly structurally unstable under physical 

conditions. They only maintain their shape due to the periodic boundary conditions, and the 

perfect lattice of equivalent ions that form their surroundings because of it and hence do not relax 

in a typical manner.  

 

Figure 5-24 Left image: ZnO 〈000
1

2
〉 oxygen termination surface. The zinc termination is equivalent, but with the oxygen and 

zinc lattice sites swapped. Right image: Spatially resolved DOS of the ZnO 〈000
1

2
〉 surface. The left side of the image correspond 

with the nickel termination, and the right side with the oxygen termination. 

The 〈000
1

2
〉 surface is identical in structure to the 〈0001〉 surface, apart from the termination 

ions, and produces a similar spatially resolved DOS structure, shown in Figure 5-24 (right 

image). The entire band gap is filled with states at the nickel termination, of similar nature to the 

〈0001〉 surface states. The zinc ions are further distanced from the oxygen ions of the first sub 

surface layer compared to 〈0001〉, producing surface states that, similarly to NiO-〈111〉, are 

much less spatially restricted than the nonpolar and less polar surfaces. The surface states 

essentially form a metallic band state, with no energy gap. 
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ZnO Surfaces; Surface Energy and Band Edges 

The surface energies of the clean ZnO surfaces are given in Table 5-6: 

Table 5-6 Surface energies of clean ZnO surfaces, calculated with the GGA+U functional. 

Termination Surface Energy (J/m2) Earlier Literature (J/m2) 

〈1010〉 0.95 1.697 

〈1120〉 0.99 1.797 

〈0001〉 1.88 3.31-3.495,97 

〈000
1

2
〉 

5.64 Not Available 

 

The nonpolar surfaces are predicted to be roughly equally stable, with the polar 〈0001〉 surface 

exhibiting twice as high surface energy. While the absolute surface energies significantly 

underestimate the literature values, the relative values agree with the respective ratios lying 

within a 5% margin of error. The surface energy of the 〈0001〉 polar surface is relatively low 

compared to the other polar surfaces under consideration, ZnO-〈000
1

2
〉 and NiO-〈111〉. 

The 〈000
1

2
〉 surface energy is very high, close to the NiO-〈111〉 surface energy. Consequently, 

like the latter, it is unlikely that the 〈000
1

2
〉 surface could exist in a stable manner without 

reconstruction, especially since its form is also structurally unstable. 

The band edge levels calculated with the GGA+U and hybrid functionals are shown in Figure 

5-25: 
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Figure 5-25 Valence and conduction band edge levels of ZnO surfaces, calculated with the GGA+U and hybrid functionals. 

The VBM values of the nonpolar surfaces are largely consistent with one another with the same 

functional, while the polar surfaces vary quite considerably due to the dipole moments. The 

VBM levels of the nonpolar surfaces are, however, compared to prior literature and experimental 

evidence, considerably high.159,160 These results typically place the VBM of ZnO around the -7.0 

eV to -7.5 eV level. As the high VBM of ZnO from GGA+U would produce strange interface 

band offsets in later sections, a correction scheme will be employed: 

The GGA+U misplacement of the VBM on an absolute scale could be considered as primarily an 

issue related to the placement of the VBM relative to the reference potential within a bulk 

potential. Comparing the reference potential levels of the nonpolar interfaces between hybrid 

with fitted exact exchange and GGA+U, they are found to be relatively similar. The polar 

interfaces differ significantly, primarily due to a difference in the charge distributions with the 

dipole field. The relative VBM calculations, predict a significant difference of about 1.5 eV 

between the functionals. If the hybrid relative VBM value is utilized, rather than the GGA+U 

derived, the results are considerably improved: 
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Table 5-7 Absolute band edge levels utilizing local potential of GGA+U with Hybrid functional relative VBM. 

Termination VBM Relative to Vacuum CBM Relative to Vacuum 

〈1010〉 -7.73 -4.28 

〈1120〉 -7.66 -4.21 

〈0001〉 -9.83 -6.38 

〈000
1

2
〉 

-6.82 -3.37 

 

With this arrangement, the 〈1010〉, 〈1120〉 and 〈000
1

2
〉 absolute band edges are considerably 

improved, to roughly on par with the hybrid methodology. This is important due to the inability 

to run proper hybrid calculations of most interfaces. While this is an ad hoc process, the main 

utility of the band edge levels is for the determination of band offsets, where the actual shape of 

the DOS apart from the edges is not important. Where this method is used, it will be referred to 

as “mixed” band edges. This correction scheme has no physical basis and will necessarily 

introduce a degree of error and uncertainty to the results. However, as the value utilized from the 

hybrid calculation is a constant to be applied to variables from GGA+U equivalently, the 

procedure may also be considered as a simple ad hoc shift of the ZnO VBM by about -1.5 eV to 

produce more useful results; Comparison between different interfaces, would produce the same 

relative differences in band offset, hence reducing the severity of the introduced errors. 

The 27.5% exchange fraction hybrid functional results are less stable for the individual surfaces, 

and do not agree with the VBM levels of the GGA+U results for any of the surfaces. Compared 

to experimental results, the obtained VBM levels are closer to the real values for the nonpolar 

surfaces, but the dipole effects once more interfere with the values obtained for the polar 

surfaces. The standard exact exchange fraction increases the VBM energy levels for all the 

surfaces compared to the specifically chosen value. As the specifically chosen value tended to 

place the energy levels too low, the standard exchange generally improves the result. For the 

nonpolar surfaces, the VBM value agrees quite well with experimental results, but the polar 

surfaces are still placed considerably too low. 
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Final Considerations for the ZnO Surfaces 

The nonpolar ZnO surfaces behave similarly with respect to structure, stability and electronic 

structure. They are both the most stable of the ZnO surfaces. While the surface states primarily 

have the character of the conduction band, the energy level lies mostly outside the band gap 

(within the scope of the underestimated band gap) and would not likely cause mid-gap interface 

states. Due to the surface ionic structures, the conduction band surface states exhibit anisotropic 

expansion similar to the NiO-〈110〉 structure, but less spatially constrained as the oxygen 

orbitals contribute to the states, rather than repel them. 

The polar surfaces display the opposite traits, exhibiting considerable surface states and 

relatively unstable surface energies. The 〈0001〉 surface states display traits akin to an 

intermediate between NiO-〈110〉 and NiO-〈111〉 surface states, while the 〈000
1

2
〉 surface 

behaves similarly to the NiO-〈111〉 surface. 

 

Final Considerations for Surface Calculations 

The agreement between the results obtained in this section and prior literature is varying, with 

some results approaching very close, and other results having considerable error. Qualitative 

agreement is obtained for most values, however. 

There are several differences between the properties of the NiO and ZnO surfaces. The most 

important difference for later considerations of interface electronic structure, however, is the 

origin of the respective surface states: In non-polar NiO surfaces, the surface states occur almost 

entirely at the surface itself, originating predominantly from the termination nickel ions. In the 

non-polar ZnO surfaces, however, the surface states are closer to bulk states that extend out from 

the surface slab, into the surrounding vacuum region. A possible consequence of this difference 

in an interface, is that the NiO states would act as electron traps, while the ZnO states would act 

closer to a conducting region. Similar traits are also observed for the ZnO-〈0001〉 surface, the 

small difference between the ionic planes at the surface facilitates a considerable contribution 

from the sub-surface layers to the surface states, a property not observed in NiO. 
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5.4. NiO-ZnO Heterojunction Interfaces 

Within the bounds of a computational investigation, unless there is a perfect match between the 

lattice parameters of the components of a junction, strain must be applied to the system to 

accommodate both components within the same surface cell. For a heterojunction, the strain may 

be either compressive, tensile or shear, each affecting the properties of the materials differently. 

Experimental investigations of strain effects for heterojunctions show that electronic properties 

such as band alignment depend considerably on the strain distribution.161,162 A choice must thus 

be made in how to distribute the strain between the surfaces. In this case, only one of the surface 

slabs are strained, to replicate the conditions of a deposition process of one material on a strain 

free second phase. Another approach would be to distribute the strain equally between the 

surfaces, or in proportions decided by the elastic moduli of the respective materials. This latter 

approach would represent the closest approximation to the strain distribution one would expect 

within a nanocomposite, or simultaneous precipitation of multiple phases from a single 

supersaturated phase. In these cases, depending on the system, multiple forms of strain would be 

present, for instance in the form of compressive strain on one material, and tensile strain on the 

opposite. 

As previously mentioned in section 3.3.1, the interface optimization process follows a multi-step 

procedure. To shortly summarize: 

1. Optimization of relative arrangement in ab-plane. 

2. Optimization of interface width (distance between surfaces along the c-axis). 

3. Optimization of ionic positions. 

The strain applied to each interface system is given in Table 5-8: 
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Table 5-8 Strain imposed on the system to fit the NiO and ZnO surfaces together. 

Interface 

NiO Surface – ZnO Surface 

Strain 

(% Distortion from bulk structure) 

〈100〉 - 〈101̅0〉 11.86 

〈100〉 - 〈112̅0〉 8.15 

〈110〉 - 〈101̅0〉 2.51 

〈110〉 – 〈112̅0〉 4.57 

〈111〉 - 〈0001〉  /  〈111〉 - 〈000
1

2
〉 5.68 

〈111〉 -  〈101̅0〉 2.60 

〈111〉 - 〈112̅0〉 0.70 

 

The 〈100〉 surfaces are both considerably strained, but a lower strain was not applicable within a 

reasonable system size. The 〈111〉 - 〈112̅0〉 interfaces show the best fit between the respective 

surface structures. 

 

5.4.1. Interface Optimizations 

Relative Interface Configurations 

A note on notation: For interfaces involving a polar surface, the interface arrangement of 

surfaces is followed by either Ni-O or Zn-O, to indicate which surface supplies which 

termination to the interface. The former means that the NiO surface supplies the cation 

termination, and the latter means NiO supplies the oxygen termination. This notation is 

employed both for polar-polar and polar-nonpolar interfaces. 

The relative energies of the interface structure conformations display relatively small variation. 

Comparing the total energy of the various conformations, several surfaces displayed a standard 

deviation of less than 0.1 eV, including all polar-polar, and several nonpolar-nonpolar interfaces. 

The polar-polar interfaces all display low variance in energy, likely due to the interface 

interaction energy being dominated by the electrostatic interaction of the oppositely charged 

termination ions.  
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Figure 5-26 Conformational energy surface for the strained ZnO 111-1010 interface. 

The behavior of the interface structure energies with respect to differing interface width (without 

spin polarization) for the most part display a continuous curve characteristic of atomic 

interactions. Early attempts at optimizing the width with spin polarization enabled, showed that, 

for certain interfaces, the magnetic structure would create an energy barrier, preventing the 

system from assuming the minima region for non-spin polarized region. This new magnetic state 

would also create a new local energy minimum for the interface width, rather than being purely 

repulsive, see Figure 5-27. Consequently, certain interfaces may be in local minima 

conformations with respect to interface widths, as the subsequent relaxation process started from 

the minima of the non-spin polarized energy surfaces. 
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Figure 5-27 A comparison of the energy landscape with and without spin polarization. The absolute axis scales are arbitrary. 

Moving in the positive direction along the x-axis corresponds to a wider interface gap. 

 

5.4.2. Relaxed Structure Interfaces 

Upon initial construction, the interface structures utilize the bulk parameters of the surface 

materials, albeit strained. The interface environment requires the ionic structures to rearrange to 

assume the new minimum-energy conformation. These rearrangements affect the properties of 

the interface, which, in a heterojunction, this is of special importance as the bonding across the 

interface is unique to every surface pair. Of the two arrangements of strain distribution 

considered, however, only the structures with strained ZnO slabs have all been fully relaxed. In 

section 5.4.2, all results and discussion will refer to the relaxed interfaces with strained ZnO 

structures. 
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Interface Formation Energies 

The interface formation energy provides information on the relative favorability of the formation 

of the various interfaces. The interface formation energies of the relaxed interfaces with strained 

ZnO is shown in Figure 5-28: 

 

Figure 5-28 Interface formation energies of the NiO-ZnO interfaces, with strained ZnO. The Ni-O and Zn-O labels indicate what 

ions are contributed to the interface by the polar NiO surface slab, referring to the nickel- and oxygen terminations of the NiO 

surface, respectively. 

The two arrangements of the polar-polar surfaces 〈111〉 − 〈000
1

2
〉 are the most favorable of the 

interfaces. The reason is partly due to the polar-polar attraction between the surfaces, but also the 

unstable structure of the ZnO-〈000
1

2
〉 surface, and the stabilization of this by incorporation of the 

charged ZnO surface ions into the lattice of the opposite NiO surface. These interfaces may 

alternatively be considered akin to a 〈111〉 − 〈0001〉 interface with a partially saturated 

monolayer incorporated into the structure at the interface to improve bonding between the 

separate crystal structures. 
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For all surfaces either polar-polar or polar-nonpolar, any interface that incorporates the polar 

nickel termination is always more favorable than the reverse case. Except for the 〈100〉 - 〈1010〉 

interface, the polar NiO surface is the most favorable pairing with all ZnO surfaces. 

The strain distribution of this system approaches the conditions of ZnO deposited on NiO. Under 

these conditions, by the energy minimization principles of Wulff construction, it may be 

predicted that, for the NiO-〈100〉 and NiO-〈110〉 interfaces, the ZnO-〈1010〉 and ZnO-〈1120〉 

arrangements of the ZnO structure, respectively, would preferentially form. For the NiO-〈111〉 

surface, the 〈111〉 − 〈000
1

2
〉 Ni-O and Zn-O interfaces are predicted to predominantly form, in 

agreement with experimental evidence.163 

 

Nonpolar-Nonpolar Interfaces 

Of the four nonpolar-nonpolar interfaces, three of them are the least energetically favorable 

overall. The interfaces exhibit the greatest dependence on the relative alignment of the respective 

surfaces on structural relaxation and interface states, and exhibit behaviors not observed in the 

interfaces involving at least one polar surface. 

 

〈100〉 Interfaces 

The two nonpolar-nonpolar interfaces that include the NiO-〈100〉 surface exhibit relatively 

similar traits. The relaxed structures of the 〈100〉 - 〈101̅0〉 and 〈100〉 - 〈112̅0〉 interfaces are 

shown in Figure 5-29: 
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Figure 5-29 Top: Relaxed structure of the 〈100〉 - 〈101̅0〉 interface. Bottom: Relaxed structure of the 〈100〉 - 〈112̅0〉 interface. 

The structure of NiO and ZnO are to the left and right respectively, for both images. 

The 〈100〉 - 〈101̅0〉 structure aligns itself such that the cat- and anion rows of the surface layer 

are completely parallel and the oxygen ions of the ZnO structure are arranged directly across the 

interface from the nickel ions, with a bond length of 2.05 Å. The terminal zinc ions bond with 

their own row of oxygen ions within the NiO structure, but the alignment across the junction is 

staggered, so the bonding strength is lower. The bond lengths are 2.61Å, beyond what would 

normally be considered bonded, but the relaxed structure clearly indicates attraction. The ions 

that are involved in the cross-junction bonding extend out from the bulk of their respective 

surfaces, and towards the opposite surface. 

The 〈100〉 - 〈112̅0〉 interface arranges in a similar manner to the 〈100〉 - 〈101̅0〉 interface. The 

ab-plane positions of the bonding ions do not line up across the junction, however, so the bonds 

are all angled, causing the 〈112̅0〉 surface to be further distorted from the bulk structure than 

observed in other interfaces, although the applied strain also plays a role. The bonds across the 

interface bonds have lengths of 2.13 Å and 2.24 Å, for the Ni-O and Zn-O bonds, respectively. 
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The spatially resolved hybrid DOS of the 〈100〉 - 〈101̅0〉 and 〈100〉 - 〈112̅0〉 interfaces exhibit 

similar traits for the electronic structure throughout the structure, as may be observed in Figure 

5-30. 

 

Figure 5-30 Left image: Spatially resolved DOS of the 〈100〉 - 〈101̅0〉 interface. Right image: Spatially resolved DOS of the 

〈100〉 - 〈112̅0〉 interface. Both calculated with the hybrid functional utilizing 25% exact exchange. NiO is on the left side, ZnO is 

on the right side. The interface transition occurs along c-axis 6-7. 

A particular trait is observed in both structures, which henceforth will be referred to as invasive 

states. At energies corresponding to about 1 and 2 eV in both images, states that are present 

throughout the ZnO slab continue several ionic layers into the NiO surface. These states diminish 

the further into the opposite slab, and with distance from the interface, so they are not native to 

the NiO DOS structure, yet they appear within the structure regardless. 

The presence of invasive states shows the ZnO material to have a considerable influence on its 

electronic structure in the immediate vicinity of the interface. The presence of invasive states in 

this interface acts as mid-gap states within the NiO band structure, reducing the effective band 

gap around the immediate interface region. In applications such as solar cells, these states would 

act as charge carrier traps and recombination facilitators, lowering overall efficiency.  

The GGA+U functional DOS exhibits different features; however, the overall structure of the 

interface agrees with the hybrid results. 
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Figure 5-31 Spatially resolved DOS of the 〈100〉 - 〈112̅0〉 interface, calculated with the GGA+U. NiO is on the left side, ZnO is 

on the right side. The interface transition occurs along z-axis position 6-7.  

The main difference, apart from the underestimation of the band gaps, is the appearance of 

interface states at the NiO surface. These appear for most NiO surfaces, however for the 〈100〉 

interfaces, the energy level of the NiO interface states is higher than the predicted CBM of ZnO, 

so the states of the latter dominate the effective CBM at the interface. 

 

〈110〉 - 〈101̅0〉 Interface 

The ridged structure of the NiO-〈110〉 surface results in more extensive differences in interface 

bonding and electronic structure between separate interfaces, hence the 〈110〉 - 〈101̅0〉 and 

〈110〉 - 〈112̅0〉 interfaces are explained separately. The relaxed structure of the 〈110〉 -  〈101̅0〉 

interface is shown in Figure 5-32: 
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Figure 5-32 The relaxed structure of the 〈110〉 - 〈1010〉 interface. The structure of NiO and ZnO are to the bottom and top 

respectively. 

The cross-interface bonding has a different effect on the NiO and ZnO structures: The ZnO 

structure approaches closer to the bulk arrangement in the bonded regions, while the NiO 

structure is distorted. Upon the formation of the interface bonds, the ZnO ions are bonded to two 

adjacent ions at the NiO surface ridge peaks, with the NiO ions approaching closer to the ZnO 

lattice positions than NiO. The Ni-O and Zn-O bond lengths are nearly equivalent, with a bond 

length around 1.99 Å. The cross-interface bonds are notably stronger than the Ni-O bonds along 

the NiO surface ridges. 
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Figure 5-33 Partial charge density of the 〈110〉 -  〈101̅0〉 interface, corresponding to the CBM energy. Isosurface density level 

at 0.001. 

As seen in Figure 5-33, the vacuum regions do not act as an insulating layer, but rather as an 

electron trap region, providing the lowest energy conduction band across the interface. 

Conversely, the highest energy valence bands in the ZnO structure are located at the cross 

interface bonded regions, forming a structure where electrons and holes are trapped in separate 

regions of the interface. Rather than the specific structure of the orbitals, the more important 

point to note is rather the effect of the cross-interface bonding, and alternately the lack thereof, 

on the electronic structure. This is also demonstrated by the spatially resolved DOS of the 〈110〉- 

〈101̅0〉 interface, shown in Figure 5-34: 



118 

 

 

Figure 5-34 Spatially resolved DOS of the 〈110〉 - 〈101̅0〉 interface, calculated with the GGA+U functional. NiO is on the left 

side, ZnO is on the right side. The interface transition occurs along z-axis position 7-8. The “resolution” is somewhat lower than 

other GGA+U DOS images due to computer hardware constraints. 

The 〈110〉 slab displays considerable surface states, both towards the vacuum surface and the 

interface, reducing the effective band gap to about 0.7 eV on the surface, and 1.0 eV at the 

interface. At z-axis value 8 in the figure, the DOS of the bonding ZnO ions are isolated from the 

rest of the ZnO slab states. These bonding interface ions assume an electronic state closer to ZnO 

bulk, compared to the non-bonding surface ions. 

Considering Figure 5-33 and Figure 5-34 together, the interface width, as well as the extent and 

density of the interface bonding, may be considered among the determining factors in formation 

of interface states in the NiO – ZnO interface. 

 

〈110〉 - 〈112̅0〉 Interface 

The 〈110〉 - 〈112̅0〉 interface structure, shown in Figure 5-35, follows the general bonding 

arrangement of the nonpolar-nonpolar interfaces. It may be observed, however, that the non-

bonding interface ions are significantly repelled by the electrostatic interactions, as the ions 

directly adjacent the bonding ions in the ZnO structure line up with equally charged ions. 
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Figure 5-35 The relaxed structure of the 〈110〉 - 〈112̅0〉 interface. The structure of NiO and ZnO are at the bottom and top 

respectively. 

The bonds that do form are relatively strong, sufficient to make the interface formation energy 

favorable despite the lineup of equally charged ions. The cross-interface bond length is 2.00 Å, 

an intermediate between ZnO and NiO. The applied strain on this surface requires special 

mention, as the original tetrahedral coordination of the ions in the wurtzite structure has been 

warped into a trigonal bipyramidal arrangement. Despite the considerable rearrangement, the 

structure of the relaxed slab is intact, with no bond failures or local distortions. 

The spatially resolved DOS of the 〈110〉 -  〈112̅0〉  interface is shown in Figure 5-36: 

 

Figure 5-36 Spatially resolved DOS of the 〈110〉 - 〈112̅0〉 interface, calculated with the GGA+U functional. NiO is on the left 

side, ZnO is on the right side. The interface transition occurs along z-axis position 8-9. 
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Located around energy level zero, the opposite case of the invasive states of the 〈100〉 interfaces 

are observed, with the valence band states of NiO continuing extensively into the ZnO slab. The 

states persist to the ZnO vacuum surface layer. These valence band states are unique to the 〈110〉 

surface and are also observed for the isolated surface. 

The interface states at the valence band are composed of oxygen dangling bonds at the interface, 

both from the NiO and the ZnO interface ions, while the conduction band interface states is due 

to the same surface state orbitals of nickel that are observed in the clean NiO-〈110〉 surface. The 

spatial expansion of the surface states are somewhat distorted, as the nickel ions that are bonded 

with oxygen ions in the ZnO surface and do not form surface states, or have them shifted to a 

higher energy. 

It should be noted that neither of the surfaces in this interface are equivalent along the a- and b-

axes, so an interface formed by rotating either surface by 90 degrees would exhibit significantly 

different bonding patterns, and possibly different interface states. 

 

Polar-Polar Interfaces 

Compared to the nonpolar-nonpolar interfaces, where the optimal relative conformation is 

dominated by alignment of oppositely charged individual ions, the interfaces that involve two 

polar surfaces bond in a manner primarily dominated by the electrostatic interactions of the 

surfaces as entireties. Consequently, the specific conformations are less important to the 

energetic favorability of the interfaces. 

 

〈111〉 - 〈0001〉 Interfaces 

The 〈111〉 - 〈0001〉 interfaces are technically polar-polar, but due to the surface relaxation and 

the applied strain, the ZnO surface approaches a non-polar structure. This is also observed in the 

interface formation energy, where the 〈111〉 - 〈0001〉 formation energies matches the polar-

nonpolar interface energies closed than the polar-polar. The relaxed structures of the 〈111〉 - 

〈0001〉 interfaces are shown in Figure 5-37: 
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Figure 5-37 The relaxed structure of the 〈111〉 - 〈0001〉 interfaces. The structure of NiO and ZnO are at the bottom and top 

respectively. 

The relaxed configuration of the ZnO termination ions generally approaches a planar surface, 

however the closer the ionic position in the ab-plane is a lattice position of the opposite NiO 

structure, the greater the bond strength with the NiO lattice, and the more extensive the interface 

modification to the ZnO.  

Due to the presence of the two oppositely arranged internal dipoles of the slabs, the spatially 

resolved DOS structure of the 〈111〉 - 〈0001〉 interfaces, shown in Figure 5-38, display 

significant energy shifts. 

 

Figure 5-38 Spatially resolved DOS of the 〈111〉 - 〈0001〉 interfaces, calculated with the GGA+U functional. NiO is on the left 

side, ZnO is on the right side. Left image: Zn-O interface. Right image: Ni-O interface. The interface transition occurs along z-

axis position 10-11 for the left image, and 12-13 for the right. 

Both combinations of interface surfaces similarly display considerable interface states in the 

band gap. Between the two different terminations, the origin of the mid-gap states differs: The 

Zn-O interface predominantly displays valence band mid-gap states, while only conduction band 
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mid-gap states occur at the Ni-O interfaces. The Zn-O interface states are dominated by O-2p 

states of the first sub-surface layer oxygen ions. As the valence band surface states are not 

observed in the isolated surfaces (Figure 5-23), they appear to be a consequence of the presence 

of the NiO slab and the applied strain. 

The mid-gap states at the Ni-O interface are the same surface states observed on the nickel 

termination surface both in isolated surfaces and at the nickel termination surface in the Zn – O 

interface. Compared to at the vacuum surface, the interface nickel mid-gap states energy range is 

considerably smaller, the reason for which is explained in the subsequent section. 

 

〈111〉 - 〈000
1

2
〉 Interfaces 

Compared with the 〈111〉 - 〈0001〉 interfaces, the 〈111〉 - 〈000
1

2
〉 interfaces are very similar. 

Beyond the monolayer of the more exposed termination ions, the ZnO surface slab is, prior to 

ionic relaxation, identical to the 〈0001〉 surface. This difference still causes significant 

alterations in the structure, both electronic and ionic, at the interface. The relaxed structure of the 

〈111〉 - 〈000
1

2
〉 interfaces are shown in Figure 5-39: 

 

Figure 5-39 The relaxed structure of the 〈111〉 - 〈000
1

2
〉 interfaces. Left image: Ni-O. Right image: Zn-O. The structure of NiO 

and ZnO are at the bottom and top respectively. 

The termination ions of the ZnO structure are displaced in separate directions, assuming lattice 

positions at the NiO surface. These interfaces thus assume a tightly bonded interface between the 
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different materials. Due to a difference in the density of lattice sites in the ab-plane, a fraction of 

the NiO lattice sites remains unoccupied, resulting in a partially occupied intermediate layer 

between the surfaces. 

The spatial DOS structures are similar to the 〈111〉 - 〈0001〉 interfaces, but with few significant 

differences at the interface itself. The spatially resolved DOS of the 〈111〉 - 〈000
1

2
〉 interfaces 

are shown in Figure 5-40: 

 

Figure 5-40 Spatially resolved DOS of the 〈111〉 - 〈000
1

2
〉 interfaces, calculated with the GGA+U functional. NiO is on the left 

side, ZnO is on the right side. Left image: Zn-O interface. Right image: Ni-O interface. The interface transition occurs along z-

axis position 12-14 for the left image, and 11-12 for the right. Due to computer hardware limitations, the left DOS has a lower 

“resolution”. 

The cation surface of the Ni-O interface displays some gap states near the conduction band, but 

the ZnO interface layer has a completely clean gap. It is notable that the nickel termination 

surface states that that are common for the both the clean surface and several interfaces are 

nearly completely non-existent in this interface. It is likely that, due to the relatively unique 

structure of the ZnO slab with terminal oxygen ions highly exposed, and the unique bonding at 

the 〈111〉 - 〈000
1

2
〉 interfaces, that the interaction with the ZnO surface alters the electronic 

structure of the NiO surface sufficiently close to either the bulk or the oxygen termination 

surface structure, that the NiO surface states don’t form throughout the gap. It is a recurring 

observation that nickel surface ions involved in cross-interface bonding does not form surface 

states; this interface would appear to be the most extensive case, where the termination ions are 

all at least partially bonded. The same effect is likely the cause of the restricted energy range of 

the 〈111〉 - 〈0001〉 Ni-O interface states, although to a lesser extent due to the weaker cross 

interface bonding. 
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Between Figure 5-38 and Figure 5-40, the results indicate that, for the polar-polar interfaces, the 

interface states present in a physical junction may be manipulated, both by selection of which 

slab contributes which ion termination, but also by the specific bonding arrangements at the 

interface.  

 

Polar-Nonpolar Interfaces 

The polar-nonpolar interfaces display a mix of traits of both the polar-polar and nonpolar-

nonpolar interfaces. Between the two component surfaces, however, the polar NiO surface 

dominates the general behavior. The 〈111〉 -  〈101̅0〉 and 〈111〉 -  〈112̅0〉 interfaces act in 

similar manners, so both will be addressed together. The relaxed structure of the 〈111〉 -  〈101̅0〉 

interfaces are shown in Figure 5-41. 

 

Figure 5-41 The relaxed structure of the 〈111〉 - 〈101̅0〉 interfaces. The structure of NiO and ZnO are at the bottom and top 

respectively. 

The relaxed structures remain close to the bulk structure. The structures align in the ab-plane 

such that the bonding ions form an intermediate position between the ideal bonding angle of 

NiO, and a maximal interface width. Between the two interface arrangements, there is a slight 

difference in the interface width, at 1.95 Å and 1.92 Å for the nickel- and oxygen polar 

interfaces, respectively. 

The 〈111〉 -  〈112̅0〉 interfaces act in a similar manner. The main difference is observed in the 

Ni-O interface, where the ZnO surface oxygen ions that are sufficiently close to the NiO oxygen 
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lattice sites are displaced significantly further towards the NiO surface and assuming a bonding 

structure closer to NiO than ZnO. This would likely also occur in the 〈111〉 -  〈101̅0〉 interfaces, 

but the surface structures match up with the same number of ions in this case, so the effect is not 

observed. 

The polar-nonpolar interfaces display the greatest difference in interface state density between 

the different ion termination arrangements. The spatially resolved DOS is shown in Figure 5-42: 

 

 

Figure 5-42 Spatially resolved DOS of the 〈111〉 - 〈1010〉 interfaces, calculated with the GGA+U functional. NiO is on the left 

side, ZnO is on the right side. Left image: Zn-O. Right image: Ni-O. The interface transition occurs along z-axis position 13-14 

for the left image, and 12-13 for the right. 

Unlike for the polar-polar interfaces, the interface effects of the polar nickel termination are not 

counteracted by bonding with ions on an oppositely charged polar ZnO surface. Consequently, 

the nickel surface states form relatively uninhabited at the Ni-O interface, forming a continuous 

band of states across the band gap (see Figure 5-43). For the opposite surface arrangement, the 

ZnO conduction band surface states cannot form due to the oxygen ions on the NiO surface, 

resulting in an interface free of conduction band states. Due to the low extent of interface 

bonding, there are significant valence band states present, however. The 〈111〉 -  〈112̅0〉 

interfaces behave in a mostly identical manner, although the Zn-O interface valence band states 

lie slightly higher in energy. 

The polar-nonpolar Ni-O interfaces display a particular trait of interest in the spatial expansion of 

the interface states, shown in Figure 5-43: 
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Figure 5-43 Partial charge density of the 〈111〉 - 〈1010〉 Ni-O interface. The energy level corresponds to the mid-gap interface 

states of Figure 5-42 (right image), with an isosurface level of 0.0007. 

The conduction band states of the Ni-O interface cover the entirety of the interface in spatially 

continuous states. As the interface states also cover the energy range of entire band gap overlap, 

a consequence of this property is electronic conduction parallel to the interface. In a system 

where interface boundaries are prevalent throughout the structure, such as in a nanocomposite 

material, such states could significantly enhance conductivity, although the extent to which the 

polar-nonpolar Ni-O interfaces are present would be an important factor in the extent of the 

effect. 
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Overall Comparisons 

Interface Charge Density 

The overall charge density, in absolute and relative values compared to the surrounding slabs, as 

well as the induced charge density are given in Table 5-9: 

Table 5-9 Interface charge density values for ionically relaxed, strained ZnO interfaces. The relative interface density columns is 

the relative density between the mid-interface density and bulk NiO/ZnO charge minima. The relative induced interface density is 

the relative difference between the sum of the separate NiO and ZnO contributions, and the total interface density. 

Interface Absolute interface 

density 

(charge/Å3) 

Relative 

interface 

density NiO  

(%) 

Relative 

interface 

density ZnO  

(%) 

Relative 

induced 

interface density  

(%) 

〈100〉 - 〈101̅0〉 0.1251 67.33 77.61 5.13 

〈100〉 - 〈112̅0〉 0.1163 62.39 54.91 2.37 

〈110〉 - 〈101̅0〉 0.1137 27.24 83.91 3.44 

〈110〉 - 〈112̅0〉 0.1277 32.69 51.85 2.39 

〈111〉 - 〈0001〉 Ni-O 0.1279 24.34 104.84 -12.75 

〈111〉 - 〈0001〉 Zn-O 0.2570 50.54 213.28 4.00 

〈111〉 - 〈000
1

2
〉 Ni-O No Interface 

〈111〉 - 〈000
1

2
〉 Zn-O No Interface 

〈111〉 - 〈101̅0〉 Ni-O 0.1721 34.96 96.63 11.49 

〈111〉 - 〈101̅0〉 Zn-O 0.1159 22.56 67.19 32.24 

〈111〉 - 〈112̅0〉 Ni-O 0.2688 51.33 95.76 4.72 

〈111〉 - 〈112̅0〉 Zn-O 0.1134 21.85 41.98 24.88 

 

The polar-nonpolar Zn-O interfaces exhibit the greatest relative induced charge density at the 

interface by a significant factor. The lack of polarity on the ZnO surfaces, and thus lack of an 

oppositely oriented dipole field to lead the charge away from the center, combined with the 

negatively charged oxygen termination of the NiO surface are likely the cause of the high 

relative induced charge density. It should be noted that the absolute value of the interface charge 

is also relatively low, so while the induced charge is comparably more important, the absolute 

magnitude is relatively less. Apart from the continuous interfaces, the Ni-O termination polar-

nonpolar interfaces display the greatest absolute scale interface charge density. 
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For the 〈111〉 - 〈0001〉 interfaces, the interfacial charge density is relatively high: equal to or 

higher than the charge density minima within the ZnO surface. The 〈111〉 - 〈000
1

2
〉 interfaces 

display no interface minima from the charge density distribution, but rather a continuous 

transition from the NiO to the ZnO surface, due to the tight bonding formed between the 

surfaces. 

Most interfaces display a relatively disorderly planar averaged induced charge distribution. The 

exceptions are the NiO-〈100〉 interfaces, which display a continuous induced charge density, 

shown in Figure 5-44: 

 

Figure 5-44 Strained ZnO 〈100〉 − 〈1010〉 relaxed surface with induced charge plot. Each y-axis tick has magnitude 2*10-3. 

There is a clear spike in the induced charge density around the center of the interface gap, drawn 

from the surface states of the NiO slab, as well as the first and second layers of the ZnO slab. 

Other interfaces do not display such a simple induced charge behavior and tend to display a 

rather chaotic curve, indicating a more complex charge rearrangement in these cases. 

 

Interface Band Alignment 

The alignment between the NiO and ZnO surfaces displays considerable variance with respect to 

the nature of the interface in question, as well as the strain applied to the system. An overview of 

the VBM offsets for the various surfaces are given in Table 5-10: 
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Table 5-10 Band offset between strained ZnO interfaces. Positive VBM offset corresponds to the NiO VBM level being located 

higher in energy than the ZnO levels. 

Interface 

NiO Surface – ZnO Surface 

VBM Offset GGA+U 

(eV) 

VBM Offset Mixed 

(eV) 

〈100〉 - 〈101̅0〉 0.43 1.85 

〈100〉 - 〈112̅0〉 -0.22 1.20 

〈110〉 - 〈101̅0〉 0.31 1.73 

〈110〉 – 〈112̅0〉 0.92 2.34 

〈111〉 - 〈0001〉 Nickel - Oxygen -0.72 0.12 

〈111〉 - 〈0001〉 Zinc - Oxygen -0.93 0.49 

〈111〉 - 〈000
1

2
〉 Nickel - Oxygen -1.29 0.70 

〈111〉 - 〈000
1

2
〉 Zinc - Oxygen 0.09 1.51 

〈111〉 - 〈101̅0〉 Nickel - Oxygen -0.55 0.87 

〈111〉 - 〈101̅0〉 Zinc - Oxygen 0.31 1.73 

〈111〉 - 〈112̅0〉 Nickel - Oxygen 0.06 1.48 

〈111〉 - 〈112̅0〉 Zinc - Oxygen -0.27 1.15 

 

The nonpolar-nonpolar interfaces exhibit the greatest average offset, while the 〈110〉 – 〈112̅0〉 

interface in particular displays the greatest offset overall, by a significant margin. This 

divergence is partly due to the shear strain applied to the zinc slab: the zinc ions at the bulk 

assume a trigonal bipyramidal coordination with the surrounding oxygen ions. Such a 

rearrangement likely causes significant changes in the environment of the ZnO bulk material 

properties.  

The polar-polar interfaces exhibit the opposite behavior, displaying the smallest band offsets 

overall. Within this group, the 〈0001〉 and 〈000
1

2
〉 surfaces also display distinctly different 

offsets, with the former displaying overall smallest offsets. This behavior of the 〈0001〉 

interfaces is unexpected, as the relaxed ionic structures and interface formation energies are 

closer to those of the polar-nonpolar interfaces, which display intermediate values between the 

two other groups.  

The results indicate that, for a thin film system of ZnO deposited on NiO of any arrangement, 

engineering of the band offset by the variables in these results: surface arrangement and 
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termination ion on the polar surfaces, are both potential options, as the calculated offset variance 

is considerable. The effects of strain are discussed in the section for static interfaces. 

 

5.4.3. Static Structure Interfaces 

While it varies with the surface in question and the type of the applied strain, the strained NiO 

structures are relatively structurally unstable, compared with the strained ZnO. Ionic relaxation 

in several cases causes systematic structural failure such as periodic cavities throughout the 

surface slabs due to bond dissociation or other modes of systematic structural distortion. Hence, 

the static interfaces without ionic relaxation will be considered in this section. 

 

Interface Formation Energy 

Without ionic relaxation, the interface formation energies differ from the relaxed interface 

values. The strained ZnO interface energies with both relaxed and static slabs are shown in 

Figure 5-45: 

 

Figure 5-45 Interface energies for relaxed and static interfaces with strained ZnO slabs. 
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Without relaxation, the qualitative picture of the strained ZnO interfaces remain largely the 

same. The greatest difference is observed for the 〈111〉 - 〈0001〉 interfaces, where the interface 

formation energy is considerably more negative compared to the relaxed surfaces, due to the 

static interfaces retaining the greater polarity of the bulk arrangement.  

While there are no overall patterns in the differences between the static and relaxed strained ZnO 

interface energies, the general qualitative agreement and relatively small differences for most 

interfaces evidence that the static strained NiO interface energies are sufficiently accurate to 

provide a qualitative view of the relative favorability of each interface. The interface formation 

energies are shown in Figure 5-46: 

 

Figure 5-46 Interface formation energy for interfaces with strained NiO. The 〈110〉-〈1120〉 surface is excluded, as the magnetic 

structure collapsed during electronic convergence for the static surface, giving wrong interface energies. 

Compared to the static interfaces with strained ZnO slabs, several interfaces display more 

positive interface formation energies. The interface formation energies with the greatest relative 

increase are the interfaces under the most strain. The interfaces with intermediate to low degree 

of strain display approximately equal formation energy, or lower. The effect on the interface 

energy with the strain distribution also depends on the surfaces in question. 
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By the energy minimization principles of Wulff construction, upon deposition of NiO on any 

considered ZnO surface, an interface including the 〈111〉 surface of NiO is predicted to form, a 

behavior which has also been reported experimentally.6,134 

 

Interface Characteristics 

Application of the strain to the NiO structure rather than the ZnO causes considerable changes 

both to the to the interface states, but also to the electronic structure in general. The general 

behavior of each group of interfaces remain generally constant with a different strain 

distribution, although certain significant differences are observed. The effects of the strain 

distribution are, however, generally consistent across the different interfaces.  

While the 〈100〉 -  〈101̅0〉 interface is among the less energetically stable interfaces, the 

simplicity of the spatial DOS structures, shown in Figure 5-47, provides a clear example of the 

effects of changing the strain distribution. 

 

Figure 5-47 Spatially resolved DOS of the 〈100〉 -  〈101̅0〉 interface with strained NiO and ZnO structures, to the left and the 

right respectively. The states corresponding to the NiO slab are on the left side of the diagram, while the states corresponding to 

ZnO are to the right, with the transition being at z-axis 6-7 for both. 

In the DOS for the strained NiO interface (left image), the strain free ZnO slab has a 

considerably wider band gap compared to the strained slab. Contrarily, the NiO band gap is 

reduced in width. The decrease in ZnO gap states is partly due to the lack of strain but the lack of 

ionic relaxation also contributes to the absence of mid-gap states in the ZnO DOS. 

The strained NiO slab displays considerable surface states at the valence band near the vacuum 

surface. The interface states form at both the conduction and valence bands, but also in the center 



133 

 

of the band gap. The nature of this gap state may be seen clearly in the partial charge density 

structure of the interface, see Figure 5-48. 

In the strained ZnO interface, the band gap of NiO is wider, while the ZnO slab displays 

extensive density of mid-gap states. Two separate regions of interface states are present in the 

strained ZnO DOS structure. Between the two DOS structures, it may be established that the 

interface states at the valence band are formed by both the NiO 〈100〉 and ZnO 〈101̅0〉 surfaces, 

but only whichever of the two is strained.  

 

Figure 5-48 Partial charge density of the strained NiO 〈100〉-〈1010〉 interface, corresponding to the mid-gap density states. 

Calculated with hybrid functional, utilizing standard exact exchange. 

As previously noted in section 5.4.2, the strained ZnO interface lowest energy mid-gap interface 

states originate from ZnO structure. The strained NiO interface exhibits a different origin of the 

lowest energy states. The reason is likely twofold: Because the strain free ZnO structure cannot 

form the conduction band states perpendicular to the [0001] direction of ZnO at a sufficiently 

low energy with the strain on the structure removed, and because the interface structure lines up 

the terminal zinc- and nickel ions (Figure 5-48), causing the former to attract the surface state 

orbitals of the nickel ion. The latter point also affects the energy level of the mid-gap states, 

forming lower energy states as the orbitals are bound by the positive electrostatic field in 

between both termination ions. 
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Band Alignments: Strain Distribution and Strain Corrected Values 

For the static interfaces, the strain corrected values for the band offsets, otherwise known as the 

natural band offsets, have been calculated in addition to the strained offsets: 

Table 5-11 Natural and strained valence band offsets for static interfaces. 

Interface Strained Band 

Offsets (GGA+U) 

Strained Band Offsets 

(Mixed) 

Natural VBM 

Band Offsets 

(GGA+U) 

Natural VBM 

Band Offsets 

(Mixed) Strain 

NiO 

Strain 

ZnO 

Strain 

NiO 

Strain ZnO 

〈100〉 -  〈101̅0〉 -0.24 -0.22 1.18 1.20 0.032 1.45 

〈100〉 -  〈112̅0〉 -2.18 -0.98 -0.76 0.44 -0.058 1.36 

〈110〉 -  〈101̅0〉 -1.29 -0.49 0.13 0.93 -0.089 1.33 

〈110〉 -  〈112̅0〉 1.37 1.32 2.79 2.74 0.42 1.84 

〈111〉 - 〈000
1

2
〉 

Nickel - Oxygen 

-2.81 -2.70 -1.39 -1.28 -2.95 -1.53 

〈111〉 - 〈0001〉 
Zinc - Oxygen 

-1.71 -0.96 -0.29 0.46 0.023 1.44 

〈111〉 - 〈0001〉 
Nickel - Oxygen 

-2.23 -1.00 

 

-0.81 0.42 -0.12 1.30 

〈111〉 - 〈000
1

2
〉 

Zinc - Oxygen 

0.076 

 

0.0017 

 

1.50 1.42 -0.32 1.10 

〈111〉 - 〈101̅0〉 
Nickel - Oxygen 

0.66 0.33 

 

2.08 1.75 -0.61 0.81 

〈111〉 - 〈101̅0〉 
Zinc - Oxygen 

0.88 0.43 2.30 1.85 -0.69 0.73 

〈111〉 - 〈112̅0〉 
Nickel - Oxygen 

-1.24 -0.99 0.18 0.43 -0.51 0.91 

〈111〉 - 〈112̅0〉 
Zinc - Oxygen 

-0.81 -0.46 0.61 0.96 -0.12 1.30 

 

The mixed natural offsets all predict a type II band alignment for the interface in accordance with 

experimental evidence.6,7,133 The only exception is the 〈111〉 - 〈000
1

2
〉 Ni-O interface, caused by 

steric repulsion between the NiO and ZnO slabs due to the lack of relaxation of the ionic 

structure. 

The trends observed in the relaxed interface VBO values where the 〈111〉 - 〈0001〉 interfaces 

provided the smallest band offsets, are here indicated to primarily be because of strain. The 
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natural band offsets for these interfaces are on average greater in magnitude compared with the 

polar-nonpolar. 

Comparing the static and relaxed interface VBO values, most of the strained ZnO interfaces 

exhibit considerably different band offsets, although the general trends are largely the same. The 

〈110〉 -  〈112̅0〉 strained offset values in are largely unchanged, despite the differences in 

structures. Uniquely, the offset is nearly the same, regardless of which slab the strain is localized 

on. Furthermore, comparing the strained and natural band offsets of the interface, it may be 

established that the origin of the divergent offset for the relaxed 〈110〉 -  〈112̅0〉 interface, as 

noted in the section for relaxed interface band offsets, is indeed primarily due to the strain 

environment, but the natural properties of the interfaces also play a role.  

Experimental values for the VBO, even for just the polar-polar interfaces, are relatively varied. 

The natural VBO values obtained in this study for the polar-polar interfaces show good 

agreement with the lower experimental values, although somewhat underestimated.133,134 The 

experimental observation of a greater band offset for the 〈111〉 - 〈112̅0〉 interface compared to 

the polar-polar, is qualitatively observed for the Zn-O surfaces, but is not reproduced with other 

combinations of terminations. 

The overall conclusion is similar to that of the relaxed interface, the specific arrangement of 

interface and strain distribution may have considerable effects on the band offset of the 

heterojunction and may potentially be utilized to engineer the properties of the interface, 

although the effect of the strain would likely only manifest to a considerable degree for thin film 

interfaces, below the critical thickness of the materials. 
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6. General Discussion 

6.1. Mixed Phase System 

For both the Ni:ZnO and Zn:NiO systems, the concentration of the solute ionic species exhibits 

significant effects on the electronic properties of the mixed phase materials, beyond an initial 

low concentration region. Both systems exhibit saturation behavior of the VBM shift at the 

concentration limits, so these energy levels would be expected to remain stable around 

equilibrium concentrations of the mixed phase systems.  

The specific effects of concentration on the electronic properties are different between the two 

systems, but certain similarities are present. The VBM level increases in both systems by a 

maximum of about 0.26 eV and 0.39 eV for the Zn:NiO and Ni:ZnO systems respectively. If any 

mixed phase interface effects are neglected, according to the calculated heterojunction natural 

VBO values, heterojunctions formed from the mixed phase materials would likely remain as type 

II for all interfaces, albeit with a slightly reduced VBO value. 

The effects observed on the Zn:NiO CBM value are more extensive, predicting a significant drop 

in the system band edge of 0.57 eV. As a result, the band gap decreases by about 0.8 eV. 

Experimental evidence on thin film systems exhibit a reduction of 0.51 eV, indicating the band 

edge drop to be somewhat overestimated, likely due to the overestimated pure NiO band gap.118 

Unlike the VBM level, the CBM level does not exhibit saturation behavior at the concentration 

limit, indicating that the conduction band level variation would be comparatively greater with 

different equilibrium concentrations of the Zn:NiO system. Due to the low extent of the change 

of the solid solution equilibrium concentration with temperature, this would likely not cause 
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issues under a practical context, although mixed-phase heterojunctions would exhibit slightly 

different properties depending on the operational temperature. 

The band gap contraction of the Ni:ZnO system has been assigned by some studies to a d-orbital 

splitting of impurity states.113 The calculations show some points in agreement with this theory, 

but others in opposition. The decrease of the band gap at 1.8% concentration does not agree with 

this model, as the impurity states are only observed at higher concentrations, while to the 

contrary, the high-spin magnetic arrangement of the nickel ions agree. A possible explanation is 

that the PBE0 functional places the energy of the nickel conduction band states too high and 

calculates an exaggerated gap with the conduction band states, similar to how the NiO band gap 

is overestimated. In this case, the results of the 3.7% concentration results would align with the 

d-orbital impurity state splitting model. 

With respect to the effect of the mixed phases on the heterojunctions, as the VBM levels of both 

mixed phases are predicted to increase to a similar extent, and the CBM level of Ni:ZnO exhibits 

a relatively small change overall, the influence on the properties of a heterojunction would likely 

be dominated by the change in the Zn:NiO CBM. The lowered conduction band edge would have 

two direct consequences on the heterojunction: Firstly, the Fermi level is moved towards the NiO 

valence band, increasing the built-in potential of the mixed phase p-n junction, provided no other 

effects dominate, according to the experimental work functions of the pure phases.126–132 

Secondly, the CBO of the heterojunction would be substantially reduced. The significance of this 

will be noted in section 6.2.  

In conclusion for the investigation on the mixed phase materials, the calculated effects of the 

isovalent doping with nickel and zinc ions at the necessary concentrations to form the 

thermodynamically stable materials, are sufficient that accounting for the properties of the mixed 

phase materials, not only the initial components, of a NiO – ZnO coexistent p-n heterojunction is 

necessary for accurately assessing its properties. 
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6.2. Heterojunction Interfaces 

Due to the interaction between the differing chemical properties of the two components of the 

heterojunctions, interface states occurring in the band gap region is a consistent trait observed for 

nearly all interfaces. Such states have a considerable negative impact on the efficiency of such p-

n junctions for applications such as solar panels, due to the tendency of such states to capture 

charge carriers. The same trap assisted surface recombination may also increase the junction 

recombination – generation current, by the Shockley-Hall-Read process. 

The interface states primarily exhibit conduction band composition, either from the ZnO or the 

NiO structures, and are mainly caused by the presence of cations at the interface. The states may 

originate from either ZnO or NiO, but nickel ions are the primary cause of the lowest energy 

states for most interfaces. The exceptions are the NiO-〈100〉 interfaces with strained ZnO (see 

Figure 5-30, Figure 5-31), which is also the interfaces where the formation of NiO surface states 

decreases the energy of these CBM states the least, due to the surface geometry.  

In addition to the properties of the individual surfaces, there are several factors that decide the 

prevalence and energy level of the interface states for any given interface. Presence of zinc ions 

not in a cross-interface bonding state, and in close proximity to the nickel ion acts as an 

enhancing factor for the nickel conduction band surface states, attracting them further out from 

the NiO surface, and lowering their energy compared to the level they assume when formed 

towards a vacuum (see Figure 5-47, Figure 5-48). In the cases where the zinc surface states 

dominate, the nickel ions act as the enhancers, but to a significantly lesser degree, as the ZnO 

surface states originate from the bulk, and are more tightly bound (see Figure 9-2). Another 

determining factor, is the extent of the cross-interface bonding. Oxygen ions act as inhibitors to 

the formation of conduction band interface states, either by the formation of ionic bonds, or by 

electrostatic repulsion from the negative charges increasing the orbital energy. Hence, surfaces 

where all nickel ions are sufficiently strongly bonded to at least one oxygen ion, do not display 

conduction band interface states. As a consequence of the previous point, the width of the 

interface, or the distance between the NiO and ZnO surfaces at any point within an interface 
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structure also plays a role. The clearest example of these tendencies is seen in Figure 5-34, where 

both tightly and weakly bound regions are present in the same interface. 

Valence band states are primarily formed due to structural rearrangement from the ideal bulk 

structure, and thus depend significantly on the strain distribution (see Figure 5-47). For both the 

NiO and ZnO surfaces, the polar oxygen termination surface adjusts the most with relaxation 

towards a surface, resulting in valence band states occurring to the greatest extent for these 

surfaces (see Figure 5-16). While it applies to all surfaces, the application of tensile strain along 

the ab-plane to the NiO and ZnO polar surfaces significantly increase the valence band interface 

state energy by increasing the extent of the surface relaxation (compare Figure 5-23, left image, 

and Figure 5-38, left image at the ZnO oxygen termination). By the same reason, the formation 

of sufficiently strong cross-interface bonds may counteract the formation of valence band 

interface states by maintaining the oxygen termination structure closer to the bulk arrangement 

(compare Figure 5-38 and Figure 5-40). Cross-interface bonds may act in the opposite manner as 

well, forming valence band states if the bonding is too strong, but this is only observed in the 

〈110〉-〈1010〉 interface (see Figure 5-34).  

Most of the interfaces display extensive interface states due to the connection between surface 

cations and interface states. The few interfaces that do not produce mid-gap interface states, all 

have the common feature of having a polar oxygen termination involved, either on the NiO or 

the ZnO surface. Due to the specific arrangements of surfaces required for the formation of a 

mid-gap interface state free junction, it is very likely that it could only be achieved under 

conditions where only single surfaces are permitted to form interfaces. As previously noted, 

polar interfaces involving the polar nickel termination surface are more energetically favorable 

compared to the oxygen terminated counterparts. Methodologies such as utilizing pellets to form 

the junction, would very likely exhibit extensive interface states, of every variety observed for 

these interfaces. Interface trap recombination will likely occur extensively, although the 

contribution of the effect on generation-recombination current would depend on the specific 

construction and usage environment of the junction. 

The natural VBO values of the various interfaces (see Table 5-11) cover a range of 0.73-1.84 eV. 

Using band gap values of 3.37 eV for ZnO and 3.70 eV for NiO, following the previously 
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established convention, the CBO values correspondingly exhibit a range of -2.17- -1.06 eV. 

Overall, the potential barriers across the heterojunction will be dominated by the conduction 

band offset. As previously noted in section 6.2, the Zn:NiO phase exhibits a considerably 

lowered CBM level. Consequently, the dominant heterojunction barrier will be significantly 

reduced. Although the calculated CBM drop is overestimated, a drop of 0.5 eV would, in the 

case of the lowest VBO interface, halve the conduction band offset. 

6.3. Practical Considerations 

6.3.1. p-n Junctions 

For certain applications of p-n junctions, such as solar cells, the presence of interface states is 

undesirable, as they directly result in loss of efficiency by capturing charge carriers. 

Consequently, there is interest in knowing what interface conditions minimize the prevalence of 

these states. 

Minimizing the prevalence of the conductance and valence band states require different 

considerations. Valence band states are increased by the application of strain, the extent of ionic 

relaxation away from the bulk structure, and the arrangement of surfaces. The conduction band 

states are primarily determined by the arrangement of surfaces, as well as the strength and 

density of the cross-interface bonding if nickel ions are present at the surface. 

The only interfaces that may fulfill these requirements to a sufficient degree, are the 〈111〉 - 

〈000
1

2
〉 interfaces. The polar-nonpolar Zn-O interfaces are less prone forming interface states 

than the polar-polar, but they exhibit considerable valence band states due to the oxygen surface 

relaxation due to lack of cross-interface bonding.  

To form interfaces with the least interface states possible, either of the structures shown in Figure 

5-40 must be formed. Forming an interface state free junction could, according to the results on 

this study, be accomplished by fulfilling several requirements. The main point for forming an 

interface state free junction, is to utilize an oxygen rich environment when the junction transition 

is formed, in addition to utilizing a polar-polar pair of interfaces. The separate surfaces must also 
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form a sufficiently tightly bonded structure, with the ZnO structure terminated at the correct 

plane. If the cross-interface bonding is too weak or sporadic, an electronic interface structure 

closer to the 〈111〉 - 〈0001〉 interfaces would result (see Figure 5-38). Under practical 

circumstances, this matter is greatly complicated, due to the structural mismatch, and the 

tendencies of the NiO and ZnO polar structures to spontaneously reconstruct, creating narrow 

voids in.49,70 An example of the possible results of defective states due to structural mismatch 

may be seen in Figure 9-1: While this interface is not the relevant polar-polar, the strain applied 

to the NiO interface structure increases the Ni-O bond length in the ab-plane, sufficient to 

produce effects akin to dislocation defects. Consequently, the entire structure is covered in defect 

states. The static structure does aggravate the results by maintaining the flawed structure 

throughout, however relaxation of an interface such a degree of flaws, results in extensive 

failures of the structure. ab-plane strain is much less significant for c-axis oriented NiO-〈111〉, 

but a defective NiO structure at the interface could cause defect states, depending on the extent 

of the defective structure.  

 

6.3.2. Nanocomposites 

A particular nanocomposite of interest for coexistent oxide, is the structure that forms upon 

phase separation of a metal oxide mixture corresponding to a two-phase region. Deducing the 

exact prevalence of interfaces in such a complex system is practically impossible. However, 

assuming an idealized nanocomposite structure where the internal structures are determined 

entirely by the interface formation energies and the principles of Wulff construction, certain 

deductions may be made. 

Upon phase separation, the resulting interface structures between the Ni:ZnO and Zn:NiO phases 

will not have the strain localized on one phase, but rather distributed between the phases. The 

local strain distribution at the interface would be decided by the relative elastic moduli of the two 

phases. 

Neglecting the unknown effects of the mixed phases on the interface formation energy, for the 

Zn:NiO structure, the interfaces involving the 〈111〉 surface are always the more favorable. As it 
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is possible to form a complete crystal surface exposing only the 〈111〉 surfaces, it would be 

predicted that the NiO crystals will preferentially approach the octahedron crystal structure of 

such an arrangement. Further, since the Ni-O interfaces are collectively the most favorable polar 

interfaces of NiO, the surfaces would preferentially exhibit a nickel ion termination at the 

surface. 

The Ni:ZnO structure is more complicated. The polar-polar interface with the Zn:NiO structure 

would preferentially form, however due to the wurtzite structure, a complete crystal cannot be 

formed with only 〈0001〉/ 〈000
1

2
 〉 surfaces. Consequently, polar-nonpolar interfaces with the  

〈1010〉 and 〈1120〉 surfaces of Ni:ZnO will also be present, forming interfaces with the nickel 

terminated NiO crystals. 

As previously noted in section 5.4.2, the Ni-O polar-nonpolar interfaces exhibit continuous 

conduction band states across the surface, with an energy range across the entire band gap. 

Consequently, the interface could be expected to exhibit enhanced conductivity. While the extent 

of the effect would depend on the extent to which the conducting interfaces are interconnected, a 

nanocomposite of the Zn:NiO – Ni:ZnO type could be expected to exhibit higher electron 

conductivity than the bulk materials due to this enhanced interface boundary conductivity effect. 

The idealized nanocomposite case considered here is significantly simplified, however. A 

physical nanocomposite from a phase separation would exhibit extensive differences from the 

idealized case. Nonequilibrium crystal structures due to separate factors from surface energy, 

such as steric hindrance, would likely dominate the nanoscale crystal structure. The physical 

nanocomposite interface regions would still be covered in interfaces states, although not only the 

continuous polar-nonpolar interface states that would dominate an ideal interface. 

The high concentration of zinc in the equilibrium structure is also a source of divergence from 

the ideal case. Even at significantly lower dopant concentrations, the zinc ions are 

experimentally reported to cause considerable divergence from the pure NiO crystal structures, 

but this is dependent on the production method of the Zn:NiO material.112,117 
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6.4. Further Work 

The NiO-ZnO coexistent heterojunction system is complex, with many separate factors closely 

interacting. Consequently, there are necessarily several factors that are not considered within the 

scope of this study. In a practical interface system, doping the metal oxide semiconductors is 

necessary due to the low intrinsic charge carrier densities of the materials. Investigating the 

effect of these dopants on the interface properties is thus necessary. The matter is further 

complicated by the mixed phase materials present in a coexistent heterojunction, as the dopant 

effect on these mixed phase materials must also be considered. 

This study has shown that the properties of the NiO-ZnO heterojunction depends significantly on 

the specific arrangement of surfaces and termination ions of the interface. Hence it is possible 

that the interface properties observed with mixed phase interface slabs would display significant 

differences from the pure phase interfaces considered in this study. Hence, there is a need to 

study the properties of mixed phase interfaces directly, both by experimental and theoretical 

means. 
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7.  Conclusion 

Utilizing DFT with the PBE0 functional, the formation of the NiO – ZnO mixed phase materials 

are predicted to exhibit significant effects on the electronic band edge levels. The Ni:ZnO and 

Zn:NiO systems exhibit an increase in VBM energy level relative to the pure materials with 

maximum values of 0.39 eV and 0.26 eV, caused by the formation of localized impurity states 

and cubic phase ZnO states, respectively. The VBM level shifts reach saturation with respect to 

solute ion concentration at 3.70% and 4.69%, again respectively. The band gap width of both 

mixed phase materials is reduced with solute ion concentration, with a limit reduction of 0.3 eV 

for Ni:ZnO. The Zn:NiO CBM shift has not reached saturation at the high limit zinc ion 

concentration of 31.25%, and exhibits a band gap reduction of 0.8 eV at this concentration. The 

formation of mixed phase materials is thus considered likely to significantly alter the properties 

of a NiO – ZnO heterojunction. 

The properties of the NiO – ZnO heterojunctions are predicted to exhibit considerable 

dependence on the specific arrangement of the surfaces forming the interface, both on the ionic 

termination surfaces, and the distribution of strain between these. Properties display rough 

similarities between groups of nonpolar-nonpolar, polar-polar and polar-nonpolar, but the 

interfaces among each group exhibit considerable differences. The interface formation energy, 

regardless of strain distribution, favors the formation of the polar-polar interfaces.  

The natural band offsets make the NiO – ZnO heterojunction a type II heterojunction, however 

the different interfaces display a significant range of valence band offset values, ranging from 

0.73 to 1.84 eV. Interface mid-gap states, predominantly Ni-3d conduction band states, are 

present in nearly all interface arrangements. The results present evidence that the prevalence of 

these interface states, and the general properties of a NiO-ZnO heterojunction, may potentially 

be manipulated by selection of a suitable interface, and the growth conditions under which it is 

formed. 
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9. Appendix 

Strained NiO-Interface 

 

Figure 9-1 Spatial DOS structure of the 〈110〉 - 〈112̅0〉 interface. NiO structure to the left, ZnO structure to the right. 

ZnO Conduction Band Interface States 

           

Figure 9-2 Conduction band charge density of the 〈100〉 - 〈101̅0〉 interface, calculated with hybrid functional utilizing standard 

fraction of exact exchange. The image to the left has isosurface level 0.001, while the image to the right has isosurface level 

0.0004, demonstrating the extension of the conduction band orbitals towards the NiO structure. The energy level corresponds to 

the ZnO surface state level. 

Hydrogenated Surfaces Comparison 

The effect of hydrogenating oxygen termination surfaces on the structural and electronic 

properties has been investigated. 
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Figure 9-3 Left image: NiO-〈111〉 Clean oxygen termination. Right image: NiO-〈111〉 Hydrogenated oxygen termination. 

As may be seen from figure Figure 9-3, the application of hydrogen to the NiO-〈111〉 oxygen 

termination (right side of images) reduces the total dipole, by acting as a positively charged 

monolayer, and completely inhibits the formation of valence band states, by allowing the oxygen 

ions to retain the close-to bulk structure. The hydrogen layer forms conduction band states 

instead, however. The polar ZnO surface forms a lesser extent of valence band states, so 

hydrogenating the oxygen termination causes little effect.  

Hydrogenating non-polar ZnO surfaces has greatly disruptive effects on the DOS structure: 

 

Figure 9-4 Left image: Zn〈1120〉 Clean termination. Right image: ZnO-〈1120〉 Hydrogenated termination. 

In this case, the band gap is considerably reduced, and significant surface states occur. Similar 

effects occur for the 〈1010〉 surface. While the effect on the nonpolar NiO-〈110〉 surface is to a 

lesser extent, hydrogen still acts disruptively to the electronic structure of all surfaces except 

NiO-〈111〉, greatly increasing the energy shift and mid-gap states. 


