UiO © Department of Mathematics
University of Oslo

Dynamic Risk Measures
Generated by Time-changed
BSDEs with Jumps

Siyu Zhou
Master’'s Thesis, Spring 2019




This master’s thesis is submitted under the master’s programme Modelling
and Data Analysis, with programme option Finance, Insurance and Risk, at
the Department of Mathematics, University of Oslo. The scope of the thesis
is 60 credits.

The front page depicts a section of the root system of the exceptional
Lie group FEg, projected into the plane. Lie groups were invented by the
Norwegian mathematician Sophus Lie (1842-1899) to express symmetries in
differential equations and today they play a central role in various parts of
mathematics.



Det er ganske sandt, hvad Philosophien siger, at Livet maa
forstaaes baglends. Men derover glemmer man den anden
Scetning, at det maa leves forlends.

It is perfectly true, as the philosophers say, that life must be
understood backwards. But they forget the other proposition,

that it must be lived forwards.
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Introduction

Risk measurement is vital to the finance industry. Inadequate risk analysis can
misprice derivatives, underestimate volatilities, and in extreme situations, lead
to bankruptcies and collapse of the entire finance sector.

In insurance and financial mathematics, a risk measure is used to quantify
the risks faced by an asset or a financial position within a certain time frame. It
can also be used to calculate a monetary amount that has to be kept in reserve.
Regulators can thus impose limits on the risks taken by financial institutions,
such as banks and insurance companies. The Solvency II directive in EU and
risk supervisions by Finanstilsynet in Norway can serve as such examples.

Risk measures are a subject that has been widely studied. The literature can
trace back to [Art+99], where the authors proposed coherent risk measures as
axiomatic tools to study riskiness of financial positions. By weakening the co-
herence conditions, [FS04] managed to represent convex risk measures in general
probability spaces. Authors in [FR02] obtained the same result independently.

Yet all these above mentioned papers investigated risk measures in a static
environment. In the years between 1999 and 2002, researchers in the field stud-
ied risk measures with a different set of axioms, and in doing so they generalised
the study in a dynamic setting, as authors in [QS13| and [Ros06] pointed out.

This thesis focuses on dynamic risk measures generated by backward stochas-
tic differential equations (BSDEs). The author in [Ros06] identified the link
under the Brownian motion framework, whereas the author in [Roy06] gener-
alised the connection in a setting where the BSDES are driven by Lévy noises.
In either case, we try to derive a risk measure p from a given Lipschitz BSDE
driver f and a terminal time T, so that we can measure the riskiness of a fi-
nancial position X at time ¢. In other words, we use the solution of the BSDE,
driven by either a Brownian motion or Lévy processes in general, together with
a terminal condition X, to represent the risk measure p at time ¢. Authors in
[QS13], among others, have investigated and presented some nice properties of
dynamic risk measures in the setting of BSDEs with jumps.

In this thesis, we will study dynamic risk measures generated by BSDEs
driven by time-changed Lévy noises. This is a more general framework, thanks
to Change of Time Methods (CTMs). The main idea of CTMs is to perturb the
time line of a complicated stochastic process with another stochastic process
and obtain a relatively simpler process. In this way, it enables us to represent
processes with a complicated structure, usually referred to as the base, by some
well-known processes, such as the Brownian motion.

In the meantime, this extra stochastic component at the level of time pertur-
bation in the underlying model gives us an alternative to the use of stochastic
volatility. One may refer to [Swil6] for a general introduction to CTMs theory.



2 INTRODUCTION

Another benefit of CTMs is that it enables us to better describe the price
dynamics of financial derivatives. Compared with the classical Black-Scholes
model which assumes constant volatility, CTMs allows us to achieve better
description of the so-called “volatility smile”, as empirical data suggest that
volatility tends to vary with respect to the option strike price and expiration
time. The use of CTMs here represents the transition from the real-time clock
to the trading clock, providing us with a method to deal with the fact that
volatility increases with the intensity of trading activities.

Lévy processes, being a rich class, are widely used as the base process in the
literature, and in this thesis, we use time-changed Lévy noises to drive BSDEs.
In particular, this thesis considers mainly time changes that are absolutely con-
tinuous with respect to the Lebesgue measure. One of the difficulties of working
with this type of time change is that the resulting time-changed process may
no longer be a Lévy process. In the meantime, this process still has many
interesting properties: being conditionally a Lévy process and, under certain
conditions, a martingale. Authors in [DS14] have presented many interesting
results in this respect, and this thesis refers to [App09] for a general introduction
to Lévy processes.

Dynamic Risk Measures

Natural Connection ) Natural Connection

Non-linear Expectation

Inverse Theorem f-expectation

BSDEs

Figure 1: An illustration of connections between different components in the
thesis

Figure 1 illustrates the three components discussed in this thesis and the
connections among them. The connection between dynamic risk measures and
non-linear expectations is both natural and well-established in the literature.
On the other hand, the relationship between non-linear expectations and BSDEs
is complicated. Classical results have shown that, under the Brownian motion
framework, we can define a non-linear expectation by a so-called “g-expectation”
described by the given BSDE. This type of expectation was later generalised
in the setting of BSDEs with jumps by researchers such as Royer in [Roy06],
and then named as “ f-expectation” to differentiate from the classical Brownian
motion case.

Yet if we start from opposite direction and try to represent a given non-linear
expectation by a time-changed BSDE with jumps, things are much more diffi-
cult. It turns out that, in order to show this result, it requires establishing the
Doob-Meyer Decomposition in the non-linear expectation martingale setting.
This is particularly difficult since classical arguments for such decomposition



rely heavily on the linearity of ordinary expectations. To our best knowledge,
Peng and researchers in [Pen99] and [Coq+02| are the first ones to establish
this result in the Brownian motion setting. Royer in [Roy06]| is one of the first
to generalise this result in the setting of BSDEs with jumps. This thesis dedi-
cates the entire Chapter 4 to proving this important result in our time-changed
setting, and this is, so far as we know, the first time this result is established
under such a framework.

This thesis starts by discussing BSDEs with jumps in the classical setting,
and then develops the subject further under the framework of time-changed Lévy
noises with an absolutely continuous change of time component. We present
in Chapter 3 a representation of convex and coherent risk measures derived
from such time-changed BSDEs, and then prove the Inverse Theorem under the
time-changed framework in Chapter 4. In this way, this thesis establishes a
full connection between dynamic risk measures and time-changed BSDEs with
jumps under a more general framework.

We organise this thesis as follows. In Chapter 1, we recall the classical setting
of BSDEs with jumps, present definitions and properties we will discuss in the
following thesis, and review the theory of risk measures as well BSDEs with
jumps. Results reviewed in Chapter 1, recalled from [FS04], [Ros06], [AP11]
[Roy06] and [QS13], are obtained in the classical setting.

The key part in Chapter 1 is to trace connections between dynamic risk
measures and BSDEs established in the classical setting, the so-called “non-
linear expectation”. Inspired by the classical results, this thesis sets out to
establish the same connection in a time-changed setting in Chapter 3.

Chapter 2 focuses on the discussion of CTMs. We start the chapter by
reviewing the theory of CTMs as well as properties of time-changed Brownian
motion noises, before we proceed to examine properties of the more general
time-changed Lévy processes. As mentioned earlier, one of the difficulties of
working with time-changed Lévy processes is that they may no longer stay
Lévy processes. Chapter 2 presents two of the most widely used time change
processes, namely, subordinators and absolutely continuous time change, and
compare how the time-changed Lévy processes behave under them. Most of the
theoretical results used in this Chapter are recalled from [BS10].

In the end of Chapter 2, we review the framework proposed in [DS14], where
authors from the paper apply absolutely continuous time changes to a Brown-
ian motion and a centred, pure jump Lévy process, and use these time-changed
noises to drive BSDEs. Given the conditional stationary independent incre-
ments and absolute continuity, this time-changed framework has several “nice”
properties, including the martingale property for the time-changed noises. We
will continue our study of time-changed BSDEs under this framework.

One thing we particularly need to point out is, in setting up the frame-
work, we need to make use of the filtration G, and all the results we obtain
are G-adapted. This is a big, technical filtration that includes “anticipating-
information”, which is the entire history of the time-changed noises that we
use to generate the BSDEs. In applications, we can still solve an optimal con-
trol problem with a classical performance functional, and this is achieved by
projecting the results we obtain in filtration G onto filtration F, the smallest
right-continuous filtration to which our random signed measure p is adapted.
Here p is the mixture of a conditional Brownian measure and a centred doubly
stochastic Poisson measure, both of which are used to construct the framework.



4 INTRODUCTION

For a detailed implementation of this idea, we refer to Section 6 in [DS14].

BSDEs and CTMs come together in Chapter 3, where we develop further
topics discussed in Chapter 1. All the important results of classical BSDEs,
such as the existence and uniqueness of solution, the Comparison Theorem,
are established under our new, time-changed framework in the first half of this
chapter. One can indeed observe the correspondence between the two settings.
Despite the difference in set-up, several proofs under the time-changed frame-
work can be carried out by adapting arguments used in the classical setting to
the new, time-changed framework.

The second half of Chapter 3 shows how to define a dynamic risk measure by
a given time-changed BSDE. Similar as in the classical setting, the link is estab-
lished via the so-called “ f-expectation”, a non-linear expectation characterised
by the given time-changed BSDE. As mentioned earlier, we give a representa-
tion of convex and coherent risk measures in our time-changed setting, and this
is one of the main results of this thesis.

Chapter 4 establishes the link between dynamic risk measures and time-
changed BSDEs from the opposite direction, by proving that we can indeed
represent a given non-linear expectation by a time-changed BSDE with jumps
under rather general conditions. This is the so-called “Inverse Theorem”, as
shown in figure 1.

The interesting part of the Inverse Theorem is that it enables us to convert
a problem of non-linear expectations into study time-changed BSDEs. In this
way, we can represent a large class of non-linear expectations by solving time-
changed BSDEs.

As mentioned earlier, this is a deep result, and it took leading researchers in
the field quite some time to establish in the classical setting in the first place. In
proving this theorem, we follow the work that has been done by Peng in [Pen99]
and Royer in [Roy06], and generalise the results in our present, time-changed
setting. The entire Chapter 4 is devoted to proving this one theorem, which
says something about the importance and difficulty of this result.

The appendix gathers important elements of the theory of stochastic pro-
cesses and calculus that we use throughout this thesis. The % mark before some
of the proofs signifies our original effort to introduce a genuine result, or extend
and generalise results obtained in the classical setting under the time-changed
framework.



Chapter 0

Notation and Basic
Definitions

One of the first challenges one faces in the field of stochastic analysis is the
mathematical notation, and studying BSDEs under two different settings in
this thesis has only made it worse. It is because of this that we are giving the
following list of set-ups for different parts of the thesis.

In the classical set-up for BSDEs with jumps, definitions of the relevant
spaces are conventional. In comparison, the set-up for time-changed BSDEs in
Section 0.2, proposed in [DS14], is more complicated, and we will give more
explanations of this framework in Section 2.3.

0.1 Set-up for BSDEs with Jumps

We use the following important spaces in our set-up for BSDEs with jumps.

Definition 0.1.1. Throughout this thesis, we denote by (2, F, P) a probability
space, W a one-dimensional Brownian motion and N(d¢t, du) a Poisson random
measure, defined in Definition A.0.13. We define R* := R\{0}. In the following
notations, £ is a general o-algebra and E := {&,t > 0} a filtration.

e Let v(du)dt be the compensator of N(dt,du), defined in Definition A.0.7,
such that v is a o-finite measure on R*, equipped with its Borel field
B(R");

e Let N(dt, du) be the compensated process, defined in Definition A.0.7, of
N(dt,du);

e Let F:= {F;,t > 0} be the natural filtration associated with W and N;

e Let ¥, be the predictable o-algebra, defined in Definition A.0.11, on
[0,7] x Q, where T € (0, co];

o Let LP(Q, &, P), for all p € (0,00], be the set of functions f that are
measurable with respect to a general g-algebra &, such that

Il = ([ 177ap)" < .

5
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For p = oo, we define

[flloo = eSjesgp{lf(W)l} = inf{M € [0,00] : [f(w)| < M a.e.} <oc.

We denote by L? when there is no ambiguity, and denote by L?(Er), for all
p € (0,00], the set of random variables such that they are Er-measurable
and p-integrable;

e Let H%(0,T) be the set of real-valued E-predictable processes ¢ such that

ol = B[( [ oha) ] < oo

0

For a special case where 8 > 0 and ¢ € HZ(0,T), we introduce the norm
T
ol =B [ "etarl;

e Let H2(0,T,v) be the set of processes | which are E-predictable, that is,
measurable

1:([0,T] x @ x R*, 2, ® BR")) = (R,BR)); (t,w,u) = li(w,u)

T 4
2
(L ::E[(/O Jtel2at) | < oo

For 8> 0and I € Hg(0,T,v), we set [|I]|2 5 7 = E[fOT 665”15”12,(318]

such that

o Let L? be the set of Borelian functions ¢ : R* — R such that

HeHglg(O,T,V) = /R* [6(w)|” v(du) < co.
The set L2 is a Hilbert space equipped with the scalar product
(6,0), = S(u)l(u)v(du), for all §,¢ € L? x L?,
R*

and the norm

1e1Z = 1113, = /]R ()| v(du);

e Let S2(0,7) be the set of real-valued cadlag E-adapted processes ¢ with
||¢HZ~§(O,T> = E[Supogth |¢t|p] < 0.

When T is a fixed time horizon and when there is no ambiguity, we denote
H2(0,T) by Hg, Hg(0,T,v) by Hg , and Sg(0,T) by Sg.

In the following definition of a driver, we make use of the spaces defined
above.

Definition 0.1.2 (Lipschitz Driver). A function f is called a driverif it satisfies
the following conditions:
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() f:(0,T] x QxR?x L2) = R; (t,w,z,ml(u)) = f(t,w,x, l(u)) is
¥, ® B(R?) ® B(L2)-measurable.

(i) f(¢,0,0,0) € H2.

A driver f is called a Lipschitz driver if there exists a constant C' > 0 such that
dP ® dt-a.s., for each (x1,71,¢1), (x2, 72, {2), we have

|f(t,w, 1,71, 0) — f(t,w,x2, 2, la)| < C(|y — 22| + |71 — 72| + ||€1 — L2]],)-

Definition 0.1.3 (BSDE with Jumps). A solution of a BSDE with jumps with
terminal time T, terminal condition £ and driver f consists of a triple of processes
(Y, 7, 1) satisfying

_det = f(t, }/;g— s Tt lt (u))dt — 7Ttth — / lt (’U/).Z\[(dt7 du)

*

Yr=¢

where Y € 5%2.(0,T) is a cadlag optional process and m € H%(0,7) (respectively
l € H%(0,T,v)) is a R-valued F-predictable process defined on 2 x [0, T'] (respec-
tively Qx [0, T]xR*) such that the stochastic integral with respect to W (respec-
tively J\N/') is well defined. This solution is defined by (Y (&,T),w(&,T),1(&,T)).

Remark 0.1.4. We note that since the process f (¢, Y;—, ¢, l;(u)) is F-predictable,
it satisfies f(t,Y;—,m, li(w)) = f(¢, Yy, m, e (u)) dP @ dt-a.s.
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0.2 Set-up for time-changed BSDEs with Jumps

Let (Q,F,P) be a complete probability measure space and we define X =
[0,7] x R, with T" > 0 being a finite time horizon. We will consider X =
([0,T] x {0}) U ([0,T] x R*) where R* = R\{0}.

We denote by Bx the Borel o-algebra on X, and by A C X an element
in Bx. We also denote by Bjy 7] the Borel o-algebra on [0,T] and by m the
Lebesgue measure.

Let A = (AB, A7) be a two dimensional stochastic process such that each
component A, i = B, H satisfies the following three conditions:

(i) A >0 P-a.s. forall t € [0,77;
(i) limp_o P(|AL,), — Aij| =€) =0 for all € > 0 and almost all ¢ € [0,T7;
(ii) E[f; Ndt] < oco.

We denote £ as the space of all processes A = (AP, \f) satisfying the above
three conditions.
Now we define a random measure (Definition A.0.13) A on X by

T T
A(A):/O n{<t}0)eA}(t)Atht+/0 /*]IA(t,z)z/(dz)Afdt,

as the mixture of measures on disjoint sets. Here v is a deterministic, o-finite
measure on the Borel sets of R* satisfying

/* 2?v(dz) < oo.

We denote the o-algebra generated by values of A by FA. And we let A”
denote the restriction of A to [0, 7] xR* and A the restriction of A to [0, T]x{0}.
We then obtain A(A) = AB(AN[0,T]x {0}) +AH(AN[0, T] x R*), with A C X.

Now we introduce the noises which drive the BSDEs.

Definition 0.2.1. B is a signed random measure on the Borel sets of [0, T] x {0}
satisfying

(B1) P(B(A) < z | FA) = P(B(A) < o | AB(A)) = ‘P(\/Aﬁim))v where
reR, AC0,T]x{0};

(B2) B(A;) and B(Aj) are conditionally independent give F» whenever A,
and A, are disjoint sets.

Here @ stands for the cumulative probability distribution function of a standard
normal random variable.
H is a random measure on the Borel sets of [0, 7] x R* satisfying

(H1) P(H(A) =k | FA) = P(H(A) = k | AF(A)) = A2A—A"(A) | where
keN,AC[0,T] x R

(H2) H(A;) and H(Aj) are conditionally independent give F* whenever A;
and A, are disjoint sets.
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In addition, we assume that
(BH) B and H are conditionally independet given F*.

Remark 0.2.2. Conditions (B1) and (H1) show that given A, B is a Gaussian
random measure and H is a Poisson random measure. This also implies that if
M\, i = B, H are deterministic, then B is a Brownian motion and H is a Poisson
random measure.

Remark 0.2.3. The existence of such conditional distributions as defined in the
previous definition is a classical result in the literature. We refer to [Gri75] for
more details on this.

Now we define a signed random measure
H(A) = H(A) - AP (A), AcC[0,T] xR*. (0.1)

We now use this H to construct a random measure for the noises that drive
BSDEs with jumps as defined in Definition 0.1.3.

Definition 0.2.4. We define a signed random measure p on the Borel subsets
of X by

w(A) =B(AN[0,T] x {0}) + HAN[0,T] xR*), ACX. (0.2)

Remark 0.2.5. From conditions (B1), (B2), (H1), (H2) and (BH) defined in
Definition 0.2.1, we can conclude that conditional on F*, j(A;) and u(Ay) are
orthogonal for A; and A, disjoint. We refer to Definition 2.2 in [DS14] for
details.

We define F# = (F{');c[o,1) as the filtration generated by pu(A), A C [0,¢]xR.
By conditions (B1) and (H1) in Definition 0.2.1, we have for any ¢ € [0, T:

Fi=FPvFIv L

where F7 is generated by B(A N [0,T] x {0}), FH by B(AN[0,T] x R* and
FA by A(A), Ac[0,t] x R.
We set F = (F)iefo,1), Where

Fo=(F"
r>t

Finally, we set G = (G;)icjo,7] Where G, = FJ' V F*. This implies that
Gr = Fr and & = FA, whereas FU' is trivial. We denote F=Fr.

Definition 0.2.6. We define the following two spaces in connection with time-
changed BSDEs:

(i) Let Z as a subspace of L([0, T]| x R x 2, Bx x F,Ax P), then for a process
¢ € T where ¢ := (¢+(0), ¢p¢(u)) for u € R*. Then we define:

T T
)17 = E{/o ¢s(0)°AFds +/0 . bs(u)?v(du)AHds| < oco.
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We define the (Ito type) non-anticipative stochastic integral for ¢ € 7 as
I:T+ L*(Q,F,P)by

T T _
10)= [ ooap+ [ owis.d

For a more detailed explanation of this integral, we refer to (2.9) in [DS14].
(ii) Let ® be the space of functions ¢ = (4(0), ¢¢(u)), R? = R with u € R*
such that
9(O)° + [ d(w)v(du) < oo.
R*

Definition 0.2.7 (Time-changed BSDE with Jumps). A solution of a Time-
changed BSDE with jumps with terminal time T, terminal condition £ and driver
f consists of a triple of processes (Y, ¢) satisfying

—dY; = f(t, A\, Y, ¢)dt — /Rgﬁt(u)u(dt,du)

= £ Y0 0u(0). 1))t = 6, (0)aWs — | u(wA(at.dw) Y

Yr=¢

where Y € S2(0,7) is a cadlag process and ¢ € Z, where Z is defined in
Definition 0.2.6, such that the stochastic integral with respect to p defined in
(0.2) is well defined. This solution is defined by (Y'(¢,T), (&, T)).

In correspondence with Definition 0.1.2, we need to impose some conditions
on the driver f in our BSDE driven by time-changed noises.

Definition 0.2.8 (Standard Parameters). We call (§, f) standard parametres
when ¢ € L3(Fr) and f : [0,T] x R x ® x Q +— R such that f satisfies the
following conditions, for some constant C'y > 0:

(i) ft(\, Y, ¢,w) is G-adapted for all A € L,Y € SZ(0,T), ¢ € T;
(i) f:(X,0,0,w) € HZ(0,T), and G-adapted for all A € L;
(i) /(P A, 1, 6(0)1, 1) — Fi (VB XT), 2, 6(0), )] <
Cr (191 — wel + 16(0)1 — 9(0)a] VAE 4/ fi. I () — La(w) 2 w(du)VAF),

for all (A\B, M) € [0,00)2, 91,92 € R, and (6(0)1,11), (¢(0)2,12) € ®,dt x
dP-a.s.




Chapter 1

Risk Measures and BSDEs
with Jumps

We start this chapter by recalling the definition and properties of static risk
measures, and then further generalise them in the dynamic setting. One can
easily observe the correspondence of their properties in the two different settings.
In the meantime, since the dynamic risk measure is a generalisation of the
static ones, it has some extra properties related to the filtration that static risk
measures do not have. We give a discussion about this in Section 1.1, based on
work done in [FS04] [FS02] [AP11] and [Ros06].

Section 1.2 recalls the definition and theory of backward stochastic differ-
ential equations (BSDEs) with jumps. We review several important definitions
and results related to BSDEs with jumps here, including the Existence and
Uniqueness of Solution Theorem, linear BSDEs with jumps and exponential lo-
cal martingales. The most important theorem in the section is the Comparison
Theorem for BSDEs with Jumps. This section summarises work done in [AP11],
[Ros06] and [QS13].

Section 1.3 establishes the connection between BSDEs with jumps and dy-
namic risk measures in the classical setting. The connection is realised through
the so-call “ f-expectation”, a non-linear expectation associated with the driver
of the given BSDE with jumps. This is realised by first showing we can indeed
define a dynamic risk measure by an f-expectation under certain conditions.
Then, by the Inverse Theorem, arguably one of the most important theorems
in the entire thesis, it shows that we can represent an f-expectation by a BSDE
with jumps under rather general conditions. We will continue to generalise
the connection between BSDEs with jumps and dynamic risk measures in the
time-changed setting in Chapter 3 and 4.

1.1 Static and Dynamic Risk Measures

This section recalls definitions and properties of the static and dynamic risk
measures. It is easy to observe that dynamic risk measures are a generalisation
of static ones, and there is need to impose extra conditions on dynamic risk
measures to deal with filtration-related issues.

11
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Static risk measures

A risk measure is a functional that determines the riskiness of financial positions
within a certain time window. We express a financial position as a mapping
X : Q — R, where  is the scenario space, and X (w) represents the discounted
net worth of the financial position at the end of the trading period. We recall
Definition 4.1 from [FS04] as the definition of a static risk measure.

Definition 1.1.1 (Static Risk Measures). A mapping p : X — R is called a
monetary measure of risk if it satisfies the following conditions for all XY € X,
where X' is a given class of financial positions:

(i) Monotonicity: If X <Y, then p(X) > p(Y);
(ii) Translation Invariance: if m € R, then p(X +m) = p(X) — m.

Remark 1.1.2. Note that translation invariance implies:
p(X + p(X)) = p(X) — p(X) = 0.

While for m € R,
p(m) = p(0) —m.

Basic properties of a risk measure justify the intuition that a bigger financial
position faces bigger risk. One can neutralise the riskiness of a position X by
adding the amount p(X) to the position.

If we impose further conditions, we can obtain conver and coherent risk
Measures.

Definition 1.1.3. A risk measure p : X — R is called a convezr measure of risk,
if it satisfies:

(iii) Convezity: p(AX + (1 = N)Y) < Ap(X)+ (1 —=N)p(Y), for 0 < A < 1.
A convex risk measure is called a coherent risk measure, if it satisfies:
(iv) Positive Homogenity: If X > 0, then p(AX) = Ap(X).

Remark 1.1.4. Under the assumption of positive homogenity, given a coherent
risk measure p and A = 0, then

p(0) = 0.

This property is referred by [FS04] as Normalisation. More importantly, if
we combine positive homogenity and convexity, then we can obtain a stronger

property:
(v) Subadditivity: p(X +Y) < p(X) + p(Y).

The axiom of convexity and its stronger version, subadditivity, have an im-
portant financial interpretation about diversification. Subadditivity implies that
a diversified portfolio (X +Y) faces smaller risk than two single positions com-
bined. The convexity is a more general version where the portfolio is constructed
with weighted splits. The property of positive homogeneity, in addition, ex-
presses the idea that the riskiness of a position grows in proportion with its
size.
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In the meantime, a risk measure p : X — R induces an acceptance set A,
defined as:

A, ={X e X | p(X) <0}.

We can also characterise a risk measure via a given acceptance A set by
defining:
PA ::inf{mER’m—f—XGA}.
By remark 1.1.2, we see that, given a risk measure p and a position X,
X + p(X) € A,. This justifies the use of risk measures as a tool to determine
the riskiness of X, in the sense that p(X) can neutralise its risk and thus make X

“acceptable”. We recall from [FS02] an important connection between a convex
risk measure and its corresponding acceptance set.

Proposition 1.1.5. Suppose p : X — R is a convexr risk measure with its
associated acceptance set A,. Then
pA, = p-

Moreover, A := A, has the following properties:

(i) A is convex and non-empty;

(i) If X € A and Y € X satisfiesY > X, thenY € A;
(i) If X € AandY € X, then

{Ae[0,1] | AX+(1-NY € A}
is closed in [0,1].

Proof. First we see A := A, by definition. Property (i) and (ii) are straightfor-
ward from the properties of convex risk measures and the definition of accep-
tance set. For property (iii), we note that the mapping A — p(AX + (1 — \)Y)
is continuous, as it is bounded and convex. The result follows accordingly. For
details of the proof, we refer to Proposition 2 in [FS02]. O

Now we recall the representation of convex and coherent risk measures from
[Ros06] and [FR02]|. We follow [Ros06] in restricting the general class of positions
X to L3(Q, F, P). We denote by X’ the dual space of X.

Remark 1.1.6. Researchers in the field usually study the class of positions X in a
general space of LP(§2, F, P), where p € [1,cc]. Here we have chosen L?(Q2, F, P)
in order to facilitate our discussions in connection with BSDEs in the following
chapters.

Theorem 1.1.7. A functional p : X(L*(Q), F, P)) — R is a coherent risk mea-
sure if and only if there exits a non-empty closed convex set P of P-absolutely
continuous probability measures such that

p(X) = sup Eg[—X], forall X e X.
QeP

The representation of convex risk measures is of a more general form.
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Theorem 1.1.8. A functional p : X — R is a convex risk measure if and only if
there exits a convex functional F : X' — RU {oo} satisfying infrcx F(2') =0
such that

dQ

p(X) = sup {EQ[—X] - F(dp

sup )} forall X € X,

where P :={Q < P: % e X’ and F(%) < oo} is a non-empty conver set.

Proof. This is a classical result in the literature for risk measures and is obtained
by applying convex analysis theories. We refer to Corollary 7 in [FR02] for
details of this proof. Following this idea, we give a proof of this result under
the time-changed BSDE setting in Theorem 3.2.4. O

Remark 1.1.9. Note that Theorem 1.1.7 is a special case of Theorem 1.1.8, where
F = 0. This is a direct consequence of the coherent risk measure’s property of
subadditivity. We refer to Corollary 7 vi) in [FR02] for details of the proof in
the general setting. We apply the same argument to prove this result under the
time-changed BSDE setting in Corollary 3.2.5.

Remark 1.1.10. We note that authors in [FS04] have obtained similar results
independently. To be more specific, authors in [FS04] have expressed the penalty
term F' in Theorem 1.1.8 through the acceptance set A,:

dQ

F(d—P> = amin(Q) = ng}zp Eqg[—X] for Q €P.

Here the a4, is the minimal penalty term for the risk measure p. In other
words, & > Qunn for any penalty function « that can represent p in Theorem
1.1.8. It is easy to show that the two expressions are equivalent. We refer to
Theorem 4.12 [FS04], Theorem 6 in [FR02| and Theorem 4 in [Ros06] for details.

By Theorem 1.1.7, a coherent risk measure can be interpreted as the supre-
mum of the expected loss over a set of “generalised scenarios” P. We interpret F'
in Theorem 1.1.8 as a penalty term that depends on the generalised scenarios.
In this way, a convex risk measure is the supremum of the “corrected expected
loss” over the scenarios.

Dynamic Risk Measures

We have so far discussed risk measures in a static setting. Now we are ready to
generalise them in a dynamic setting. We first expand the setting into a filtered
probability space L2(2, F, (Ft)teo, 1), P), where a fixed time horizon T € [0, o0l
(Ft)telo,1) is a sequence of filtrations such that F = Fr, if T' < oo, and F =
0(Upso Fr), if T = oo. We define X := L?(Q, F, P), while X, := L*(Q, 7, P).
We recall the follwoing definitions from [AP11].

Remark 1.1.11. As mentioned earlier in Remark 1.1.6, here we have chosen

X = L?*(Q,F,P) with the purpose of studying the connection between risk
measures and BSDEs.

Definition 1.1.12 (Conditional Convex Risk Measures). For ¢ € [0, T], where
T € [0,00], a mapping p; : X — A} is called a conditional convex risk measure,
if it satisfies the following properties for X, Y € &
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(i) Monotonicity: If X <Y, then pi(X) > pt(Y);
(ii) Conditional Invariance: For all m; € Ay,

pe(X +my) = p(X) — my;

(iii) Conditional Convezity: For all A € X, and 0 < A <1,
X + (1= A)Y) < Ape(X) + (1= Ny (V).
A conditional convex risk measure is called normalised, if it enjoys in addition
the following property:
(iv) Normalisation: p,(0) = 0.

A normalised conditional convex risk measure is called a coherent risk mea-
sure if it satisfies the following extra property:

(v) Conditional Positive Homogenity: For all A € X; and A > 0,
pr(AX) = Apy(X).

As explain in Remark 1.1.4, Conditional Positive Homogenity implies nor-
malisation. Therefore, all conditional coherent risk measures are normalised.

Remark 1.1.13. Tt is easy to observe that dynamic risk measures are a general-
isation of static ones. We want to point out that the conditional risk measures
are parametrised with time, and depend on the filtrations, and the constants
used in the properties of static measures need to be replaced with a random
variable with respect to the filtration in the dynamic setting.

Remark 1.1.14. We note that for a position X that is F;-measurable, it is also
Fr-measurable.

As with static risk measures, a conditional convex risk measure p; also has
an associated acceptance set:

Ap = {X € L*(0, F, P) | ps(X) <0}.
We recall from [AP11] the following properties for such an acceptance set.

Proposition 1.1.15. The acceptance set A; of a normalised conditional convex
risk measure p is

(i) Conditionally Convex:
aX+(1—aY) e A,
for all X, Y € As and Fi-measurable for o € [0,1];
(i1) Solid: If Y > X for some X € Ay, Y € Ay;
(iii) Such that 0 € A, and essinf{X € L*(Q,F;, P)) | X € A;} = 0.
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Moreover, p; is uniquely determined through its acceptance set, since
pe(X) =essinf {Y € L*(O, F, P) | X +Y € A}

Conversely, if some set A, C L? satisfies the above conditions, then the func-
tional py : L*(Q,F,P)) — L*(Q, F;, P)) defined in the above definition is a
normalised conditional convex risk measure.

Proof. 1t is very easy to see the correspondence between a static acceptance
set and a conditional one. The above three properties follow naturally from
the definition of a normalised conditional convex risk measure. We refer to
Proposition 1.2 in [AP11] for the rest of the proof. O

The random variable p; represents the riskiness of position X at time ¢,
conditioning on all the information up to time ¢. We can then look at a process
of conditional convex risk measures p;, keeping control of the risk from the
beginning to the terminal time 7', and thus obtain a definition of a dynamic
convex risk measure.

Definition 1.1.16 (Dynamic Convex Risk Measures). A sequence (p¢)e(o,7] s
called a dynamic convex risk measure, if p; is a conditional convex risk measure
for all t € [0,T7.

One important feature of the dynamic setting is the conditional convex risk
measures’ dependence upon the filtrations. This motives an extra property of
dynamic risk measures. We recall the following definitions from [AP11].

Definition 1.1.17. Assume that (p;).c[o,7) is a normalised dynamic convex risk
measure and let ), be a subset of L? such that 0 € ), and ), + R = Y for each
t € [0,T]. Then (pt)seo, 1) is called acceptance (resp. rejection) consistent with
respect to (Vy)sepo,r) if for all ¢ € [0,T) and for any X € L? and Y € Y41, the
following condition holds:

Pe+1(X) < pep1(Y)  (rvespectively >) = p(X) < pe(Y) (respectively >).

(1.1)

Depending on different properties of ), the normalised dynamic convex risk
measure (p;)¢c[o,r] has different properties.

Definition 1.1.18. We call a normalised dynamic convex risk measure (ps)¢e(o,1):

(i) Strongly Time-consistent: If (p¢)icjo,r) is either acceptance consistent or
rejection consistent with respect to ), = L? for all t in the sense of Defi-
nition 1.1.17;

(ii) Middle Acceptance-consistent (respectively, Middle Rejection-consistent):
If for all ¢, we have ); = L?(§2, F;, P)) in Definition 1.1.17;

(iil) Weakly Acceptance-consistent (respectively, Weakly Rejection-consistent):
If for all ¢, we have ); = R in Definition 1.1.17.

In the following proposition, we provide a unifying summary of time-consistency
property for normalised dynamic risk measures from different sources in the lit-
erature, such as [Ros06] and [AP11].
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Proposition 1.1.19 (Time-counsistency Property). For a normalised dynamic
risk measure (p¢)icjo,r), the following properties are equivalent with (1.1) in
Definition 1.1.17:

(i) Time-consistency: If for allt € [0,T], X € X and A € F;,
po(XTa) = po(—pe(X)1a); (1.2)
(i1) Recursiveness: For all t,s > 0 such that t,t + s € [0, 7],
or(X) = prl—prss(X)). (13)

% Proof. It is easy to see 1.2 and 1.3 are equivalent. Given that A € F;, by
normalisation of p;, we have

—pe(X1a) = —p (X)L 4.

Hence the claim follows.
To show 1.1 and 1.3 are equivalent, we recall the proof from Proposition 1.16
in [AP11]. Here 1.1 implies that for all ¢ € [0,7) and for all X,Y € L?,

pe41(X) = pra(Y) P-as = p(X) =p(Y) P-as. (1.4)

By conditional invariance, defined in Definition 1.1.12, we know that p;11(—pi41(X)) =
pr+1(X). Thus by 1.4, we obtain one-step recursiveness for s = 1. Now we as-
sume the claim holds for each t and all k¥ < s for some s > 1. Then we have:

Pt(pr+s+1(X)) = pe(—prrs(—prrst1(X)))
= pe(=pr+s(X))
= pe(X).

We thus obtain recursiveness by 1.1 through induction. Finally, we see that
1.3 implies 1.1 by conditional monotonicity. This concludes the proof. O

Before we end this section, we recall two families of examples of dynamic
coherent and convex risk measures from [Ros06] and [FRO4].

Example 1.1.20. Let P be a convex set of P-absolutely continuous probability
measures defined on (2, F), and set

pt =esssupEg[—X | Fy], forall X e X, ¢t € [0,T].
QeP

Then (p¢)¢ecjo,r] is a dynamic coherent risk measure. |

Example 1.1.21. Let P be a convex set of P-absolutely continuous probability
measures defined on (2, F), and for any ¢ € [0,7], let F; : P — RU {oo} be a
convex functional such that infgep F3(Q) = 0. Then (pt):efo, 17, defined by

pr =esssup{Eq[—X | ] — F(Q)}, forall X € X, t € [0,T],
QeP

is a dynamic convex measure. |
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It is clear that Example 1.1.20 is a special case of Example 1.1.21. Same as
in the static setting, the dynamic coherent risk measure has such representation
because of the stronger conditional subadditivity condition, a combination of
conditional convexity and positive homogeneity.

We note that not all dynamic risk measures in this family have the time-
consistency property. In order to guarantee the time-consistency property, We
usually need to require extra properties on the probability set P and the penalty
term Fy(-). We do not go into further discussions about this issue, and refer to
[FRO4] and [Ros06] for details.
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1.2 BSDEs with Jumps

Since its introduction by Bismut to solve optimal control problems by maximum
principle, backwards stochastic differential equations (BSDEs) have developed
into a powerful tool in finance. The study of BSDEs started with the linear
form, which Pardoux and Peng later extended into a non-linear framework.
The continuous setting, where the BSDEs are driven by Brownian motions, has
been well studied in the literature.

In this section, we investigate the discontinuous framework where we asso-
ciate the natural filtration with both a Brownian motion and a Poisson random
measure. By summarising works including [QS13], [Pha09], [CFS08],[Dell3],
[Ros06], [TL94], [Roy06] and [DS14], we recall various important properties of
BSDEs with jumps and their associated f-expectations.

We focus especially on the Comparison Theorem which is an instrumental
tool to the study of optimisation problems associated with BSDEs. Royer is one
of the first to prove a comparison theorem for BSDEs with jumps in [Roy06],
while a few years later, authors in [QS13] presented comparison theorems under
a even weaker condition. We also recall one of the optimisation principles from
[QS13] to characterise minima of BSDEs under the discontinuous framework.

In this section, we follow mainly the work that has been done in [QS13], and
present the Comparison Theorem as well as the Optimisation Principle, which
are useful in the next section.

Existence and Uniqueness of Solution

Given the set-up in Section 0.1 for BSDEs with jumps, we recall from [QS13] and
[TL94] an important theorem regarding the existence and uniqueness of solution
for BSDE with jumps. We note here in our setting, the Brownian motion W is
assumed to be one-dimensional.

Theorem 1.2.1 (Existence and Uniqueness of Solution in One-dimensional
Brownian Motion Setting). Let T > 0. For every Lipschitz driver f defined in
Definition 0.1.2, and every terminal condition & € L?(Fr), there exists a unique
solution (Y,m,1) € S%(0,T) x H%(0,T) x H%(0,T,v) of the BSDE with jumps
in Definition 0.1.3.

Proof. We give a brief account of the proof for this fundamental result. With
a series of lemmata, authors in [TL94] make use of properties including the
quasi-left-continuous property of the right-continuous natural filtration associ-
ated with a Brownian motion and a Poisson random measure, and obtain an
orthogonal decomposition of adapted, square-integrable martingales that starts
at 0. By this decomposition, authors in [TL94] succeed in proving a Martingale
Representation Theorem in Lemma 2.3 in the paper.

With the help of the Martingale Representation Theorem, authors in [TL94]
manage to construct a contracting map, which eventually leads to the proof of
the result in Lemma 2.4 in the paper.

We refer to Lemma 2.3, Lemma 2.4 and lemmata in Appendix in [TL94]| for
details of the proof. O

The results we present in this thesis are in the one-dimensional setting. To
extend to a multi-dimensional (d € N\{0}) Brownian motion setting, we need to
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impose some extra conditions on the generator f to guarantee the existence of a
unique solution, as stated in the following assumption. We refer to [Roy06| for
a detailed explanation of this assumption. Yet despite these extra conditions,
our results in this thesis can be generalised into the multi-dimensional situation
with no problem.

Assumption 1.2.2 (Multi-dimensional Brownian Motion Setting). We need
the following conditions on the driver f defined in Definition 0.1.3 to guarantee
a unique solution for the related BSDE with a multi-dimensional (d € N\{0})
Brownian motion:

(i) f is Lipschitz with respect to 7, £:

3K > 0 such that Vt € [0,T],Vy € R,Vr, 7' € R4, VL, 0 € L2
|f(ty,m l) — f(ty, ' )] < K||m = 7| + K||€ = £]]2,,

where || — 7'|| is the Euclidean norm in R%.

(ii) f is continuous with respect to y, and there exits an R*-valued process
o1 € H%(0,T) for 0 <t < T, and

[f(t s 0) < o+ K(lyl + I7l+)] + [[€]l2.0

(iii) f is monotonic with respect to y:

Ja € R such that V¢t > 0,Vy,y € R,Vr € RV, ¢ € L2
(y—y)(f(t,y,m,0) — f(t, 9 7, 0) < aly —y|* P-as.

We refer to Assumption (He,) in [Roy06].

Exponential Local Martingales

We first take a look at linear BSDEs with jumps, before we present the Com-
parison Theorem. The result and properties of linear BSDEs can give us an
insight into the general comparison theorems.

We follow the notation of [QS13] and first recall the definition of exponential
local martingale from Definition 15.1.1 in [Cohl15].

Definition 1.2.3 (Exponential Local Martingales). For X a semimartingale, we
define the stochastic exponential (also known as the Doléans-Dade exponential)
to be the process £(X) by

E(X) =exp (Xt — ;(Xc,Xc>t> H(l + AXS)e—AXs
s<t

where X € is the continuous martingale part of X, and (X ¢, X¢) is the predictable
quadratic variation of X¢ and for process X;, AX; = X; — X,—.

Let (B;) be a R-valued predictable process, a.s. integrable with respect to
dW;. Let (y:(u))be an R-valued predictable process defined on [0,7] x £ x R*,
in other words, ¥, ® B(R*)-measurable, and a.s. integrable with respect to

N(ds,du).
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Let M = (My)o<i<T be a local martingale given by

M, = /Otﬁdes—I—/Ot/*%(u)ﬁ(ds,du). (1.5)

Let Z = (Z;)o<t<T be the solution of dZ, = Z,-dM, where Zy = 1. By
Definition 1.2.3, and by using It6’s formula, we can denote the process Z by
E(M) and show that it is the exponential local martingale associated with the
local martingale M:

E(M), = exp{ / W, - 5 / " f2du - / S / * w(u)u(du)dr}

x [T +w(ay)

0<r<s

(1.6)

where Y; := [, uN([0,],du).

Remark 1.2.4. In Definition 1.2.3, we see that if the process AX > —1, the
process £(X) is then non-negative. In addition, if X is a local martingale, then
E(X) is also a local martingale.

Similarly in 1.6, if 7 (AY;)) > —1for 0 < ¢ < T a.s., then we have E(M); > 0
for0<t<T as.

We recall two important properties of exponential local martingales from

[QS13].

Proposition 1.2.5. Let (8;) and (v¢(u)) be predictable R-valued processes and
let M be the local martingale defined in (1.5). The following assertions are
equivalent:

1. For eachn € N, yp (AYp, > —1) P-a.s., where (Ty)nen is the increasing
sequence of stopping times corresponding to the jump times of Y ;

2. y(u) > -1 dP ® dt ® dv(u)-a.s.

If one of these conditions is satisfied, we have E(M); >0 for 0 <t <T a.s.
Moreover, if vi(u) > —1 dP ® dt ® dv(u)-a.s., then for each t, E(M); > 0 a.s.

Proof. We see for each s > 0,

H (1 +7(AY,)) = H (1 + 1, (AYT,)).

0<r<s neN, 0<7T,<s

By equation 1.6, condition 1 implies for each s, E(M)s > 0 a.s.
We then show that the two conditions are equivalent. Since v(du)dt is the
predictable compensator of the Poisson random measure N (du,dt), we have:

E{Z 11{m<AYT,L><—1}} = E[/R

neN " xRy

= E[/ ]l{%(u)<_1}1/(du)dr} .
R* xRy

The result follows. O

Ty, (wy<—13N(du, dr)}
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Proposition 1.2.6. Let (8;) and (y-(u)) be predictable R-valued processes and
let M be the local martingale defined in (1.5). Suppose that

T T
| s [ as (1.7)
0 0

is bounded. Then we have E[E(M)3%] < .

Proof. The result follows easily from an application of the product formula or
by (1.6). We refer to Proposition 3.2 in [QS13] for details of the proof. O

Remark 1.2.7. Note in the previous proposition, we can obtain (€(M)s)o<i<r €
S%(O,T) by an application of martingale inequalities. To be more precise, by
Doob’s LP Inequality in Theorem 5.1.3 in [Coh15]|, we can obtain:

IO i, = B sup e | <2 s B[l ] <o
0<t<T 0<t<T

Remark 1.2.8. In the above proposition, we see that if the processes ; and |||,
are bounded, the random variable by (1.7) is then bounded, and by Remark
1.2.7, we have (M), € L?.

The condition is also satisfied if there exits 1 € L2 such that |y:(u)| <
Y(u), dt®dP®dr(u)-a.s. This property will used in the proof of the Comparison
Theorem.

Linear BSDEs with jumps

We first recall a fundamental result of forward SDE solution.

Proposition 1.2.9. Let (§;) and (8;) be R-valued predictable processes, inte-
grable with respect to dt and AWy a.s. Let (vy(u)) be a predictable R-valued
process defined on [0, T] x Q x R*, integrable with respect to N(ds,du),

For each t € [0,T], let (I'ts)sep,r) be the unique solution of the following
forward SDE:

dly s =T - [5Sds + BsdW —|—/ %N(ds,du)], where Tpy=1.

*

The process I'y s can then be written as I'y s = elt 5“‘1“Zt,8, where (Zt,s)se[t’T] 18
the solution of the following SDE

dZy s = Zy 5~ [,BdeS +/ %(u)ﬁ(ds, du)}7 where Z; = 1.

*

Proof. The result follows easily with an application of Ité’s formula to InT% ;.
O

We recall a result from [QS13], showing that the solution of a linear BSDE
with jumps can be represented as a conditional expectation through an expo-
nential semimartingale.
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Theorem 1.2.10. Let (4,8,7) be a real-valued, bounded predictable process.
Let T be the process defined in Proposition 1.2.9. Suppose that I' € S%(0,T)
and process ¢ € H%(0,T).

Let (Y, mi,li) be the solution in S%(0,T) x H%(0,T) x H%(0,T,v) of the
linear BSDE

—dY; = (@1 + 6Ys + Bime + (1, L)) dt — mdWy — [ L (u)N(dt, du); (18)
R* :
Yr =¢.

The process (Y;) satisfies

T
Y,=E {Ft,Tf +/ Ty so(s)ds ft}, 0<t<T, a.s. (1.9)
t

Proof. This is an important result and we recall the proof from Theorem 3.4 in
[QS13]. Fix t € [0,T]. To simplify notation, we denote I'; ; by T's for s € [¢,T).
By It6 product formula, we have:

—d(Y,T,) = ~Y,-dl, — [',-dY, — d[X,T],
= _Y;Fsésds + FS[SDS + (SSY; + ﬁsﬂ-s + <757 ls>u]d8
— Bsmslsds — Ty <757 ls>ud3 - Ps(Ysﬂs + 7rs)dVVs

Ty [ L)+ () N (du,ds)
R
= Fs@sds - dMsa
with

AM, = —T'y(YuB, + 73)dW, — T, /st(u)a b () N(du, ds). (1.10)

Integrate from t to T', we get
T
)/t — EFt,T = / Ft75@5d5 — MT + Mt a.s. (111)
t

Recall that Ty € S%(0,7) and that Y € S%(0,7), = € H%(0,7) and
l € H%(0,T,v). Moreover, the processes 8, 3 and 7 are bounded. It follows that
the local martingale M is a martingale.

To see that M is indeed a martingale, we recall the classiclal result from
stochastic analysis that, if a local martingale M satisfies E[[M ]E] < 00 where
[ - ] denotes the quadratic variation, for all ¢ € [0, 77, then it is a martingale.

By assumption, (4, 8, v) are real-valued, predictable process bounded by con-
stants. In view of predictability, the compensated Poisson term in (1.10) has
zero mean, according to classical stochastic analysis theories. In the meantime,
because of boundedness, the Brownian motion term in (1.10) is finite. We can
therefore conclude that M in (1.10) is indeed a martingale.

Note that given our time-changed framework in Section 0.2 and properties of
A defined there, the same argument also applies in the time-changed situation.

Hence, by taking the conditional expectation in (??) , we can obtain (1.9).

O



24 CHAPTER 1. RISK MEASURES AND BSDES WITH JUMPS

We recall one more result before presenting the Comparison Theorem.
Corollary 1.2.11. Suppose the assumptions of Theorem 1.2.10 are satisfied.

e Suppose that the inequality vy¢(u) > —1 holds AP ® dt ® dv(u)-a.s.

If o, >0, t€[0,T], dP®dt a.s. and £ > 0 a.s., then Yy > 0 a.s.
for allt € [0,T].

o Suppose that the inequality v¢(u) > —1 holds AP @ dt ® dv(u)-a.s.

If o >0, t€[0,T], dP ®dt a.s. and £ > 0 a.s., and if Y; =0 a.s.
for somety € [0,T], then o, = 0dP®dt a.s. on[0,T], and =0 a.s.on A,
A€ Fy.

Proof. We first use Proposition 1.2.5, where we discussed the non-negativity of
exponential local martingales, to establish the non-negativity of I'y 7. Then the
result follows naturally from Theorem 1.2.10 where we expressed the solution
with a conditional expectation. For details we refer to Corollary 3.5 in [QS13].

O

The Comparison Theorem

We first present a comparison theorem for linear BSDEs with jumps. Based on
this preliminary result, we generalise the proof and obtain a general comparison
theorem.

Lemma 1.2.12 (Comparison Theorem for Linear BSDEs with Jumps). Let
(6,8,7) be a bounded, real-valued predictable process and for each t, let T'y be
the exponential semimartingale solution in Proposition 1.2.9. Suppose that

Dir € S%(0,T)Vt and ~i(u) > —1 dP® dt ® v(du)-a.s.

Let £ € L2(Fr) and h be a driver (not necessarily Lipschitz). Let (Yy,m,1;) be
a solution in 5%(0,T) x H%(0,T) x H%(0,T,v) of the BSDE

—dY; = h(t, Y-, w0, 1(.)dt — m, dW; — ) 1,(u) N (dt, du)
Yr=¢
Let ¢ € H%(0,T). Suppose that
h(t, Yo, i, 1() > 0r+ 0.V + B+ (v, 1)y, 0<t<T, dP®dt-a.s. (1.12)

Then we have
T
Yr > E[rt,Tg +/ Tysp(s)ds ‘ J—'t], 0<t<T, as.  (1.13)
t

Proof. We give a brief account of the proof. Applying similar computation as in
Theorem 1.2.10, we apply It6 product formular to —d(Y;I's) and then obtain:
_d(Y;Fs) Z 1—‘sﬂpsds - dM57

where M is a martingale. The result follows with integration. For further details
of the proof, we refer to Lemma 4.1 in [QS13]. O
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With all the preparations, now we are ready to present the main result of
this section—a general comparison theorem for BSDEs with jumps.

Theorem 1.2.13 (Comparison Theorem for BSDEs with Jumps). Let & amd
& € L3(Fr). Let fi be a Lipschitz driver. Let fa be a driver. Fori = 1,2, let
(Y7, mi, 1) be a solution in S%(0,T) x H%(0,T) x H%(0,T,v) of the BSDE

—AY} = f;(t, Y, 7l 1) dt — widW, — / 1 (u) N (dt, du);
Yi=¢&

Assume there exits a bounded predictable process (v¢) such that dt @ dP ®@v(du)-
a.s.,

Y(u) > =1 and |y(u) < Y(u), (1.14)

where ¥ (u) € L2, and such that

v’

Y2 m2 I —f1(t, Y2, 72 1) > (s, 11 =12),, te[0,T], dt®dP a.s. (1.15)

Assume that

&1 =28 as. (1.16)
Y2700 > fot, Y, 07), te0,T], dt®dP a.s. '
Then we have
Y >Y? as. foralltel0,T)]. (1.17)

Moreover, if inequality 1.16 is satisfied for (Y}, n},1}) instead of (Y2, 72,1?) and
if fa (instead of f1) is Lipschitz and satisfies (1.15), then inequality (1.17) still
holds.

Proof. The crucial part of the proof is the linearisation of f;. We give a brief
account of the key elements.

We first rewrite the BSDE in the following way. Put Y, = V! — Y2 7, =
n} — 2, and [;(u) = I} (u) — 7 (u). Then the BSDE is rewritten as

—dY; = hydt — 7AW, — [ L(uw)N(dt,du); Yo =& — &,
R*

where h; = f1(t, Y, 7}, 1}) — fa(t, Y2, 72,12). We can rewrite h, further:

ht:f1<t7yt1>7"tvl) filt, YtQ»T"tvlt)
Jrfl(t’Yt,th»lt)*fl(t Yt2,7rt, )
+ A YE w0 — fu(t Y 1)
"‘fl(thf»Wt» i) — f2(t, Yt2a77t» £)

o= [t V2,7 1) — fo(t, Y2 1)

t)

fl(t Yl 7Tt7 ) fl(t Y2 7Tt’ 1.
Y, {Y:#0}

L fl(tviftgﬂrtlvl%) _.fl(tai/t%vﬂ'?altl)ﬂ
Bt = — (7. £0}

Tt

(Stl
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By assumption (1.15) about f;, we can show that there exist d, 8 such that
hy satisfies inequality (1.12). Now conditions in Lemma 1.2.12 are satisfied and
by the positivity of I'y , the result follows.

We can show the second assertion by linearising f2 instead. We refer to
Theorem 4.2 in [QS13] for details of the proof. O

Theorem 1.2.14 (Strict Comparison Theorem). Suppose that the assumptions
of Theorem 1.2.13 hold and that the inequality v:(u) > —1 holds dt@dP®dv(u)-
a.s.

If Y =Y2 as. on A for some to € [0,T] and A € Fy,, then Y =Y? a.s.
on [to, T] x A, & =& a.s. on A and 1.16 holds as an equality in [ty,T] X A.

Proof. This result follows closely from the previous one. We refer to Theorem
4.4 in [QS13] for details of the proof . O

Remark 1.2.15. We draw attention to the fact that Theorem 1.2.14 is stronger
than Theorem 1.2.13, as the former requires an additional condition.

Based on the comparison theorems, we recall from [QS13] an optimisation
principle, which will be useful for determining minima of BSDEs in the next
section.

Theorem 1.2.16 (Optimisation Principle). Let € in L*(Fr) and let (f, f* a €
A7) be a family of Lipschitz drivers. Let (Y,n,l) (resp. (Y, 7*/1%)) be the
solution of the BDE associated with terminal condition & and driver f (resp. f¢

).

Suppose that
f@&, Y, m, ly) = essojnffa(t,}/t,wt,lt) = fO(t, Y, i, lt),
t €1[0,T], dP ® dt-a.s. for some parameter & € Ar
and that for each o € A, there exits a predictable process v* satisfying 1.14 and
Fe@ Y, me, 1) — FO@, Ya, e, be) > (4,18 — 1)y, t€1(0,T], dt®@dP a.s.

Then )
Y =essinf Y =Y, ¢€]0,7T] a.s.

Proof. This result follows from the Comparison Theorem, see Theorem 1.2.13.
We will need to use this lemma to show the representation of convex risk mea-
sures. We refer to Theorem 4.6 in [QS13] for details of proof. O

For the above theorem, a detailed proof in the time-changed setting can be
found in Lemma 3.2.1.
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1.3 Risk Measures and f-expectations

In this section, we establish in the classical setting the link between dynamic
risk measures and BSDEs with jumps via non-linear expectations. We first
recall the definition of non-linear expectations, and then the definition of “f-
expectation”, a non-linear expectation associated with the initial value of the
solution of BSDEs with jumps. In this way, we show that we can indeed char-
acterise a non-linear expectation via the associated BSDE.

On the other hand, we would like to be able to construct BSDEs with jumps
from a given non-linear expectation, and this is what we call the inverse problem.
So far as we know, authors in [Pen99] and [Coq+02] are the first to prove this
result under the Brownian motion framework, and a few years later, Royer in
[Roy06] generalised this result in the Lévy process setting. We recall the result
from [Roy06] in this chapter, and will give a detailed proof of this result in the
time-changed setting in Chapter 4.

Then by exploiting the natural connection between a non-linear expectation
and dynamic risk measures, we show that we have established the link between
dynamic risk measures and BSDEs with jumps.

We end this section by presenting a representation of convex and coherent
dynamic risk measures. A corresponding result established under the time-
changed framework will be presented in Section 3.2 with more details.

Non-linear Expectation

We first recall the definition of a non-linear expectation from Definition 3.1 in
[Roy06].

Definition 1.3.1. We say that an operator £ : L?(Fr) — R is a non-linear
expectation if

e &[] =c, for all c € R;

o if 1 < nme P—as., then E[m] < E[ne]. If moreover E[m] = E[ne], then
m =12 P—a.s.

Obviously, any traditional expectations is also a non-linear expectation.

In the following proposition, we show that we can indeed characterise a
non-linear expectation via the associated BSDE with jumps. Note also that,
in order to use non-linear expectations to express dynamic risk measures, we
need to impose a stronger condition on the generator so as to guarantee the
monotonicity property of risk measures. This is why the following proposition
requires the generator f satisfying assumptions made in the Strict Comparison
Theorem, see Theorem 1.2.14.

Proposition 1.3.2 (f-expectation). Consider a BSDE drived by a generator
f, defined in Definition 0.1.3, such that

(i) f(t,z,0,0) =0 for all z € R;
(i) f is Lipschitz in x,m;

(iii) f satisfies assumptions in the Strict Comparison Theorem, see Theorem
1.2.14.



28 CHAPTER 1. RISK MEASURES AND BSDES WITH JUMPS

Then for any fized & in L?*(Fr), we denote the unique solution of the related
BSDE with terminal condition & by (Y, 7%,15). We set E[¢] = YE, the initial
value of the solution. Then £f is a non-linear expectation called f-expectation.

® Proof. By checking the two properties listed in the definition of a non-linear
expectation, see Definition 1.3.1, it is easy to see that the &; defined above
exists and it is indeed a non-linear expectation.

We first show that for & = ¢ where ¢ € R, £f[¢] = ¢. We convert the BSDE
defined in Definition 0.1.3 into the forward form:

n:yo_/otﬂs,y;,m,zs( ))ds+/ oW, +/ / N(ds, du).

Then by assumption,

T
Yr=Y, 7/ f(s,Ys,wS,lS(u))der/ msdWs +/ / N (ds, du)
0 0 .

=C

This implies, for s € [0, 7],

By our assumptions on f, it implies the trivial situation where f = 0, and then
Yy = ¢, and the result follows.

The monotony property is guaranteed by the assumptions in the Strict Com-
parison Theorem. Given & > & a.s. and f; = fo = f, then by the comparison
theorem we have Y (&) > Y(&) a.s., where Y (-) denotes the solution associ-
ated with respective terminal conditions. We need to use the Strict Comparison
Theorem, see Theorem 1.2.14 to obtain the equality. We can therefore conclude
that £ is indeed a non-linear expectation. O

Remark 1.3.3. The f-expectations are generally not linear, except in situations
where the generator f has a linear form.

Remark 1.3.4. As explained in the previous proof, we need assumptions in the
Strict Comparison Theorem in Condition (iii) in Proposition 1.3.2 to guarantee
the monotonicity property for the associated non-linear expectation and, by
extension, the associated risk measures. We will impose similar conditions when
we define f-expectation in the time-changed setting in Proposition 3.1.1.

We now recall some properties of non-linear expectations and see under
what conditions the f-expectation satisfies them. We emphasise here we use
the natural filtration F defined in Definition 0.1.1. Corresponding properties
in Chapter 3, under the time-changed framework, replaces F with filtration G
defined in Section 0.2.

Definition 1.3.5 (Filtration-consistency). A non-linear expectation &£ is said
to be filtration-consistent if, for all A € Fy,

Vé € L*(Fr), YVt €[0,T], 3n; € L*(F;) such that E[¢14] = E[nLa]. (1.18)

In this case, we denote E[¢ | F¢] = m:, which is called the non-linear conditional
expectation of € with respect to F.
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Given that ¢ € L?(Fr) and the fact that f(t,2,0,0) = 0 for all + € R, any
f-expectation is filtration-consistent. In the meantime, we have

B[ sup &l | FP | < oo,
0<t<T

To see that any f-expectation is filtration-consistent, we note that (1.18) can
be written as

Erl€1a] = & €41 | Fillla). (1.19)

Given solution (Y€, 7¢,1¢) in Proposition 1.3.2, by the uniqueness of solution,
it is easy to see that, for A € F;, Yf]lA and £1 4 coincide on the interval [0, ¢].
Then we conclude:

Erlg | ] = Yt€~

We will apply the same argument to obtain the corresponding result in the
time-changed setting in (3.1).

Definition 1.3.6 (Additivity). Let £ be a filtration-consistent non-linear ex-
pectation. We call additivity the following property:

Ve € L*(Fr), ¥t € [0,T], Vn € L*(F) E+ €| Rl =n+EE| F].  (1.20)

We note that any f-expectation is additive if the generator f is independent
of y. This is a consequence of the uniqueness of solution for the associated
BSDE, as shown in the following argument.

By definition, for ¢ € [0, T,

Eln+&| R =Y

t
—prEt / Fls, T 1T (u))ds
0

t t
- / AW, — / / 1" ()N (ds, du).
0 0 *

We thus obtain

t
Ytn+€ —np=¢ +/ f(s,ﬂg+5,lg+5(u))ds
0

A . N (1.21)
- / 1AW, — / 18 (u) N (ds, du).
0 0o Jr
On the other hand, we have
t
VE=gr [ flomreu)ds
0 (1.22)

t t
—/ wﬁdWs—// 1§ (u)N (ds, du).
0 0 *

We see by (1.21), (Y& — g, 777¢ [7%€) is a solution of (1.22), since f is inde-
pendent of y. By the uniqueness of solution of (1.22), we have

ynt+é _ n= veE.
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And we have thus shown (1.20).

In fact, classical results in the literature tell us that we have the additivity
property if and only if the driver f is independent of y. For details of this
fact, we refer to Lemma 4.2 and 4.3 in [Bri+00], which proved this result in the
Brownian motion setting. The proof carries over to the jump setting in [Roy06].
We will show the same property for time-changed f-expectation in Section 3.1.

Definition 1.3.7 (£9Ci-domination). Let € be a filtration-consistent non-
linear expectation. We say that it is £9C1-dominated if there exists C' > 0
and —1 < C; < 0 such that

Ve, & € LA(Fr), E[E+¢]—E[E] <ECE)

where £9:¢1[¢/] is the non-linear f-expectation associated with the driver

feo (t,m,8) =Clm| + C'/R*(l A [ ) (w)v(du) — 01/ (IAu))e™ (u)v(du).

*

Here ¢t € [0,7] and in the current classical setting 7 € H%(0,7) and ¢ €
HZ(0,T,v).

Note the filtration in this context is the natural filtration F defined in Defini-
tion 0.1.1. We recall from discussion following Definition 3.7 and 3.8 in [Roy06]
that any f-expectation with generator f satisfying assumptions in Proposition
1.3.2 and being independent of y is both additive and £¢°¢1-dominated. Ad-
ditivity follows from our earlier discussion in Definition 1.3.6. It is easy to see
that fc,c, is independent of y and £““1-domination follows from the Lipschitz
condition imposed on f, since f satisfies assumptions in Proposition 1.3.2. We
use the same argument to show a corresponding result in the time-changed
situation, see Remark 3.1.3.

With the above properties in place, we can recall the important Inverse
Theorem, see Theorem 4.6 in [Roy06], that allows us to represent a large class of
non-linear expectations by BSDEs with jumps under rather general conditions.

Theorem 1.3.8 (Inverse Theorem). Let € be a filtration-consistent expectation
which satisfies both properties of £9°C1-domination and additivity. Then these
exits a function f:[0,T] x & x R? x L2 +— R such that &€ = &;.

Proof. This is a fundamental result that is much more difficult to establish
than it appears. In fact, in order to prove this result, it requires the establish-
ment of the Doob-Meyer Decomposition for non-linear expectation martingales,
which is very difficult since the classical argument for the decomposition relies
heavily on the linearity of conventional expectation. The proof in Theorem
4.6 in [Roy06] starts with establishing the Doob-Meyer Decomposition for f-
expectation martingales, before it generalises the result for general non-linear
expectation martingales without a given driver f. For details, see Theorem 4.1,
4.5 and 4.6 in [Roy06]. O

So far as we know, Royer in [Roy06] is one of the first to generalise this result
to the jump setting. This thesis devotes the whole Chapter 4 to establishing a
corresponding result in the time-changed setting, see Theorem 4.0.1.
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Dynamic risk measures as f-expectations

With f-expectations defined in Proposition 1.3.2, we can use them to repre-
sent dynamic risk measures. The following proposition shows us the natural
connection between non-linear expectations and dynamic risk measures.

Proposition 1.3.9. Let T7 > 0 be a time horizon and E; be an f-expectation
generated in Proposition 1.3.2. Suppose £y satisfies properties of additivity,
filtration-consistence and E°C1 -domination, all with respect to the natural filtra-
tion IF defined in Defition 0.1.1, then we can define a normalised, time-consistent
dynamic risk measure in the following way: for each T € [0,T"] and € € L*(Fr),

pl(€,T) = —&[€| Rl = —Yi(&,T), te[o,T). (1.23)

Moreover, if the generator f is also concave with respect to (r,m,l), then the
dynamic risk measures thus represented is convex.

# Proof. We show that the pf (¢, T) defined in (1.23) satisfies the properties
listed in Definition 1.1.12 and Proposition 1.1.19.

First we note that the additivity of the f-expectation is equivalent to the
conditional invariance for the dynamic risk measure defined in Definition 1.1.12.
Thus the additivity of the f-expectation £ implies the conditional invariance
for the conditional risk measure p; defined in (1.23).

The filtration-consistency property of the f-expectation is equivalent to the
normalised conditional time-consistency property (1.2) in Proposition 1.1.19,
as we have observed in (1.19). In this way, the filtration consistency of the
f-expectation £; implies time-consistency for the conditional risk measure p{ .

Here we note that, since we have the condition that f(¢,y,(0,0)) = 0, the
associated conditional dynamic risk measure p; defined in (1.23) has the nor-
malisation property defined as (iv) in Definition 1.1.12.

When it comes to monotonicity property, Proposition 1.3.2 and Remark 1.3.4
tell us that the conditions on the driver f guarantees monotonicity for the f-
expectation £¢, and this implies monotonicity for the conditional risk measure
,0{ . Behind the curtain, this results rests on the strict Comparison Theorem,
see Theorem 1.2.14.

Finally, the convexity follows by an application of the Comparison Theorem,
see Theorem 1.2.13. To be more specifically, consider £1, & € L?(Fr), n € [0,1].
We note that, by assumptions, f is additive and is therefore independent of y,
then by the concavity of f in terms of (m,1), we have

f(n (m(&1), (&) + (1 =n) (7(€2),1(&2))) =1 f(7(&1),1(&1))
+ (1 =n) f(7(&2),1(&))

Then by the Comparison Theorem, the resulting risk measure is convex, and
the result is established. O

Corollary 1.3.10. In addition to assumptions in Proposition 1.3.9, if the driver
f s also positively homogeneous, see (v) in Definition 1.1.12, then the resulting
dynamic risk measures defined in (1.23) is coherent.

 Proof. We note that by assumptions, the driver f is concave with respect
to (m, 1), and the resulting risk measure p; is convex. If the driver f is, in
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addition, positively homogeneous, it follows that the associated risk measure
py is also positively homogeneous, namely for C € R and C > 0, we have
pe(CE) = Cpi(§).

For the rest, we need to make use properties of the associated BSDE. Details
of this proof can be found in the proof of Corollary 3.1.5, where we show a
corresponding result in the time-changed setting, and we skip them here. O

Representation of Convex Dynamic Risk Measures

We now present a representation of normalised convex dynamic risk measures
generated by concave BSDEs with jumps. As mentioned in [QS13], this result is
established through a set of probability measures that are absolutely continuous
with respect to P.

Following [QS13], we define a function F' of f with respect to (m, ¢ ), for each
(a',a?) in R x L2 by

F(w,t,a',0?) = sup [f(w,t,m,0) —alnr —(?0),]. (1.24)
(m,)eERXL2

Now we recall Theorem 5.2 in [QS13].

Theorem 1.3.11 (Representation of Normalised Convex Dynamic Risk Mea-
sures). Suppose that the Hilbert space L2 is separable. Let f be a Lipschitz
driver with Lipschitz constant C, which does not depend on x. Suppose also that
f satisfies assumptions in the Strict Comparison Theorem, see Theorem 1.2.14,
and is concave with respect to (m,l).

Let T" > 0, and T € [0,T']. Let Ap be the set of predictable processes
a = (a',a?) such that F(t,af,a?(u)) € HZ(0,T), where F is defined by 1.24.
For each a € A, let Q% be the probability absolutely continuous with respect to
P which admits Z% as density with respect to P on Fr, where Z% is the solution

of

dzy =7 <at1th +/ ozf(u)d]v(dt, du)); Z§ =1 (1.25)

¢

The convex dynamic risk measure p(§,T) has the following representation: for
each &€ € L*(Fr),

p0<§a T) = aseuj) [EQ“ [_5] - C(Oé, T)]7 (1'26)

where the function ¢, the penalty term, is defined for each T and o € A by

T
((a,T) = Eqg- {/0 F(s,ai,a?)ds].

Moreover, for each ¢ € L?(Fr), there exits a = (a',a?) € Ar such that
F(t,a",a*) = f(t,m, ;) — a'm — (@2, 1),, te[0,T], dP® dt-a.s.,

where (Y,m,1) is the solution to the associated BSDE with driver f, terminal
time T and terminal condition . Also the process & is optimal for (1.26).
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Remark 1.3.12. As pointed out in [QS13], in the case of filtrations generated by
only a Brownian motion, the probability measures Q< are equivalent to P.

Under the discontinuous framework, the process « is valued in the Hilbert
space R x L2. The separability assumption will be used to fix some measurability
problems in the proof.

To prove the previous theorem, we need to have the following lemmata.

Lemma 1.3.13. For each (t,w), D(w) is defined as the non-empty set of a =
(a1, a0) € R x L2 such that F(w,t,a1,as) > —o00, where F is defined in (1.24).
Then for each (t,w),D(w) C U where U is the closed subset of the Hilbert
space R x L? of the elements a = (o, ) such that oy is bounded by C and
v(du)—a.s.,

ag > —1 and |az| < ¢(u) AC,

where C' is the Lipschitz constant of f.

Proof. Proof of this lemma rests on the fact that f satisfies assumptions in the
Strict Comparison Theorem, see Theorem 1.2.14. Then we are able to construct
a contradiction with F. For details we refer to Lemma 5.4 in [QS13]. O

We follow the same idea and give a detailed proof of a corresponding lemma
in the time-changed setting in Lemma 3.2.2.

Lemma 1.3.14. These exists a process a = (at,a?(u)) € Ar such that

ft,m ) = essJiL‘nf{fo‘(t, i, b))y = fO(t, 7, b)), t€0,T], dP ® dt-a.s.
ac AT

Proof. We need to recall results from convex analysis to obtain this result. For
details we refer to Lemma 5.5 in [QS13]. O

Now we can present a brief proof for the previous Theorem.

Proof of Theorem 1.3.11 . We first need to fix the measurability issue with F'.
Given that the space R x L§ is separable, there is a dense countable subset I,
and since f is concave and continuous with respect to (m, ¢) by assumption, the
superemum in (1.24) coincides with the supremum over I. And thus we can
establish the measurability of F. By results from convex analysis, F is also
convex.

Since f is concave and continuous, we have the conjugacy relation between
f and F:

flw,t,m,0) = inf {F(w,t,a1,a2)+ o™+ {as,£),},
a€Dy(w)
where D;(w) is defined in Lemma 1.3.13.
Thus with Lemma 1.3.13 established, for each process oy = (af,a?) € Ar,
let f be the associated linear driver defined by

f¥w, t,m,0) = F(w,t,af (w),a?(w)) + af ()T + (aZ(w),£),.

Here we can also see that by the infimum, for each o € Ap, f* > f.

Let T € [0,7'] and &€ € L?(Fr). Let (Y(&,T),n(€,T),1(¢,T)) be the solution
in $%(0,7) x H%(0,T) x H5%(0,T,v) of the BSDE associated with driver f,
terminal time T and terminal condition &.
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By Lemma 1.3.14 and the Optimisation Principle in Theorem 1.2.16, we can
derive that

YO (67 T) = aIEIﬁT YVOa (57 T) = YYOO7 (5, T)

where for each a € Ay, Y(£,T) is the solution of the linear BSDE associated
with driver f¢, terminal time T and terminal condition &.

By Lemma 1.3.13, the process Z* defined by (1.25) belongs to S%(0,7') by
Proposition 1.2.6. Thus by the representation of linear BSDEs as conditional
expectations in Theorem 1.2.10, we have:

T
Yo (e ) —E[Z%u |z adas).
0

Then by Lemma 1.3.13 where af > —1 dt ® dP ® dv-a.s., we can establish
the non-negativity of (Z9)o<t<r and it is a martingale. Thus as a density for
Q® with respect to P on Fr, Z% is well-defined. And the result follows. For
other details, we refer to Theorem 5.2 in [QS13]. O

We apply a similar argument and prove a corresponding result in the time-
changed setting. For more details, see Theorem 3.2.4.

Corollary 1.3.15. Given assumptions in Theorem 1.3.11, we note that if the
driver f is also positively homogeneous, then F = 0.

% Proof. If the driver f is, in addition, positively homogeneous, it follows that
the associated risk measure is also positively homogeneous, namely for C' € R
and C' > 0, we have p;(C¢&) = Cp:(§). It implies that the resulting risk measure
is coherent by Corollary 1.3.10. For the rest of the proof, we apply the argument
used in Corollary 3.2.5, where we show a corresponding result in the time-
changed setting. We skip the details here. O



Chapter 2

Change of Time Methods

The Change of Time Methods (CTMs) has been widely studied in the literature
of mathematical finance. The central idea of CTMs is to perturb the time line
of a “complicated” process with another stochastic process and then obtain a
well-known process with comparatively “simpler” structure. The change of time
process is usually interpreted as “operational time” or “business time”.

Section 2.1 recalls the basic definitions and theory of CTMs. Focus in this
section is on the mathematical properties of both the original process, which are
usually referred to as base processes, and the resulting time-changed processes.

Section 2.2 goes deeper in CTMs by considering Lévy processes in the semi-
martingale setting, and there one needs to take into consideration issues related
to filtrations.

Section 2.2 also reviews two classes of change of time processes that have
been extensively studied in the literature, namely, subordinators and absolutely
continuous time changes. Subordinated Lévy processes have arguably “nicer”
properties, since they stay Lévy processes and results in the literature tell us that
we can figure out the characteristic triplet for the subordinated Lévy processes
based on those of the base process.

On the other hand, absolutely continuous time changes causes more prob-
lems, since time-changed Lévy processes in this case may no longer stay Lévy
processes. In the meantime, they can be used to construct processes with con-
ditional independent stationary increments, as classical results in the literature
show. This section addresses these problems.

In section 2.3, we present a framework for BSDEs with jumps driven by
noises associated with absolutely continuous time changes, based on results from
[DS14]. This is a novel framework to generalise the discussion of BSDEs with
jumps, and it has several “nice” properties, thanks to the absolutely continuous
time change. We will give a detailed discussion about this framework in this
section.

This chapter tries to approach the CTMs in a more conceptual way, in the
sense that it presents more examples to offer intuitions about CTMs instead of
detailed proofs. One of the reasons for this is that, CTMs-related results usually
involve large amount of computations, something that is highly technical, yet
sheds little lights on the main topic of this thesis. After establishing the time-
changed framework in Section 2.3, we continue the discussion of time-changed
BSDE:s in this setting in the next chapter.

35
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2.1 Change of Time Methods

We first recall some basic definitions of CTMs, before presenting some important
properties. Results for this section are based on works done in [BS10] and
[Swil6].

Basic Definitions

Let (9, F, (F)i>0, P) be a filtered probability space, with filtration (F;):>0
being right-continuous. We first define the random change of time.

Definition 2.1.1 (Random Change of Time). A family of random variables
T = (T(0))e>0 is said to be a random change of time, if

(1) (f(@))gzo is a non-decreasing, right-continuous family of [0, co]-valued ran-
dom variables T'(6),6 > 0;

(ii) for all @ > 0 the random variables f(@) are stopping times with respect
to the filtration (F;);>0, meaning

~

(TO)<tyeF, 0>0,t>0.

Definition 2.1.2. The random variable
C=inf{0:T(0) = oo}

is called the life time of the process T = (T\(Q))gzo. The change of time is said to
be finite if T'() < co P—a.s., for all § € [0, 00), or equivalently, P({ = c0) = 1.

Definition 2.1.3 (Subordinator). The change of time T = (T\(Q))gzo is called
a subordinator, if this randome process T on the interval [0, a is a Lévy process.
It P(Z: o0) = 1, then the change of time T is said to be a subordinator in the
strong sense.

General Idea and Construction

With the basic definitions in place, we now provide a general construction of
change of time processes.
Let (2, F, (Ft)i>0, P) be the above-mentioned probability space, and let
A = (A¢)e>0 be an increasing, right-continuous random process, adapted to the
filtration (F;)¢>o0, with Ag = 0.
We also assume the stochastic processes we consider in this section to be pro-
gressively measurable, see Definition A.0.1, with respect to the filtration (F)>o0.
We define R
T(0) = inf{t: A; >0}, 6 >0, (2.1)

where, following the convention, inf @ = oco.
We show that such a process constitutes a random change of time.

Lemma 2.1.4. The family of random variables T = (f(&))gzo as defined in
(2.1) constitutes a random change of time.
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Proof. Property (i) in Definition 2.1.1 follows easily from construction in (2.1),
given that
{t: A >0} =J{t: A >0+¢},

e>0

we have T (0) = lim. o JA“(H + €), namely, the process T is right-continuous for
each 6 > 0.

To verify Property (ii) in Definition 2.1.1, we first note that since the filtra-
tion (Fy)s>o is right-continuous. Given this assumption, we see {f(ﬂ) <t}eF
is equivalent to {T'(0) < t} € Fy, as we can see if we start with {T'(0) < t} € F,

{T(0) <t} = J{TO) <t-ele F . CF.
e>0

Conversely, if we have {f(@) < t} € F;, then by the right-continuity of the
filtration,
{T(0) <t} € () Frse = Fu.
e>0

Hence the claim for equivalence is established.
Then by the definition of (2.1), we have

TO)<tt= |J {A. >0} eFR,

s<t,s€Q

where Q is the set of the rational number on [0,00). So the second property
also holds. O

With the change of time, we will be able to construct another filtration j:\g,
where the process we used in (2.1) becomes a stopping time for each t.

Lemma 2.1.5. IfT = (f(e))ezo is defined as in (2.1), then
Ay = inf{6 : T(0) > t},
and, for allt > 0, the random variables A; are (ﬁ)gzo—stopping times, where
Fo = Fie.

Proof. We prove here the equation for A; in the lemma, for the rest of the proof,
we refer to Lemma 1.2 in [BS10]. We note that for given 6 € [0, 00), we have
T(0) > t, then by (2.1), we have A, < inf{f : T(6) > t}.

Conversely, since T(A;) > t for each t € [0,0), so T(Appe > t+e > t).
Therefore, Ayy. > inf{6 : T(6) > t}, and given that A, is right-continuous, we
have the reversed inequality. Hence we have proved the equality for A;. O

The above lemma provides us with a “dual” structure for change of time
processes. It is easy to observe that A is the inverse of T. To emphasise this
duality, we define a process T := (T'(t))i>0 coinciding with A = (A;)¢>0 such
that T'(t) = A¢ for t > 0. And from now on, we use T' to emphasise the original
process.
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This is why 7" and T are referred to as mutually inverse in the literature, as
we can see T' can be constructed from T by T = inf{¢ : T(t) > 0}, and T can
be retrieved as T'(t) = inf{0 : T( ) >t}

Now we take a look at a simple example where the change of time process
is deterministic.

Example 2.1.6. Let B = (§9)9>0 be a Brownian motion and 7' = (T'(¢)):
be a deterministic non-decreasing and right-continuous function with 7'(0) =
We consider the process defined as

X; = P(f(t) + g(t) Br (1)),

where f(t),g(t) and F(z) are continuous functions.
To be more specific, let X be a process satisfying the SDE of the Ornstein-
Uhlenbeck type:

t>0
0.

dX = (a(t) — B(t)Xp)dt + ~(t)dWr,

where W = (W});>0 is a Brownian motion.

a S

98)

Given the conditions that fo

we can find a unique strong solutlon for X, namely,

X, = g(t) {XO + /Ot 3((::)) ds + /Ot ;Egdws},

ds<oof0rt20,

where

g(t) = eXp{ - /Ot B(s)ds}.

: 2
T(t) = / (1025,
0 \9(s)
and we suppose that T'(t) 1 oo as t — co. Then we can defined a “new” Brownian

motion by
t
5 V(s)
B ::/ ——=dWs.
1O Jo g(s)

In this way, we can represent the process X as

Xy = f(t)+ g(t)ET(t)

Now we put

where

0 =[x+ [ 2a.

The way we constructed the Brownian motion B is as follows:
N 7(0)
Bo= [ aw,
0 9(s)

where
T(0) = inf{t : T(t) > 6}.
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Since we assume that the processes we consider in this section are progres-
sively measurable, we see that with the change of time 7', the “compound”
process

X = Xf(ay 0>0,
is (Fp)-adapted, that is to say, Xy is Fy-measurable for each 6 > 0. We refer to
Section 1.1.6 in [BS10] for a more detailed explanation on this.

The following lemma describes some mathematical properties of the asso-
ciated time-changed filtration, which in turn depend on the properties of the
process (A;)i>o in (2.1).

Lemma 2.1.7 (Properties of Change of Time). Given the construction of a
change of time process T in (2.1), we have the following properties:

(1) If the process (Ai)i>o is continuous and T is a stopping time with respect
to the filtration (Fi)i>0, then we have:

Fr C Fa, :‘FT(T) :‘Ff(T(T));

(i) If the process (Ay)i>o is continuous and strictly increasing, then

T(T(t) =t,
T(T(0)) =0,
T(0) =T71(9),
T(t)=T"'(t),

and if T is a stopping time, then

Fr=Fa, =Fr@) = Fim)

(i) If the process (Ai)i>o is continuous, strictly increasing and Ao, = oo P-
a.s., then the associated change of time process T is also continuous, and
strictly increasing and its life time ( = oo P-a.s.

Proof. These properties are very easy to check, given the construction and as-
sumptions in (2.1) (especially the right-cotinuity of process A). We refer to
Section 1.2.1 in [BS10] for a detailed explanation. O

Representations

As stated before, the central idea of CTMs is to represent a process X with
a complicated structure with a comparatively “simpler” one via perturbing its
time line with another stochastic process. One natural question is: given process
X, how can one construct a simpler process X via an also “simple” time-change
process T', such that the representation X = X7 holds, no matter in the strong
(indistinguishable), semi-strong (P-a.s.), or the weak (distribution) sense.

We end this section by presenting two important and classical results for
change of time representations, namely, for continuous local martingales and for
local martingales obtained by compensation of counting processes.
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Let M = (My)i>0 be a continuous local martingale, with My = 0. Denote
by (M) its quadratic variation as defined in Definition A.0.6 and its existence
is guaranteed by Theorem A.0.5 the Doob-Meyer Decomposition for local sub-
martingales. We have the following classical results for the strong representation
of M as a Brownian motion via a change of time process.

Theorem 2.1.8 (Dambis, Dubins and Schwartz). Let M = (M;)>o be a con-
tinuous local martingale with My = 0 and (M)s, = co. Then there exits a Brow-

nian motion B = (E@)gzo such that for the change of time T(t) = (M), t > 0,
we have the strong representation M = Br.

Proof. Proof of this theorem is slightly technical, and we will only give a general
sketch. In accordance with construction of a change of time as in (2.1), we make
Ay = (M), t > 0. Given the assumption that (M) = oo, we conclude that
f(&) is finite for all # > 0. Then we have

By = Mf(é)) and Fy = ]:T“(e)'

For the rest of the proof, we need to verify that B is indeed a Brownian
motion. We need to make use of the nice properties of (M) and refer to Theorem
1.1 in [BS10] for details of the rest of the proof. O

Remark 2.1.9. In the above theorem, we have made the assumption that (M) =
o0, something that guarantees the time f(@) is finite for all 6 > 0. We will need
to extend the current probability space and construct a more complicated fil-
tration if we relax this assumption by having (M), < oco. But the theorem
remains true. For details of this respect, we refer to Section 1.4 in [BS10].

Remark 2.1.10. For extension of the previous theorem into a multi-dimensional
time-changed Brownian motion setting, we refer to Remark 1.4 and Remark 1.5
in [BS10].

A direct consequence of the above theorem is that it can be applied to
construct models of stochastic volatility, such as in the following corollary.

Corollary 2.1.11. Let M; be a continuous local martingale defined in our prob-
ability space (Q, F, P) equipped with the filtration (Fi)i>0 as
t
M, :/ osdBs, t>0,
0

where B, is a Brownian motion adapted to (F;);>0 and o is a positive process
with fg o2ds < oo and [;° o%ds = co. If we define

T(0) = inf {t : /Ot o2ds > 9},

Then the process Ee = Mf(e) is a Brownian motion with respect to the filtration

(j':e)ezo, and thus
Mt = BT(t)v

where

t
T(t) = / o2ds.
0
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In the above theorem, the Brownian motion B clearly played the role of the
comparatively “simpler” process in the representation. A natural generalisation
of this is to consider processes which are not as “nice” as Brownian motions,
processes with discontinuities. Counting processes are a natural candidate, and
among them, the Poisson process stands out for its “simplicity”.

Theorem 2.1.12. Let N = (Nt)tzo be a counting process with continuous
compensator (as defined in Definition A.0.7) A = (A¢)t>0,No =0, A9 = 0. Let
M = (Mg)i>o where My = Ny — Ay If Ao = 00, then there exists a standard
Poisson process N = (]/\79)920, with intensity A = 1, such that N = ﬁT,T =A,
and M = J/W\T, where Z\/Zt = th —t is a “Poisson martingale”.

Proof. Proof of the above theorem starts with the fact that by the Doob-Meyer
Decomposition for counting proccesses, we have N = A + M, where A is the
compensator process and M is a local martingale.

For the rest of the proof, we refer to Theorem 1.2 in [BS10], where it was
shown that N is indeed Poissonian by verifying its characteristic function . [

We end this section with a remark about the representation of the general
Lévy process with an independent Brownian motion B.

Remark 2.1.13. We assume that in our probability space (2, F, P), there exist
two processes: 1) a Lévy process X, and 2) a Brownian motion B that does not
depend on X.

It turns out that we could construct a non-decreasing change of time process
(T'(t))e>0 with T'(0) = 0 such that at least for each ¢ > 0, we have the equality
with probability one R

Xt = BT(t)'

Here it was shown that the process (T'(t)):>0 is also a Lévy process, and because
it is non-decreasing, it is a subordinator. For a more detailed explanation of this
result, we refer to Section 1.4.6 in [BS10].
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2.2 Time-changed Lévy Processes

We have introduced the general idea and construction of random change of
time in the previous section, and in this section, we will look at models in
a semimartingale setting. Some new aspects, such as filtration, will be also
considered here.

As mentioned earlier, two classes of change of time have been widely stud-
ied in the literature, namely, subordinators and continuous and differentiable
random change of time processes. This section recalls more detailed results for
the former, since classical results in the literature showed that a subordinated
Lévy process remains a Lévy process. In this way, it has “nicer” properties
and we stay in the Lévy process framework. This also means that, if we want
to study time-changed BSDEs in the setting of subordinated Lévy processes,
with the time-changed noises satisfying sufficient properties (such as martingale
property), results from the classical setting carry over with no problem.

Time-changed Lévy processes with continuous and differentiable change of
time are more complicated, since under such a time change a Lévy process
may not longer be a Lévy process. In this section, we use them to construct
the framework of processes with conditional stationary independent increments,
guaranteed by classical results in the literature. We review such a framework
from [DS14] in the next section to study time-changed BSDEs with jumps.

Most of the results presented in this section are recalled from Chapter 8 in
[BS10].

Brownian Motions

As in the previous section, let (2, F, P) be our filtered probability space and
now we have a semimartingale X = (X;);>¢ defined in this space. See Definition
A.0.8 for the definition of semimartingales.

In addition to the filtration F = (F;);>0, we also consider the filtration
FX = (F*)i>0 where

FX = ﬂ 0(Xs8<t+e),
e>0

so FX is a right-continuous version of the so-called natural filtration generated
by process X.

In the meantime, we will also consider another filtration G = (G;);>0, where

FXCG CF, fort>0.

Given the set-up, we recall the following two propositions from Chapter 8
in [BS10] that ensures the semimartingale will remain a semimartingale with
respect to different filtrations.

Proposition 2.2.1. A semimartingale X = (X;)i>0 considered with respect
to the filtration F = (F;)i>0 s a semimartingale relative both to its natural
filtration FX = (FiX)i>0 and any filtration G = (G;)i>0 such that Fi¥ C G; C
Fi, t>0.

Proposition 2.2.2. If X = (X;);>0 s a semimartingale with respect to a
filtration F, then the time-changed process X = (Xg)p>0, where Xg = X:F(g): 18

a semimartingale with repect to the time-changed filtration F= (]?9)920,
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Proof. For detailed explanation for the above two theorems, we refer to Theorem
8.1 and Theorem 8.2 in [BS10]. O

Now we recall a classical result named “Monroe theorem”, saying that under
assumptions, any semimartingale can be represented as a time-changed Brow-
nian motion in distribution. For a detailed explanation, we refer to Section 8.1
in [BS10].

Theorem 2.2.3 (Monroe Theorem). If X = (X¢)i>0 is a semimartingale with
respect to the natural filtration IE‘{ , then there exists a filtered probability space
with a Brownian motion B = (Byg)e>o and a change of time T = (T'(t))i>0
defined on it such that

X = ET in distribution.

We note that the representation in the above theorem is generally not unique,
and we need to consider the filtered probability space to study the connection
between B and T'.

Yet by the Dambis-Dubins-Schwartz theorem, see Theorem 2.1.8, we can
establish the following result.

Proposition 2.2.4. A semimartingale X can be represented by X = ET m
distribution, with a continuous process T if the provess X is a continuous local
martingale.

If we put in an additional condition that B and T are independent processes,
and the process T is continuous, then we have come to the following theorem
by D. L. Ocone. We recall the result from Section 8.2 in [BS10].

Theorem 2.2.5. Given above-mentioned assumptions where we have a semi-
martingale X, the following two conditions are equivalent:

(i) X = By in distribution;
(i) X is a continuous local martingale such that
t
(/ HdX,; t> O) = (Xy; t>0) in distribution,
0
for any FX -predictable process (Definition A.0.12) H = (H;)i>o such that
|H| =1.
Here B and T are independent, and T is continuous.

We look at an example of subordinated Brownian motion.

Example 2.2.6 (Cauchy Process). Let T'=inf{6 > 0: Wy > t}, t > 0 where
W is a standard Brownian motion independent of B.
For any A > 0 and ¢ > 0 the process

2

(exp {)\WT(t)/\Q - %(T(t) A 9)})920
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is a bounded martingale. Since T'(t) is finite and by Doob Optional Sampling
Theorem, see Theorem A.0.16, we have for A > 0

E[AWr) — )\—QT( H) =1

We can thus obtain ,
E[ef%T(t)} — e

and then for any u > 0
E{efuT(t)] — o~ V2ut

By Lévy-Khinchin formula for stable processes, see A.0.15, we can conclude
that T is a %—stable process with triplet (0,0, p) and the Lévy measure

p(dx) = (27r)7éx7%d3:.
Given that B and T are independent, we have for any A € R

E[eiAET(U] = E|:ei>‘2¥:| = gfl)“t

and this means X = §T is a 1l-stable symmeric process, which is called the
standard Cauchy process. |

Another question that arises from this set-up is: if we start with a Brownian
motion B and a subordinator T, what is the resulting process X = BT7 The-
orem 2.2.12 in the following subsection answers this question, as the Brownian
motion is a special case of Lévy processes.

On the other hand, we can also ask the inverse question, namely, for a Lévy
process X to be represented in distribution as X := Bp, what will be the
conditions on X itself as well as on the change of time process T'? Theorem
2.2.11 gives an answer to this question for subordinated Lévy processes. We
refer to Theorem 8.6 in [BS10] for a more general discussion on this question.

Subordinated Lévy Processes

Before we start discussing about processes being represented by subordinated
Brownian motions, we recall some important facts about Lévy processes.

By the famous Lévy-Khinchine formula, see Theorem A.0.15, we recall Corol-
lary 2.4.20 from [App09].

Theorem 2.2.7. If X is a Lévy process for each uw € R%,t > 0, then
E[e' X)) = exp(tn(u))
. 1 ; .
) = {i(bu) = 5w Aw) + [ 0 1= i) g, )}

(2.2)

where B denotes the ball of radius 1 around 0, b € RY, A is a positive definite
symmetric d X d matriz and p a Lévy measure on R*.
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Remark 2.2.8. In this way, every Lévy process can be represented with a triplet
of characteristics (b, 4, pt). Yet since a subordinator is a Lévy process with non-
decreasing trajectories, its triplet must be of the form (b,0, ), with b > 0 and
w satisfying the additional requirements:

p(—00,0) =0 and /Ooo(y A 1)p(dy) < oo.

And we usually represent a subordinator 7" in the following way:

E[efuT(t)] _ eftﬁ(u)’

where ¢t > 0 and u > 0, where

L(u) =ub+ /000(1 — e " p(de). (2.3)

In literature, £(u) in (2.3) is often referred to as the “Laplace transform”
of the subordinator. For details of this result, we refer to Theorem 1.3.15 in
[App09].

Example 2.2.9 (Poisson Subordinators). One of the simplest subordinators is
Poisson processes. More generally, a compound Poisson process is a subordina-
tor if and only if all its jump sizes are non-negative. ]

Example 2.2.10 (Gamma Subordinators). Let (T'(t)):>o be a gamma process
with parametres a,b > 0, and the density for z > 0 will be

at

_ b at—1 _—bx
fT(t)(:c) = F(at)x e "%,

We see that for each u > 0

/000 e " fre(r)de = (1 + %>_at = exp {— talog (1 + %)]

With some manipulation, we can get

oo

/ efuwa(t)(l')dIE = exp [_t/ (1 _efuw)axfle—bmdx].
0 0

By this we see that for the subordinator triplet, b = 0 and u(dz) = az~le~**dx.
|

Now we can answer the question about what kind of Lévy processes can be
represented by a subordinated Brownian motion. We focus on one-dimension
situation in our discussion.

Theorem 2.2.11. If a Lévy process X with the characteristic triplet (0,a, p)
admits the representation X = Br in distribution, then

(i) the measure u is symmetric, absolutely continuous relative to the Lebesgue
measure with density q(z) = & Eidzz), having the property that the function

q(v/2),z > 0 is completely monotonous;
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(i) there exits a unique positive measure v on (0,00) such that
ave) = [ ey, >0
0

(i) the triplet (5,0, p) of the subordinator T in the representation is such that

b=a
and 1 N1
p(dx) = V2rx (1/(51) )(dz)
Proof. We refer to Theorem 8.6 in [BS10] for details of the proof. O

In the above discussion, we used Brownian motion as the building block
for the time-changed process. In fact, if we let general Lévy processes play
the similar role, with the change of time process being a subordinator, and the
resulting process will still be a Lévy processes. This is a “classical” result proved
by Sato in [Sat99].

Theorem 2.2.12. Let L = (L;);>0 be a Lévy processes, and T a subordinator
independent of L, then the subordinated process X = Lt remains a Lévy process
under P with respect to the filtration F.

Proof. We refer to pages 197-198 in [Sat99] for details of the proof. Note that
Brownian motion is just a special case of Lévy processes and is therefore included
this theorem. O

Given a suordinated Lévy process X = L, we would want to figure out its
triplet from those of the original Lévy process L and the subordinator T'. The
following proposition enables us to do that.

Proposition 2.2.13 (Triplets for Subordinated Lévy Processes). Given a Lévy
Process (Ly)i>o0 with triplets (b, A, p) and its characteristic exponent n(u) as
defined in (2.2), and a subordinator (T'(t))i>0, with its triplet (8,0,v) and its
Laplace transform defined in (2.3). We assume L and T are independent of each
other. The triplet (by, Ay, po) for the subordinated Lévy process X = Ly can
then be expressed in the following way:

by = b+ /Ooo (/L|<1 Ifr. (dl))y(ds)
A, = BA

e = Bulde) + [ fu.(@(ds)

where fr (dl) is the probability distribution of the Lévy Process (Ly)i>0-

Proof. To see the result, we need to compute the characteristic function for the
subordinated process X, given the assumption that L and T are independent:

E[eiuX} _ E[eiuLT(t)] _ E[E[eiuLg ‘ T(t) _ 5]] — E[e—T(t)n(u)] — ﬁ(n(u))

The result follows by expanding the equation and direct computations. O
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Remark 2.2.14. We note that the time-changed process X has two sources of
randomness: the original Lévy process L and the change of time process T.
If we have independence between L and T, then by the proof of the previous
proposition, we see that the characteristic function of the time-changed process
X can be represented by the Laplace transform of the change of time process,
provided that indeed such a closed form exists. We will give a more general
discussion in the following where we study absolutely continuous change of time
processes.

Lévy Processes with Absolutely Continuous Change of Time

We will end this section with a discussion of time-changed Lévy process with a
continuous and differentiable change of time process T. Unliked subordinated
Lévy processes, time-changed Lévy process with a continuous change of time
may no longer remain a Lévy process and we will need a more complicated
framework for our study.

The following is yet another classical result in the literature that studies
processes with conditional independent increments. And this is the general
framework we will use to study BSDEs driven with time-changed Lévy noises.

We first need to have a definition of processes with conditional stationary
increments.

Definition 2.2.15 (Process with Conditional Stationary Independent Incre-
ments). Let (T3)¢>0 be a non-negative, real-valued stochastic process with sam-
ple paths that are non-decreasing, right-continuous, and 7y = 0 a.s. Let
A = o(T;,t > 0) , which is the o-algebra generated by (7});>0. Let X be a
measurable, real-valued process that satisfies the following conditions:

(i) For any s1 <t; < - - <8, <t, € Rand z1---,z, € R, we have

P[Xy,—X,, <@y, Xy, =X, S | Al = [[ PIXe,—Xs, < ;| Alas;
k=1

(ii) for any 0 < s <t and ¢ € R, we have
Elexp(i¢(X; — X)) | Al = ¢(Q)" 7 as.,
where ¢ is an infinitely divisible characteristic function (Definition A.0.14).

Then we call X a (continuous parameter) process with conditional stationary
independent increments with respect to T.

In the above definition, we can see that the first condition is about condi-
tional independent increments, and the second condition means that the distri-
bution of Ty — Ts determines the way the distribution of X; — X, depends on
time. In this way, the behaviour of X was completely determined by the pro-
cess T and the characteristic function ¢. We can thus present two examples of
processes with conditional stationary independent increments by changing the
characteristic function ¢.

Example 2.2.16 (Conditional Gaussian Processes). We call the process (X)¢>0
2

a conditional Gaussian Process with variance process (T )y>o if ¢(¢) = e~T. M
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Example 2.2.17 (Conditional Poisson Processes). We call a non-negative,
integer-valued process (X;);>o defined on the same probability space a con-
ditional Poisson Process with mean value process (Ty)i>o if #(¢) = exp(e’® —1).

This is to say (X;)¢>0 is conditionally a non-homogeneous Poisson process
with mean value function (T});>¢ given the o-algebra A. We can also express
the conditional probability distribution for X; — X, for any 0 < s < ¢ and
x € NU{0} in the following way:

P(Xlt — X ==z A) B e =), o

z!

In the literature, there are sometimes referred to as doubly stochastic Poisson
processes (or Cox processes). |

Proposition 2.2.18. Let X andY be two random variables that are condition-
ally independent with respect to a o-algebra A, namely, for x,y € R,

PX<z,Y<y|lA)=PX<z|A PY<ylA
Then we have
E[f(X) | AV B] = E[f(X) | A].
Here B :== o(Y), namely, the o-algebra generated by Y, and f is a measurable
function such that f(X) € LY(Q, F, P).

% Proof. We denote by G := o(X), the o-algebra generated by X. We denote
by G € G an event G in the the o-algebra G, A € A and B € B, events in
o-algebras A and B, respectively. Let 1 4 and 1 be characteristic functions for
any events A € A and B € B.

In the following, we show that the equality holds for the indicator function
1g for all G € G. Since f is measurable and bounded, the result follows by
approximation through monotone convergence.

For events G = {w : X(w) <z} € G and B = {w : Y(w) < y} € B for
z,y € R, we can rewrite the assumption of conditional independence in terms
of conditional expectations with the help of characteristic functions:

Ellgnp | Al = P(GNB|A) = P(G|AP(B|A) =E[lg | AE[1p | A

From the above result, we can show that events G and AU B for A € A are
also conditionally independent by using the indicator function 1 4 5:

E[lgnaup) | Al = E[lglaup | A]

Elg(la+15)| A4

E[lgla | A+ E[lglp | A

14E[1¢ | A+ E[lg | AJE[15 | A] (2.4)
Ellg | Al(1a+E[lp | A])

Ellg | AJE[1s + 15 | Al

Elle | AJE[Laup | Al

Now we are ready to show the main results.
We want to show that

Ellg | AV B =E[lq | A,
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which by the definition of conditional expectation means
E[l¢laus] = EE[lg | Alaus]
for all G € G,A € A and B € B. We start from the right hand side:
E[E[Le | AlLaus] = E[E[E[lc | A] Taus | Al
—_—

A-measurable
=E[E[lc | Al E[Laus | Al]
=E| E[[lanaus) | Al ]
Conditional indenendence by (2.4)

= E[lgnun))
== E[ILGI[AUB]

And we have thus arrived at the left-hand side.

Since the result holds for the indicator function 1¢, by the linearity of con-
ditional expectations it also holds for simple functions for 1 < k < n, s(X) =
Sohoi aple,, where G == {w: X(w) = ai} € G.

If f(X) > 0, we can find a non-decreasing sequence of such simple func-
tions (8, (X))°_; that converges to point-wise to f(X). The result follows by
applying the Monotone Convergence Theorem.

For a general measurable function function f(X), since it is integrable we
can decompose it into the positive and negative parts, and the result follows in
the same way. O

As the following theorem shows, if we start with processes with station-
ary independent increments, make a time change with continuous change of
time process, then the resulting process will be one with conditional stationary
independent increments. This allows us to conduct our investigation of Lévy
processes with absolutely continuous change of time under the framework of
processes with conditional stationary independent increments.

Theorem 2.2.19. Let T be defined as in Definition 2.2.15. Let L be a mea-
surable, real-valued process with stationary increments, independent of T, such
that L has an infinitely divisible characteristic function for each t. Then the
resulting process

Xi =L, fort>0,

18 a process with conditional stationary independent increments with respect to
T;. Conversely, every process with conditional stationary independent incre-
ments is equal in distribution to a process of the above form.

Proof. The proof can be carried out through direct probability calculations. We
refer to Theorem 3.1 in [Ser72| for details of the proof. O

We will make use of this result when we discuss BSDEs driven by time-
changed Lévy noises in the next section.

A widely used class of absolutely continuous change of time is locally deter-
ministic ones represented in the following form:

T(t) = /Otv(s)ds
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Here we characterise the random change of time process T' by the instantaneous
activity rate v(t) which is a predictable cadlag process. We note that v(t) needs
to be non-negative to ensure that 7" does not decrease. We can intuitively regard
t as the calender time whereas T is the business time at calender time ¢.

Given the activity rate v(t), we can obtain its Laplace transform in closed
form,

Ly (u) = E{exp ( — u/ot v(s)ds)].

As was shown in the proof of Proposition 2.2.13 and pointed out in Remark
2.2.14, if we have independence between L and T, with T being a subordinator,
finding the characteristic function of the time-changed process X = Ly can be
reduced to a problem of finding the closed form of Laplace transform of the
change of time process, provided that it exists.

The following theorem from [CWO02] showed that, generally, we could in-
deed reduce the problem of characterising the time-changed process X = Ly
to finding the Laplace transform of 7. But in case L and T do not satisfy the
assumption of independence, we need to make a change of measure by a class
of complex-valued measures.

There is clear intuition behind the change of measure, indeed, if there exists
“leverage effect”, as was described by [CW02], between the original Lévy process
L and the random change of time 7', we need to use the measure change to absorb
it so that we can represent the time-changed process X in a leverage-neutral
world. But if there exists no “leverage effect” between the original Lévy process
L and the random change of time 7, in other words, they are independent, then
the real world is also leverage-neutral.

This thesis does not intend to go into too much details about CTMs, so
we will try to substantiate the insight from [CW02] with some examples. For
detailed proof of the following theorem, we refer to Theorem 1 in [CWO02].

Theorem 2.2.20. The problem of finding the characteristic function of the
time-changed Lévy process X = Lt under measure P reduces to the problem of
finding the Laplace transform of the change of time process T under the complex-
valued measure Q(u), evaluated at the characteristic exponenet n(u) of L,

E[e™X1] = E*[e~ O] = £2, (n(u)),

where E[-] and E*[-] denote expectations under measures P and Q(u) respec-
tively. The new class of complex-valued measure Q(u) is absolutely continuous
with respect to P and is defnied by

dQ(u)
dP

= Mt(u),

where
M;(u) = exp{iuX; + T(t)n(u)}, weD

with D C CY, the set of compler values for which the expectation Ele?*Xt] is
well-defined.

By the above theorem, we have somewhat simplified the question of repre-
senting the time-changed Lévy process, and thus we can focus on deriving the
Laplace transform of the change of time process.
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Given our current framework of instantaneous activity rate v(t), we can
adopt existing models for v(¢). In the following we present the class of affine
activity rate models as an example. For a more detailed discussion of this class
of models, we refer to Section 4.2.1 in [CWO02].

Example 2.2.21 (Affine Activity Rate Models). Let Z be a k-dimensional
Markov process that starts at zo and satisfies the following SDE:

AZ = w(Z,)dt + o(Z)dW, + qdJ (v(Zy)).

Here we denote by W a k-dimensional Brownian motion, and J a Poisson jump
component with intensity v(Z;) and random jump size ¢, characterised by its
two-sided Laplace transform £,(-). We also require u(Z;) and o(Z;) to satisty
the technical conditions such that the SDE has a strong solution. Then the
instantaneous rate of activity v(¢) is assumed to be a function of the Markov
process Z;.

Proposition 1 in [CWO02] states that if the instantaneous rate of activity
v(t), the drift vector p(Z;) the diffusion covariance matrix o(Z)o(Z) ", and the
arrival rate y(Z) of the Markov process are all affine in Z, then the Laplace
transform Lp)(u) is exponential-affine in zo.

This means that with the affine activity models, given that all the conditions
satisfied as above, we have

Loy (u) = Ele™ "] = exp(=b(t) "z0 — e(t)), (2.5)

where b(t) € R¥ and c(t) is a scalar.
In particular, we can let

v(t)=b. Z, +¢,, b, eRF, ¢, €R,
wW(Z) =a—kZ;, reR>F qecRF
(0(Z0)o(Z) i = ai + B Z1, i €R, B; € RF,
[0(Z)o(Z:) )i =0, i # ],
Y(Z) =y +b)Z, oy €R, b, €R".
Then the coefficients (b(t),c(t)) in (2.5) can be determined by the following
ordinary differential equations:
b'(t) = ub, — k" b(t) = Bb(t)?/2 = b, (Ly(b(t)) — 1),
d(t) = uc, +b(t)Ta—b(t) Tab(t)/2 — a,(L,(b(t)) — 1),
with boundary conditions b(0) = 0 and ¢(0) = 0. Here o denotes a diagonal
matrix with the i-th diagonal element given by «y;, 8 denotes a k X k matrix
with the i-th column given by 3;, and b(t)? denotes a k x 1 vector with the i-th
element given by b(t)?.
As pointed by authors in [CW02], under more specific conditions, we would
be able to find closed form solutions for the coefficients, such as the square-root

model of Cox—Ingersoll-Ross interest model and Heston model for stochastic
volatility. |
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2.3 BSDEs Driven by Time-changed Lévy Noises

In this section we study the BSDEs driven with time-changed Lévy noises. As
mentioned earlier, this section focuses on Lévy noises with a continuous and
differentiable change of time process.

Unlike subordinated Lévy processes, which stay Lévy processes after the
time change, time-changed Lévy processes with a continuous change of time
may no longer stay within the Lévy process framework. This is why we need to
conduct our study under a more general framework, namely, that of processes
with conditional stationary independent increments.

In doing so, we would like to point out in the very beginning the problem
of dealing with two filtrations in our probability space. The bigger filtration
G is generated by a mixture of a conditional Brownian measure and a centred
doubly stochastic Poisson measure, which we denote by p, together with the
entire history of the change of time processes for the conditional Brownian
measure and stochastic Poisson measure. A smaller filtration [F, the smallest
right-continuous filtration to which p is adapted.

This is a novel framework proposed in [DS14] for problems related to time-
changed processes and is the first to study BSDEs driven by time-changed Lévy
processes in the general form. This section is based on the results from [DS14]
in proving the existence and uniqueness of solution for BSDEs with jumps under
this framework, and establishing a comparison theorem.

More General Framework

We first recall the framework in Section 0.2, proposed in [DS14].

The random measures B and H defined in Definition 0.2.1 are related to
time-change Brownian motion and pure jump Lévy process in a specific way.
We can thus define, for ¢ € [0, T7:

B = B([0, ] x {0});

t
Af:/ ABds;
0

¢
nt:// zH (ds, dz);
0 *
R t
Af:/ M ds.
0

We can formulate the explicit connection by applying Theorem 2.2.19 in the
previous section. We recall Theorem 2.3 from [DS14], due to Theorem 3.1 by
Serfozo in [Ser72|, which gives a more suitable expression in our situation.

Theorem 2.3.1. Let (Wy)icjo,r be a Brownian motion and (Ni¢)icjo,r) be a
centred pure jump Lévy process with Lévy measure v. Assume that both W and
N are independent of A. Then B satisfies conditions (Bl) and (B2) if and only
if, for any t > 0,

By = Wys in distribution,

and n satisfies (H1) and (H2) if and only if, for any t > 0,

N = NT\{f in distribution.
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Now we can construct the two filtrations mentioned earlier in Section 0.2.
We define F# = (F{');co0,1) as the filtration generated by pu(A), A C [0,t]xR.
By conditions (B1) and (H1) in Definition 0.2.1, we have for any ¢ € [0, T:

Ft=FBvFHE Vv FA,

where F2 is generated by B(A N [0,T] x {0}), FH by B(AN[0,T] x R* and
FA by A(A), A€ 0,t] xR.
We set F = (Ft)¢efo,1), Where

Fo=[F"

r>t

Finally, we set G = (Gi)scjo,r] where G, = F{' V FA. This implies that
Gr = .7-"T and & = F*, whereas ]-'(’f is trivial. We denote F = j-:T.

Lemma 2.3.2. The filtration G is right-continuous.

Proof. We can prove this lemma by exploiting the structure of filtration G
and apply some classical argument, given conditional independence, such as
Theorem 2.1.10 in [App09]. We refer to Lemma 2.4 in [DS14]. O

By direct calculation and applying conditions (B2) and (H2) defined in Def-
inition 0.2.1, we see that p defined in (0.2) has the martingale property with
respect to the filtration G, as stated in the following proposition.

Proposition 2.3.3. The signed measure p defined in (0.2) has the following
properties with respect to G:

(i) w has o-finite variance measure,

m(A) = E[u(A)’] = BIA(A)]; (2.6)

(i) p is G-adapted;

(iii) p has conditionally orthogonal values, for A1, Ay C (¢,T] X R such that
A1 N Ay =a. To be more precise, we have:

Eln(A1)n(A2) | G] = E[u(Ar) | F Elu(Az) | FA] = 0. (2.7)

This implies that it has the martingale property with respect to the filtration G.

Proof. We note that adaptedness is obvious and the rest of the proof can be
carried out by direct computation and applying properties of B and H defined
in Definition 0.2.1.

To see that p defined in (0.2) has the martingale property with respect to
G, we recall that Proposition 2.2.18 guarantees the conditional independence
between a random variable and a o-algebra. Then for A C (¢,T] x R it follows
from Proposition 2.2.18:

Eu(A) | G] = E[u(A) | F' v FA] = Elu(A) | F4] = 0. (2.8)
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Here we obtain the result in the final step of (2.8), because we have used the
corresponding properties of B and H in the following way:

E[B(A) | FM =0 by (B1)
E[H(A) | FA =A"(A) by (HL)
E[H(A) | FA = 0.
We can also calculate the second moment in the same way:
E[B(A)? | FA] = AP(A)
E[H(A)? | F = A" (A).
By properties (B2) and (H2), it follows:
E[u(A)? | F = A(A).

Take expectation on both sides, and then we obtain (2.6).
In the mean time, Property (BH) provides us with the following result:

E[u(A1)u(As) | FA = E[u(Ar) | F*) E[u(Az) | FA = 0. (2.9)

Finally, we can obtain (2.7) by combining (2.9) and (2.8), and the proof is
complete. O

BSDESs driven by Time-changed Lévy noises

For the sake of completeness, we give an explanation of time-changed BSDEs
and its connection with non-time-changed ones, even though we have presented
its definition in Definition 0.2.7.

We recall the definition of BSDEs with jumps, with all the assumptions,
from Definition 0.1.3:

—d}/t = f(t, 1/;5— s Tt l(u)t(u))dt - ’/Ttth - / l(u)t(u)N(dt, du)

Yr=¢

where Y € S%(0,T) is a cadlag optional process and m € H%(0,7)) (respectively
| € H%(0,T,v)) is a R-valued F-predictable process defined on  x [0, 7] (re-
spectively © x [0, T] x R*) such that the stochastic integral with respect to W
(respectively N) is well defined.

With the time-changed process (B,f[ ), defined respectively in Definition
0.2.1 and (0.1), we need to rewrite the above BSDE in the following form:

_dY;f = f(ta At7 )/t* ’ ¢(O)t7 d)t(u))dt - ¢(O)tdBt - - d)(u)tﬁ(dt? du)

Yr=¢

Here we note that the solution pair processes (Y, ¢) are now adapted with
respect to filtration G. The driver f now accepts one additional parameter, the
process A = (A, \),

In the classical setting, we have Y € S%(0,7) in Definition 0.1.3. But with
time change, we need Y to be adapted to filtration G, and we denote by 55 (0,7)
the space consisting of such Y’s for simplicity, see Definition 0.2.7.
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Time-changed Comparison Theorem

In establishing the Time-changed Comparison Theorem, we following the same
agenda as in the classical setting. We present first a theorem relating to the
existence and uniqueness of solution for time-changed BSDEs and then provide
a comparison theorem for linear time-changed BSDEs.

We recall first the martingale representation theorem from [DS14|, which
will be used to prove the existence of unique solution for time-changed BSDEs.

Theorem 2.3.4 (Martingale Representation Theorem). Assume (M;)cpo,1) 15
a G-martingale. Then there exists a unique ¢ € I such that

M, = E[Myp | FA + //¢s p(ds,dz), tel0,T].

Proof. Note here that, since p has the martingale property with respect to
filtration G, shown in Proposition 2.3.3, it is a martingale random field with
respect to filtration G in the sense of [DE10]. We refer to Thereom 3.5 in
[DS14] and Theorem 2.2 in [Di 07] for details of the proof. O

Theorem 2.3.5 (Existence of Unique Solution for Time-changed BSDEs). Let
T > 0 and (f,§) standard parametres, defined in Definition 0.2.8, then there
exits a unique solution (Y,¢) = (Y, (4(0),¢(u))) € SG(0,T) x I for BSDEs

driven with time-changed noise as defined in (0.3).

Proof. We give a brief sketch of this proof. Similar with BSDEs with jumps,
authors in [DS14] used the previous martingale representation theorem for G-
martingales to define a mapping

©:53(0,T) x I S3(0,T)xZ, OU,¢) = (Y,9) (2.10)
where Y is defined as

—E[¢+ /tT 0 Usi6)ds | G, te (0.7

For a G-martingale in the form

- E[§+/OT fohUnd)ds | G, te (0,7

we can find the unique element in Z, guaranteed by the previous martingale
representation theorem, which we denote by ¢ in (2.10), as in the following
representation:

M, = M0+/ ]R*qb uw)p(ds, du)

_M0+/¢ dB—i—//* H(ds, du).

By a sequence of lemmata, authors in [DS14] showed that the mapping © in
(2.10) is a contraction and the result is thus established. We refer to Theorem
4.5 in [DS14] for details of the proof. O
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Similar to the previous chapter, we first take a look at linear BSDE driven
by time-changed noises before we start working on the comparison theorem.

Following is what we call time-changed linear BSDFEs, where the BSDE is
driven by time-changed noises with a linear driver:

—dY; = (<Pt +6,Y; + Biop( \/)\TB / ¥ (u (w)v(du) \/E) dt

— ¢(0):dB; — ¢>( )e(u) H (dt, du);
Yr =¢,
where the coefficients satisfy:

(i) ¢ € H>T and G-adapted,;

(2.11)

0 is bounded by a constant Cs for all ¢ € [0,T], P-a.s.;

(i)
(iii) (B,7) €
)

+(u) > 0 is bounded by a constant C,. for v € R* dt x dP-a.s., and f is
bounded by a constant Cg for all ¢t € [0 T], P-as.

(iv

We define (I'y s)se[t,7] as the solution of the following SDE:

Lxs o0y Loxmzoy ~
Al =T, .- [6Sds 4 B, AT g +/ “A 79 F(ds, du) |,
’ ’ V/AB N (2.12)

T, =1

Same as in Proposition 1.2.9 in Section 1.2, we can write I'; ; = eld 5'”d“Zt75,
where (Z; s)sep, ) is the solution of the following SDE:

Liaz 20y Loamzoy ~
dZt s — Zt s— |:65§st + / H(dS du)
’ ) VAP ST

Zt,t == ].

We note (Z;,s)sep,7) here as the solution to the forward SDE is well-defined,
a fact that can be shown by applying Itd’s formula in the same way as in
Proposition 1.2.9.

Given our assumptions on the coefficients in (2.11) that (5,~) € Z, and given
that A € £, where L is defined in Section 0.2, by applying a similar argument in
Proposition 1.2.6 in Section 1.2 under the time-changed framework, we conclude
that Z; s € S*T and by our assumptions it is adapted to filtration G. Thus we
conclude that I'; 5 € 52T and is adapted to G as well.

Then, by applying a similar argument used in Theorem 1.2.10 in our time-
changed setting, we can represent the solution to the linear BSDE as a condi-
tional expectation.

Theorem 2.3.6 (Solution for Time-changed Linear BSDEs). Given a linear
BSDE defined as in (2.11), we can find a unique solution (Y, ¢) in SZ(0,T) x I,
and Y has the following representation:

0<t<T, as. (2.13)

T
Y, =E {Fu{ +/ Ty so(s)ds
t
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Proof. Tt is easy to observe the correspondence between this theorem and its
classical counterpart Theorem 1.2.10. Once established in our new time-changed
framework, the result follows by applying a similar argument. O

Now we are ready to present the most important result of this section, the
comparison theorem for BSDEs driven by time-changed noises. We recall this
result from Theorem 5.2 in [DS14].

Theorem 2.3.7 (Comparison Theorem for Time-changed BSDEs). Let (f1,&1)
and (f2,&2) be two sets of standard parametres for the BSDEs with solutions
(Yt o) and (Y2, ¢7) € S3(0,T) x . Assume that

FaltX3:6) = Fa(t.900)BVNP, [ o)y o) VA7)

where processes (B, v:(u)) € T are defined in condition (i) in (2.11), and fa is
a Lipschitz driver as defined in Definition 0.1.2.
If& < &, P-a.s., and fi(t, M\, Y., 1) < fo(t, A\, YL, é1), dt xdP-a.s., then

Y} <Y? dt x dP-a.s.

Proof. The proof proceeds in the same way as in Theorem 1.2.13. Define the
following processes and coefficients:

E=6& -4,
Y, = Ytz —Yilv
6:(0) = $(0) — ¢(0);,
éy(u) = p(u)i (u) — ¢(u)g (u),
o= falt, A, Yy 7¢(0)t27¢(“)?)_fl(ta)\tyyt%a¢(0)?7¢(u)§)7
falt, A, Y2, 6(0)1, d(u)d) — falt, A, YL, 0(0)y, (u);)

e t ]l{?t#o}’
gy o 226 Y2 OO S(D) = Lt Y2 90} 6(w)i) )
o $,(0)CsVAE {6,(0)C5 VAP #0}
o PEYZ OO 6 — B YE 6OL oW |
h fR* at(u) uV(du)\/A? {f]}:g* ¢t(u)0~,’uV(du)\/,\7H7£0}'

Then we can rewrite as a linear BSDE as defined in (2.11)

AT = (e + 071+ CopB 0N + [ Crom(wiB(wm(au)y /3P )ar

—6,(0)dB, — [ b,(w)H(dt,du);
R*
Yr=¢
We see that the process d, 8 and v are bounded as f is a Lipschitz driver.
¢ € H>T and G-adapted, since it is a difference of such two functions. Moreover,
CsB and Cyuvyi(u)lr-(u) satisfy condition (iv) in (2.11).
We can therefore apply Theorem 2.3.6, and obtain a solution

l

0<t<T, as.

T
Y,=E {Ft7T§+ / Ty so(s)ds
t
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which is positive, given that &,I" and ¢ are all positive a.s., and we have thus
accomplished the proof. O

Remark 2.3.8. We note that in Theorem 2.3.7, we have the ~;(u) > 0 in con-
dition (iv) in (2.11). This is a stronger condition then ~y;(u) > —1 in the strict
comparison theorem without change of time, see Theorem 1.2.14.

By adapting a similar argument used in Proposition 1.3.2 and Remark 1.3.4
to our current time-change setting, the stronger condition we imposed on the
driver fy in the Time-changed Comparison Theorem, see Theorem 2.3.7, can
guarantee the the monotonicity of the associated risk measures.



Chapter 3

Dynamic Risk Measures

Generated by
Time-changed BSDEs

This chapter and the next form the core of the present thesis. Topics we have
discussed in the previous two chapters, namely, dynamic risk measures, BSDEs
with jumps and Change of Time Methods, all come together in this chapter.

We have ended the previous chapter by introducing a comparison theorem for
BSDEs driven by time-changed Lévy noises. Following a natural development,
Section 3.1 presents the link between a dynamic risk measure and its associated
BSDE, which is the non-linear expectation we denote by “ f-expectation”. Only
this time our BSDE is driven by time-changed noises in comparison with the
classical setting in Section 1.3. We also discuss the mathematical properties of
the resulting dynamic risk measure, given the conditions we have imposed on
the driver f.

In Section 3.2, we present the representation of convex and coherent risk
measures generated by a concave driver f. Most of these results have been
presented in Section 1.3 in the classical setting, but now we need to establish
their counterparts in our new, time-changed setting. Since we are dealing with
an absolutely continuous time change, it does not cause too much trouble to
carry out the proof in our current setting.

Yet when we look at the question from the opposite direction, a challenge
arises. To be more precise, we need to answer the question that, given a so-called
f-expectation, can we construct a time-changed BSDE with a corresponding
driver f? If we impose some conditions on the f-expectation, the answer is
affirmative. One key element in the proof of this inverse problem is the Doob-
Meyer Decomposition in our time-changed setting. The difficulty lies in the fact
that the classical proof of the Doob-Meyer Decomposition relies on the linearity
of classical expectations, something that no longer applies in our current non-
linear expectation situation. To give a proper presentation of this problem is
the task for the next chapter.

99
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3.1 Dynamic Risk Measures and Time-changed
BSDEs

We follow the same agenda as in Section 1.3, namely, we will first derive a
non-linear expectation generated by the driver f of the associated time-changed
BSDE, and then define a dynamic risk measure with it. We note that all the
results we obtain in this chapter and the next are adapted to the filtration G,
and the same applies to the dynamic risk measures we derive in this section.

Time-changed f-expectations

We recall the definition of non-linear expectation in Definition 1.3.1, and we
claim that we can derive a time-changed non-linear expectation from the asso-
ciated BSDE by the following proposition.

Proposition 3.1.1 (Time-changed f-expectation). Consider a time-changed
BSDE drived by a generator f defined in (0.3) such that

(1) f(t; A 9,(0,0)) =0 for all y € R;

(ii) [ satisfies conditions for fo in the Time-changed Comparison Theorem,
Theorem 2.3.7.

Then for any fived ¢ in L?(Gr), we denote the unique solution of the related
time-changed BSDE with terminal condition & by (Y, ¢%). We set £;[¢] = Yog,
the initial value of the solution. Then Ef is a non-linear expectation called
time-changed f-expectation.

Proof. We note this proposition corresponds to Propostion 1.3.2 in the classical
setting. We can indeed adapt the argument used in Propostion 1.3.2 to our
current time-changed framework, and prove this proposition by applying the
Time-changed Comparison Theorem, see Theorem 2.3.7. O

Remark 3.1.2. In view of Remark 2.3.8, we note that the Time-changed Com-
parison Theorem, see Theorem 2.3.7, imposes a stronger condition on f than
assumptions made in the Strict Comparison Theorem in the classical setting,
see Theorem 1.2.14. Using the same argument from Proposition 1.3.2 and
Remark 1.3.4 under our time-changed framework, we can conclude that the
Time-changed Comparison Theorem guarantees the monotony property of the
associated risk measures.

Now we can investigate the properties we listed in Section 1.3 in the time-
changed setting and check under what conditions the f-expectation defined
above satisfies them.

(i) Filtration consistency.
This property is defined in Definition 1.3.5 with respect to filtration F,
defined in Definition 0.1.1 and in this chapter and the next, we consider
filtration G, defined in Section 0.2. In fact, we see that this property can
also be written as, for A € G,

£71€14) = ¢ |E/l€ | Gil1a)- (3.1)
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We see that all time-changed f-expectations defined in Proposition 3.1.1
are filtration-consistent. Given solution (Y¢,#¢) in Proposition 3.1.1, by
the uniqueness of solution, it is easy to see that, for A € G;, thll 4 and
&1 4 coincide on the interval [0,¢]. We can thus express the conditional
expectation, in the similar way as in Definition 1.3.5:

EflE 1 G = Y¢S,

(ii) Additivity.
Additivity is defined in Definition 1.3.6 with respect to filtration F. Now
we consider the filtration G. By adapting discussion following Definition
1.3.6 to our time-changed setting, it is easy to see that we can obtain ad-
ditivity if the driver f is independent of y under our time-changed frame-
work.

(iii) £¢C1-domination.
This property can be directly applied to our time-changed situation. We
only need to replace the filtration with filtration G and change the driver
fe,c, in Definition 1.3.7 to the following: for ¢ € [0,7] and ¢ € Z, where
7 is defined in (i) in Definition 0.2.6,

fecr(t.0) = ClON|+C [ (1Al (i@l

- C /*(1 A Ju))dT (w)v(du) AE .

Remark 3.1.3. We note that independence between the driver f and y and as-
sumptions in Proposition 3.1.1 ensure both additivity and £¢¢1-domination.
We can obtain the same result as in the classical setting by applying the ar-
gument in our time-changed framework, see our discussion about this following
Definition 1.3.7.

Dynamic Risk Measures as Time-changed f-expectations

Now we can use time-changed f-expectation to represent a dynamic risk mea-
sure, and thus establish a link from non-linear expectation to risk measures.

Proposition 3.1.4. Let T' > 0, and &5 be a time-changed f-expectation gener-
ated in Proposition 3.1.1. Suppose £y satisfies properties of additivity, filtration-
consistence and £ -domination, all with respect to filtration G defined in Sec-
tion 0.2, then we can define a normalised, time-consistent dynamic risk measure
in the following way: for each T € [0,T'] and ¢ € L?(Gr),

pHET) = —&f[€ | Gi] = —Yi(&,T), te[0T]. (3-2)

Moreover, if the generator f is also concave with respect to (y, ), then the
dynamic risk measures thus represented is convex.

% Proof. We have showed similar results in Proposition 1.3.9, and here we carry
out the proof by adapting the argument used in the classical setting to our time-
changed framework.
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In the following, we check that the conditional risk measure p{ (&, T) defined
in (3.2) satisfies the properties listed in Definition 1.1.12 and Proposition 1.1.19.

First we note that the additivity of the f-expectation is equivalent to the
conditional invariance for the dynamic risk measure defined in Definition 1.1.12.
Thus the additivity of the time-changed f-expectation £; implies the conditional
invariance for the conditional risk measure p; defined in (3.2).

The filtration-consistency property of the f-expectation is equivalent to the
normalised conditional time-consistency property (1.2) in Proposition 1.1.19,
as we have observed in (3.1). In this way, the filtration consistency of the
time-changed f-expectation £ implies time-consistency for the conditional risk
measure p{ .

Here we note that, since we have the condition that f(¢,A,y,(0,0)) = 0,
the associated conditional dynamic risk measure p! defined in (3.2) has the
normalisation property defined as (iv) in Definition 1.1.12.

When it comes to monotonicity property, Remark 3.1.2 tells us that the con-
ditions on the driver f guarantees monotonicity for the f-expectation £, and
this implies monotonicity for the conditional risk measure p{ . Behind the cur-
tain, this results rests on the Time-changed Comparison Theorem, see Theorem
2.3.7.

Finally, the convexity follows by an application of the Time-changed Com-
parison Theorem, Theorem 2.3.7. To be more specifically, consider &1,&; €
L?(Gr), n € [0,1]. We note that, by assumptions, f is additive and is therefore
independent of y, then by the concavity of f in terms of ¢, we have

fn o(&) + (1 —n) ¢(&2)) 2 n f(¢(&1)) + (1 —n) f(¢(&2)) (3-3)

Then by the Time-changed Comparison Theorem, the resulting risk measure is
convex, and the result is established. O

Corollary 3.1.5. In addition to assumptions in Proposition 3.1.4, if the driver
f s also positively homogeneous, see (v) in Definition 1.1.12, then the resulting
dynamic risk measures defined in (3.2) is coherent.

® Proof. We note that by assumptions, the driver f is concave with respect to

¢, and the resulting risk measure p; is convex. If the driver f is, in addition,

positively homogeneous, it follows that the associated risk measure p; is also

positively homogeneous, namely for C' € R and C' > 0, we have p,(C¢) = Cp;(&).
This is because,

5f[C§| gt]:Yt

T T
~Ce [ seanats— [ [ ounasau

Note that f(s,As,¢) by our assumptions is independent of Y and positively
homogeneous, it follows:

Y;=C {5 + /tT LS’Q‘S’ ¢) ds — /tT . ¢Sc(,u),u(ds, dU)}

o et [ sorn s [ [ 28],
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Now we denote

T T
Y, =¢ +/t f(s, As, %)ds — /t . ¢séu>u(ds7du),

and we note this BSDE has unique solution, given the conditions we imposed
on f. Thus we conclude, by the definition of £¢[¢ | G| coincides with Y

5}"[C§| gt]:Yi:C?t:C‘Sf{“ gt]'

This means that the associated risk measure has subadditivity property, namely,
for two financial positions X, Y, we choose n = % in (3.3), then we obtain:

pr(X +Y) < pe(X) + pe(Y)

By definition 1.1.3, the resulting risk measure is coherent. O
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3.2 Representation of Dynamic Risk Measures

In this section, we present a representation of dynamic risk measures generated
by time-changed BSDE with jumps. We use a similar approach to proving this
theorem under our time-changed framework as Theorem 1.3.11 in the classi-
cal setting. Before we present the main result, we need the following lemma
which corresponds to Optimisation Principle in the classical setting, see Theo-
rem 1.2.16.

Lemma 3.2.1 (Time-changed Optimisation Principle). Let & in L?(Gr) and

let (f, f*) be a family of Lipschitz drivers parametrised by predictable processes

a, and Ar € Gr is the set of a. Let (Y, ) (resp. (Y, ¢)) be the solution of

the BSDE associated with terminal condition & and driver f (resp. f ).
Suppose that

f(tv >‘t7 tha ¢t) = eSSainf fa(tv >\t7 §/t7 d)t) = fa(tv )‘ta tha ¢t)a
t€1[0,T], dP ® dt-a.s. for some parameter & € Ar

and that for each a € Ap, f*(t, A\, Y, d¢) satisfies conditions for fo in the
Time-changed Comparison Theorem, Theorem 2.3.7. Then

[V; =essinf V,* =Y,*, t€[0,T] as. (3.4)

Proof. This result is straightforward with an application of the Time-changed
Comparison Theorem, see Theorem 2.3.7.

Given that for each «, f(t, A\, Vi, d¢) < (¢, At, Y2, 1), by the Time-changed
Comparison Theorem, we obtain Y; < Y* for all ¢ € [0,7] almost surely. It
follows that, for all ¢ € [0, T,

Y; <essinf Y.
@

On the other hand, Y; is the solution of the BSDE associated with
Fe(t, Ae, Ye, @¢) by assumption. By the uniqueness of solution, we conclude that

Y; = essinf, Y}, for all ¢t € [0,7T] almost surely. This gives us the equality
(3.4). O

Similar as in (1.24), now we define a function F of the driver f(t, A, Y:, ¢1)
with respect to ¢, for each a = (a!,a?) € ®, where ® is defined in (ii) in

Definition 0.2.6, and u € R*, as the following:

F(wv t, )‘7 O[) = Sup[f(‘”? t, )‘7 ¢) - OZ¢)\]

oIS
- A ¢) — al(0)VAB
Zlég [f(w,t, ,¢) —a $(0) (3.5)

- /* o p(u) )\Hy(du)]

Here f is a Lipschitz driver with Lipschitz constant C, which does not depend
on y. Suppose also that f satisfies conditions for fs in the Time-changed Com-
parison Theorem, Theorem 2.3.7 and is concave with respect to ¢. We also need
the following two lemmata to prove the main theorem.
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Lemma 3.2.2. For each (t,w),D(w) is defined as the non-empty set of a =
(a1, a0) € @, where @ is defined in (ii) in Definition 0.2.6, such that F'(w,t, A\, a1, a2) <
00, where F(w,t, s, a1, a2) and the associated driver f(w,t, A\, ¢) is defined as
in (3.5). Then for each (t,w),D(w) C U, where U is the closed subset of the
Hilbert space ® of the elements a = (a1, ) such that «y is bounded by C and
v(du)—a.s.,

ag > —1 and |az| < ¢P(u) AC,

where C' is the Lipschitz constant of f, and ¥(u) € .

# Proof. We follow the proof of Lemma 5.4 in [QS13| in proving the lemma in
the time-changed setting. First we show that ao < —1. We assume for now that

v({u € R* : ag(u) < —1}) > 0.

We note that from the our assumptions on the driver f(w,t, A, ¢) and inde-
pendent of Y. For the sake of simplicity, we assume the Lipschitz coefficient
C = 1 for now. Then for ¢!(u) and ¢*(u) we have, similarly to expression
used in the Time-changed Comparison Theorem, Theorem 2.3.7, namely, for

i=1{1,2},
it 0) = £(10, [ 6 n(r@nvaT)

Then by assumptions imposed on f, we can find a process ’ytl ’2(u), such that

*

fltw, A, ¢') = f(t,w, A, ¢%) < / (6" () — ¢*(u))y, * (w)v(du) VAT,
and

Pt 0 6%) = f(tw, A, 01) 2 /R (6 (u) = 8" W)y ()r(du) VAR

Here we note %1 2(u) > 0 and is bounded by a constant Cy. that depends on u,
as defined in condition (iv) in (2.11), for any ¢(u) € Z. Now we make ¢! (u) = 0,
then by (3.5), it follows:

F(w,t,A,a)Zf(t,w,)\t,ng)—/ 0262 ()N v (du)

*

2 ft.w, 2,00+ | 6% (W (du)VAT
7/*a2¢2(u) My (du)
= F(tw 0 + [ (1) - 0?)6? )V ATv(du)

s

Then we make ¢?(u) = nl{a,<—1y, we end up with

Flw,t, M a) > f(tw, A, 0) +n / (72(u) — 02)V A w(du)
{a2<—1}

and this shows F(w,t, A\, a) — 0o as n — 00, since ’yt1’2(u) >0and as < —1.
This is a contradiction since (o, a2) € Dy(w). And the same argument can be
applied to prove the other results. O
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Lemma 3.2.3. Given assumptions in (3.5) and Lemma 3.2.2, and we as-
sume that the Hilbert space ® s separable. Then there exists a process & =
(@', a?(u)) € Ar such that

f(t>7r7€t> = esgi‘nf{fa(t,ﬂ't,gt)} = fa(t,ﬂ'hgt), te [O,T], dP ® dt-a.s.

Proof. We refer to the proof of Lemma 5.5 in [QS13]. This is a result based
on classical arguments of convex analysis. The proof is rather technical and it
carries over to our time-changed setting with no problem. O

Theorem 3.2.4 (Representation of Time-changed Normalised Convex Dynamic
Risk Measures). Suppose that the Hilbert space ® is separable. Let f be a Lip-
schitz driver with Lipschitz constant C, which does not depend on y. Suppose
also that f satisfies conditions for fy in the Time-changed Comparison Theorem,
Theorem 2.3.7 and is concave with respect to ¢.

LetT' > 0 be a time horizon and T € [0,T']. Let Ar be the set of predictable
processes a = (o', a?) such that F(t, o, 07 (u)) € HE(0,T), where F is defined
by (3.5). For each o € Ar, let Q% be the probability absolutely continuous with
respect to P which admits Z¢ as density with respect to P on Fr, where Z is
the solution of

dzy = 72 (atldBt + / a?(u)ﬁ(dt,du)>; Zg =1. (3.6)

The convex dynamic risk measure p(&,T) has the following representation:
for each & € L*(Fr),

pO(ga T)= aseu}l) [EQ“ [_5] - C(Og A, T)L (3'7)

where the function ¢, the penalty term, is defined for each T and o € A by

T
C(a,\,T) = Ega [/ F(s,)\,a;,ag)ds].
0

Moreover, for each & € L*(Fr), there ezits & = (a',a*) € Ar such that for
t€[0,T], dP @ dt-a.s.:

Flwt,Aa) = fw,t, A, ¢) = &' p(0)VAP — [ a%p(u)VATv(du),
R*
where (Y, @) is the solution to the BSDE with driver f, terminal time T and
terminal condition . Also the process & is optimal for (3.7).

Proof. We follow the argument used in Theorem 5.3 in [QS13] in the classical
setting but now try to establish the result in our time-changed setting. Here we
need the assumption of the ® space being separable so as to solve the measur-
ability issues for F', defined in (3.5).

Given the separability assumption, ® is separable, then it admits a dense
countable subset I. Since our driver f is Lipschits with respect to ¢, it is
continuous with respect to ¢, then by the definition in (3.5), the supremum in
(3.5) coincides with the supremum over I. This shows that F' is measurable.
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Then classical convex analysis arguments provide us with the result that F
is also lower semi-continuous with respect to . We refer to Theorem 5.2 in
[QS13] for details concerning this part.

Since f is concave and continuous, we have

flw,t, A, 9) = inf {F(w,1,\ ¢) +agA}.
a€D¢(w)

Here D;(w) is defined as in Lemma 3.2.2, and the Lemma holds.

For each a = (a',a?) € Ay, we define:

fa(wa ta >‘a ¢) = F(wv tv )\7 d)) + a¢>‘

Then we note here f* > f for each a € Ar, because of the construction of f.
Now we consider T’ € [0,7’] and ¢ € L*(Gr). Let (Y, ) be the solution of
the BSDE associated with the driver f, terminal time T and terminal condition
¢, Then we apply Lemma 3.2.3.
Then by the optimisation principle for Time-changed BSDEs with jumps,
Lemma 3.2.1, it follows that

YO(€7 T) = aiean YO(X (5; T) = YvOO7 (67 T)

Here for each o € A, Y*(£,T) is the solution of the BSDE associated with
driver f<.

Now we let o = (o', a?) € Ap. By Lemma 3.2.2, we have |a?| < ¢(u) A C.
Then by Proposition 1.2.6 in Section 1.2, we know Z¢ € Sé (0,T) for Z« defined
in (3.6), and by our assumptions it is adapted to filtration G. As a result, we can
represent the solution of linear BSDE in the following way, proved in Theorem
2.3.6:

T
Yoa(g’T) = E[Z%f +/ Z2F (s, \, b, ag)ds], 0<t<T, as.
0

On the other hand, also by Lemma 3.2.2, we have that o®> > —1. Hence

(Z)o<t<T is a non-negative martingale and the probability Q* that admits Z¢

as density with respect to probability P on Gr is well-defined. We have thus
obtained

T
Yoa(E,T) =Ege {5 —|—/ F(s, Amzi,ai)ds},
0
and the result is established. O

Finally, we show that the representation for coherent dynamic risk measures
is just a special case of convex risk measures with F' = 0.

Corollary 3.2.5. Given assumptions in Theorem 3.2.4, we note that if the
driver f is also positively homogeneous, then F = 0.

$® Proof. If the driver f is, in addition, positively homogeneous, it follows that
the associated risk measure is also positively homogeneous, namely for C € R
and C > 0, we have p;(C&) = Cp:(§). It implies that the resulting risk measure
is coherent. We have shown this result in Corollary 3.1.5.
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Now we only need to show that given the above assumptions, the F' = 0 and
we can thus obtain the representation for coherent risk measures. By positive

homogeneity, we have in (3.7), po(0,7) = 0. This implies that, for £ = 0:

C(av AaT) = Ssup [EQQ[_g] - pO(faT)] > 0.
a€Ar

Now we assume that for £ € L?(Gr), we have Ega[—&] — po(€,T) > 0, then
by construction, it follows that, for a constant C' > 0,

C(O‘7 )‘a T) = aseu}l) [EQ”‘ [75] - pO(év T)]

> sup [Eq«[-C¥] — po(CE,T)]
= sup C[Eqa[—¢] = po(§,T)]
C>0

— OQ.
We can thus conclude that, for all £ € L?(Gr)
EQ‘x [_g] - PO(& T) <0,

which implies

C(aa )‘aT) = Sup [EQ”‘[ig] - pO(faT)] S 0.
ac€Ar

We have thus shown ((a,A\,T) = 0 and therefore F' = 0, and the result is
established. O



Chapter 4

The Inverse Theorem

This chapter addresses the Inverse Theorem. It is arguably the most difficult
result in the entire thesis. Establishing the Inverse Theorem enables us to
represent, under rather general assumptions, a given non-linear expectation,
and by extension, a given dynamic risk measure, by a time-changed BSDE.

Thanks to the work done by authors in [Pen99], [Coq+02], where the proof
is established in the Brownian motion setting, and in [Roy06]|, where the author
extends the proof in a more general setting of BSDEs with jumps, a result
has been proved in the classical setting in Theorem 1.3.8. This section gives a
detailed proof of the corresponding theorem in the time-changed setting with
absolutely continuous time change, the framework constructed in Section 2.3
and used in the previous chapter.

Proof of the Inverse Theorem is more complicated than it appears. The
result depends in fact on establishing the Doob-Meyer decomposition in our
time-changed setting. Given the time change A; = fot Asds,t > 0 and the
filtration G, both defined in Section 0.2, we have the following theorem:

Theorem 4.0.1 (Time-changed Inverse Theorem). Let & be a filtration-consistent
time-changed non-linear expectation which satisfies both properties of £¢C1-
domination and additivity, all with respect to filtration G, both defined in Section
0.2. Then these exits a function f:[0,T] x Q x ® — R such that &€ = E;.

In Section 4.1, we give first the definition of supermartingales (or submartin-
gales) with respect to non-linear expectations and establish some of their prop-
erties, which are used in the proofs in the following sections.

Section 4.2 proves the important results of the Doob-Meyer Decomposition
for €;-supermartingales. Proof of this theorem follows the idea from [Pen99],
where the result is established in a Brownian motion setting. To carry over
this result in our time-changed setting is not easy, as now we have to take into
consideration the extra term, namely, the time-changed jumps of the BSDEs.
We adapt to our time-changed framework some of the arguments used in [Roy06]
to generalise this result from the Brownian motion setting to the one of BSDEs
with jumps in the classical setting.

Section 4.3 further generalises the result from Section 4.2 by establish-
ing the Doob-Meyer Decomposition for a general non-linear expectation &-
supermartingales with a given driver f. This is an important step towards
the proof of the main theorem. And the key here is to express the results in

69
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Section 4.2 as conditional (non-linear) expectations. In order to do so, it re-
quires proving several important lemmata, including one comparison theorem
for conditional (non-linear) expectations, before establishing the decomposition
for non-linear expectation martingales. One good thing is that, most of the
hard work has already been done in Section 4.2, so the proof of decomposition
theorem in Section 4.3 can follow a correspondingly similar argument. In this
section, we base our proof on works done mainly in [Coq+02| and [Roy06].

We end this chapter and the main part of this thesis by presenting the
proof of the Inverse Theorem, see Theorem 4.0.1. The result follows from the
theorems we have established in the previous sections. What is important about
the Inverse Theorem is that it enables us to convert a question about non-linear
expectations into a study of time-changed BSDEs. In this way, we establish a
full connection between BSDEs and risk measures via non-linear expectations,
fulfilling the goal of this thesis.

4.1 Properties of £-supermartingales

Definition 4.1.1 (£-martingale). Let (X;)o<i<r € L*([0,T] X, Bjo 1 x F,mx
P) be a G-adapted, cadlag process, and € be a time-changed non-linear expecta-
tion. (X;)o<i<r is called an E-martingale (£-supermartingale, £-submartingale,
respectively) if for all 0 < s <t < T

Xs =E&[X: | Gs] (>, <, respectively).

We recall from Definition 1.3.7 the definition of the £¢>¢1-domination prop-
erty in our time-changed setting.

Definition 4.1.2 (Time-changed £“-“1-domination property). Let € be a filtration-
consistent non-linear expectation with respect to filtration G. We say that it
is £9%_dominated if there exists C € R and —1 < C; < 0 such that, for all
§& € L*(Gr):

Ele+¢) - Ele) <EC¢]
where Efo o, 1s the non-linear f-expectation associated with the fol-

lowing driver: for t € [0,T] and ¢ € Z, where 7 is defined in (i) in Definition
0.2.6,

£CC =

fecrlt.) = C o013 | +10] [ @ ADo @rtany/3

- /R* (1A |u|)¢_(u)v(du)ﬁ

. . =C,C .
We denote another non-linear f-expectation as & = = 5?0 o associated
L1

with the driver fe o, defined as:

(4.1)

e, (t.0) = =C o0 = €1 [ @ nluor wwian/3F

+01 [ AT (rldn
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Remark 4.1.3. As mentioned in Remark 3.1.3, it is easy to see that any f-
expectation with generator f independent of y is both additive and £%C1-
dominated.

Given the definition of £°¢1, we can deduce the following property.

Lemma 4.1.4. For all constant C > 0, ¢ € L*(Gr),
ECNC €| Gl =C ETE| G-
For all constant C < 0,
GO €] G =-C T [=¢]| Gl

% Proof. We have proved a similar result in Corollary 3.1.5. We prove this result
for C > 0, the same argument can be applied to the situation where C < 0. By
the definition of £4C1[C ¢ | G;], it is associated with the following BSDE:

ECUCE| Gl =Y,

T T
:O§+A kawﬁm@®+A‘RﬂmmmmAm

Note that by fc ¢, (s, As, @) by definition is independent of Y and linear in ¢, it
follows:

n:ck+[¢k”ﬁy“@®+[TW¢§%Mmmﬂ

T T
=C [{ + /t fC,01 (8, As, %)ds + /t . ¢Séu) M(ds, d’u)},
Now we denote
T T
?t =&+ / fC,C1 (S, As, %)ds + / i ¢Séu) ‘u(ds, dU),
t t *

and we note this BSDE has unique solution, thanks to the construction of fc ¢, .
Thus we conclude, by the definition of £“1[¢ | G,] coincides with Y

ECNCE] Gl=Y,=CY,=CEX[E] Gil.
And the result is established. O
We can also express the £9°C1-domination property in terms of conditional

non-linear expectations, as stated in the following proposition.

50,01

Proposition 4.1.5. If £ is a filtration-consistent and -dominated and

additive non-linear expectation, then for all £,¢ € L?(Gr):

?C’Cl

€ 1G] < E[E+E 1G] - E[E1G] < ETNE | Gil.
Proof. By the construction of drivers fc ¢, and 7(;701, we note that:

gc,cl

€] G = =91 =¢ | Gl

The result follows from Lemma 4.3, 4.4 and 4.5 in [Coq+02], and we skip
the proof here. O
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We give an estimation that is very useful in proving the following theorems.

Lemma 4.1.6. For ¢ € L?(Gr), we have
E[€[6] Gi?] < IO e,
% Proof. We write out the expression for E#[¢ | Gy]:

T T
EME G =€+ / feen(t, $)ds — / / oo (u)u(ds, du),

where fo,c, is defined in (4.1). Then we apply Ito’s formula, see Theorem
A.0.17, to EH[€ | G¢]? and obtain

T T
e 1 G =€+ [ 2671€ | Gilfends — [ 26716 Glo. (0B,
[ (2271 G lont) + 62 Eds du) - [ é20)APas
t R* t
T
—/ 2 (u)v(du) A\ ds.
t R*

Then we take expectation on both sides,

Blevie |G)7] = Blet + [ 28ievle 1) o lds— [ BIgEONds

RO ]ds

T
- [ [ B @
&l 1G] (LA Jul) (1616 (w)

—E[£2}+/tT2E

T
+//2E
¢ -

oS <u>)u<du>ﬁ] as— [ mgzo)as

t

_ /tT / B[62 )\ v(du)ds.

Here we note by the inequality 2ab < a? + b2, and by the linearity of ordinary
expectation,

/tTZEl&L[f 1G] C‘¢(0)\/§

el G

o e

+/tTE{¢§(0)AtB}ds,
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and

[ )=
<[ [ [(1 Aleherie | 6 (10]+1) lo(w)] u(du>\/ﬂ as (44
g(|C\+1)2/t [8“£|gt ds+/ / (du)d

Now we insert (4.3) and (4.4) into (4.2), cancel the last four terms, and we
end up with:

e[ 161 (1 A Lul) (10167 () - Cro™ <u>)u<du>\/ﬂ ds

Bler(e | 6] = Ble?) +02/ B[erle | 6] as

NEEN) / Bler(e | 6% as

T
<p@+2(lel+1) [ Elenic|ar]as
t
< (2ACIHD)(T-1) gl

In the final step we used Gronwall inequality, and we have thus obtained the
result for general non-linear expectation &. O

Combining Proposition 4.1.5 and the above lemma, we can obtain the fol-
lowing result.

Corollary 4.1.7. Let £ be a filtration-consistent and £©°¢1 -dominated and ad-
ditive non-linear expectation, and &,&" € L*(Gr). Then we have

E[(€[¢ | Gi] - £[¢' | G)°] < e2ICHDT=0 g |e — ¢/,

Proof. From Proposition 4.1.5, we have:

c, 01
E61Gi] - €[’ |Gl < [ e — ¢ | G| v [E7 e - ¢ G
<ECNle - €116yl
This is because C o
G =€ =€ | Gl
Then we apply Lemma 4.1.6 and obtain the result as we want. O

Note the above corollary provides us with a nice bound for convergence. This
is useful in the following theorem, where we see that a general £-supermartingale,
under mild conditions, admits a cadlag modification, although we will skip de-
tails of the proof. By the following theorem, we consider £-supermartingales as
their cadlag modifications for the rest of this section.

Theorem 4.1.8. Let (M;)cpo,r) be an E-supermartingale such that

E[ sup |Mt|2} < 00,
0<t<T

then it admits a cadlag modification.
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Proof. We adapt to our current, time-changed setting the argument used in
Theorem 3.12 in [Roy06] in the classical setting. Note here we need to use
Corollary 4.1.7 when there is need to show convergence of conditional non-
linear expectations in the form £[¢ | Gi] — E[¢' | G¢] in L2([0,T] x Q, By 1] %

F,m x P). O

We will also need the following property for filtration-consistent non-linear
expectations in our proof of the main theorem.

Lemma 4.1.9. Let £ be a filtration-consistent non-linear expectation, and £ €
L?(Gr). Then we have almost surely for all A € Gr,

E[ETa|G]=E[¢]G]la.

Proof. The result is rather straightforward. Consider for all B € Gr, by the
filtration-consistent property, it follows:

E|€lE 14| Gills| = ElNaLs]
—£[€l¢ 1 Gt ans]
= £|[€le | G1AlL5].
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4.2 Decomposition for £;-supermartingales

This sections establishes the Doob-Meyer Decomposition for £ ;-supermartingales.
This is the first step towards proving the Inverse Theorem. Proof of the decom-
position under this framework is difficult, since we can make use of the linearity
of classical expectations. To our best knowlegde, Peng in [Pen99] is the first to
prove this result under the Brownian motion framework, and his argument gets
further generalised in the discontinuous setting by Royer in [Roy06].

Proof of this result under our new, time-changed setting requires adapting
the classical arguments from [Pen99] and [Roy06] to our current setting, and we
manage to do so, thanks to the “nice” properties of our time-changed setting.

To establish the decomposition, we first need the following lemma to control
jumps of cadlag processes by choosing a sequence of stopping times.

Lemma 4.2.1. Let (Ag)icpo,r] be an increasing predictable cadlag process de-
fined on [0,T] with Ag = 0 and E[A%] < co. Then for any d,€ there exits
a finite number of pairs of stopping times {op, 71}, k = 0,1,2,..., N with
0< oL <7, <T such that

(i) (o5, 7] (o, ) = @ if j #k;
(ii) B[ p_olme — or)(w)] > T —¢;

N
(Z”) Zk:OE ng<t§7—k (AAt)ﬂ < d.
Here AA; denotes the jump Ay — Ay—.

Proof. Peng has proved a similar Lemma 2.3 in [Pen99] in the Brownian motion
setting. In Peng’s setting, an arbitrary stopping time is also predictable. We
do not enjoy such convenience in our current setting, but given that A is a
predictable process, we can apply Peng’s arguments in our current setting and
make use of the announcing sequence of stopping time to complete the proof in
our setting.

We first construct a sequence f non-decreasing, predictable stopping times
{ok}iv:t)l with o9 = 0 and o1 = T such that o, < oxy1 and that

N

ZE[ 3 (AAt)ﬂg(s. (4.5)

k=0 op<t<ogy1

Intuitively, this corresponds to the fact that a major part of jumps by a
predictable cadlag process take place over a finite number of (random) time
points. To see this result, we follow Peng’s notation and denote for jump size
v >0,

A(v) = Ay =Y AAd(aa 50

s<t

We have thus removed all the jumps with size larger than v. In this way, we
can choose a v > 0 that is small enough such that

B[S aa0)?] <5

s<T
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Now we fix a sequence of predictable stopping times {7;}72 , where jumps
of A have size bigger than v, and there exists an N such that

E[ZAA}%

TN <t<T

Then we denote o, = 7, AT for k < N and 00 =0, ony41 =T, and such a
sequence of predictable stopping time {ak} e batlbﬁes (4.5).

Note that we have thus obtained a sequence of open intervals in the form
of (ok,0k+1), but this is not so convenient. To obtain the sequence of stopping
times we wanted, we need to cut away a small portion of the open interval and
thus keep the remaining part as (o, 7]. Peng in [Pen99] achieved this under the
Brownian motion framework, and here we can achieve the same result, thanks to
the fact that our process A; is predictable. We can thus approach a predictable
stopping time o with an announcing sequence (0;);=1 such that 0 < o; < o for
all ¢+ and that o; 1 0.

Given the sequence of stopping times (o)., we have obtained in the first
step, for each 0 > k£ > N, we can find a stopplng time 7/, in the announcing
sequance for o1 such that

+1

N
[Z Ok+1 —Tk } <e.
k=0

We set
/ / /
=Ty, M =01VT, ..., TN=0NV TN

By this construction, we make sure that 7, € [0}, 0k41) N [T,’Hl,akﬂ] and
that 7, < Oka41 if op, <T.

Then we have
N

E[Z(Jk_,_l - Tk)] <e.

k=0

By construction, ony4+1 = T, thus the above equation can be converted to

N
E[kZ_O(Tk —O'k)} >T —e,

and
N N
SB[ Y @ar] <Y B[ Y dap]<s
k=0 0 <t<Tg k=0 0 <t<Ok41
and the proof is accomplished. O

Now we are ready to prove the main result of this section.

Theorem 4.2.2 (Doob-Meyer Decomposition for &;-supermartingales). Sup-
pose we have a driver f that satisfies assumptions in Proposition 3.1.1. Let
(Yo)o<t<r € Sg(0,T). If (Ye)o<i<r is an Ef-supermartingale, then there exist a
process (¢¢)o<t<r € T where ¢y = (P(0), pe(u)) for u € R* and an increasing
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cadlag process (A¢)o<i<T, predictable with respect to filtration G, with Ag = 0,
and E[A%] < co such that

T T
Y, = Yy + / FOhs, Yar d0)ds + (Ap — Ay) — / /R 65 (w)s(ds, du)
tT tT
:YT+/ f(As,n,@)dsﬂAT—At)—/ 6.(0)dB,
t t

T
- / 6 (u)F(ds, du).
t Jr=
Moreover, processes ¢ and A are unique in their respective spaces.

# Proof. This theorem corresponds to Theorem 4.1 in [Roy06] which is estab-
lished in the classical setting, but here we need to prove the result under our
time-changed framework.

We take three steps to prove the result. In the first step, we construct the
so-called “penalised sequence” mentioned in [Pen99], in the following form:

T T T
ve =Yoot [ oy endsen [ vrias= [ [ onwn(ds,du)
t t t JR
(4.6)
We denote A := nftT |Y; — Y| ds.
We then show that the sequence in (4.6) would converge to our

&s-supermartingale process Y. In the meatime, the limit must be of the follow-
ing form:

T T
y;:yT+/t g()\s,}/;,qbs)ds—i—(AT—At)—/t /R¢>S<u)u<ds,du). (@.7)

Here g(As, Y, ¢s) is the weak limit for (f(As, Y, ¢2))nen in HG(0,T), Ay the
weak limit for AP in HZ(0,T) and ¢ the weak limit for (¢")nen in Z.

Step two is the key part, where we show that (¢™),en in (4.6) converges
to ¢ in (4.7) in the strong sense in LP([0,7] X R x Q,Bx x P,A x P) for all
p € [1,2). We obtain this result by applying the Ito’s formula, see Theorem
A.0.17, to achieve a convergence in measure, and given that ¢, are bounded in
7, we can have a strong convergence in LP([0,T] xR x Q, Bx x P, A x P) for all
p € [1,2).

By the strong convergence in step two, we show that (f(As, Y, ¢%))nen in
(4.6) converge strongly to f(As, Ys, ¢5). By the uniqueness of weak limits, we can
show that this f(\s, Ys, ¢s) coincides with our earlier weak limit (g(As, Ys, &s))
n (4.7). And this is our final step and the result is proven.

Step 1. In order to prove the theorem, we first consider the following family
of BSDEs parametrised by n = 1,2, ...

T T T
v =y [ ponvrienasn [ gi-veyras [ [ ornas.ao.

Here Y is the &f-supermartingale, with Y7 being its terminal condition, and
f the driver given in the theorem. Thus there exit unique solutions for this
sequence of BSDEs, which we denote by (Y, o7 )o<i<T-
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Note that we can write the driver for Y™ as f,(\s, Ys, 0s) = f(As, Ys, 05) +
n(Y; —Y)*. In this way, we can apply the Time-changed Comparison Theorem,
see Theorem 2.3.7, and conclude that (Y;"),cn is a non-decreasing sequence.

Given that Y; is an £f-supermartingale, we can observe by this construction
of driver fu (A, Yy, ) = f(As, Ys,b) + n(Y; — Y)* that, for all n € N and for
all t € [0,T], by the time-changed comparison theorem again, we have:

EYr |G <Y <Y, (4.8)

In this way, we see that (Y;")nen and (¢} )nen are bounded in respective
spaces.

By (4.8), we can denote A} = nf(f Y, — YT ds = nfot Y, — Y|ds =
n fg (Y, —Y")ds. We have thus constructed a “penalised sequence” expressed in
(4.6).

We note for a fixed n € N, A} is a non-decreasing process with respect to ¢.
We denote by C' the common bound for all sequences, which changes it values
and potentially depends on 7', and we obtain:

B[ 147 ] = n?E[(/OT Y.~ (ds) ]
<ow[( [ w-vepas)]

<C.

This shows that (Y"),en converges to Y; almost surely as n — oo. We
can also derive the convergence in Sé (0,T) by applying dominated convergence
theorem. In addition, we can obtain that E[fOT |FX, Y, ¢M)? ds] < C, and
here C' is the (new) common bound.

Note here that we have obtained the boundedness of (f(Xs, Y, ¢"))nen,
(Y )nen and (67 )nen in respective spaces based on the following assumptions
on f:

1
2

£V 00| < K2+ Ko [ lonlPalivias)
f(>\sa Y;n7 (07 0)) =0

(4.9)

Here it is sufficient that constants K; and K5 do not depend on n. We will
make use of these assumptions when we prove Theorem 4.3.3.

We can thus find subsequences of (¢¢)nen and [ := (f(As, Y7, @7))nen that
are weakly convergent to ¢; and g; in respective spaces. Then for each stopping
time 7 € [0, T, the weak convergence holds in their respective spaces:

/OT f;lds—>/0798d8, /()T/R¢?(u)u(ds7du) —>/OT/R¢S(u),u(ds,du).

We can rewrite the BSDE into a forward SDE:

A =vg =Y [pass [ ornas.au,
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and we denote the weak limit for A™ as A. Since A is equal to its predictable
projection, it is predictable. Thus we have:

A’T’%AT::YOfYTf/ gsder/ /d)s w(ds, du),
0

and since A and its predictable projection coincide in any stopping time, they
are indistinguishable. And we have thus established (4.7).

Step 2. Our focus now is to prove (¢})nen converges to ¢ in the strong
sense, and by this result, we would be able to show that fI' converges strongly
to f; in HE(0,T)) for all p € [1,2). This convergence is particularly important,
given that we are now dealing with non-linear expectations.

We apply 1t6’s formula, see Theorem A.0.17, to (Y;" —Y;)? on a given subin-
terval (o, 7], where 0 < o0 <7 < T and o, T are two stopping times.

/ 167(0) — 64 (0)” APds + / [ 16200 = 000 Al =

(vy-v.)’ —(YJ—YU) w2 [ a0 - vads 2 [0 - voaa;
—2 [ -vaaa -2 [ o - voas,
[ T = s 207 = Yo @2) = o) s, du)

We take expectation on both sides, and since ¥;* —Y; < 0, we can thus derive
the following inequality:

/|¢>" (0)? ABds+/ / o™ (u s(u)|2>\fu(du)ds}

gE[|Y:‘—YT| | +26 / 17 = gl Y2 = V] ds]

+2E[/T(Ys” ~ Y.)dA,]
e " (4.10)
:E[|YT"—YT|2}+2E[/ 12 = gl Y2 = V] ds]

+2E / A(Y" — Y,)dA,)

Given that A terms have jumps, we obtained the last two terms in (4.10) in
the following way:

B [ - voda] =B[ [ (00 - ¥ - 07 <Y + (002 — Vi)l

B [Ta0z -voaa] + [ [Tz - viaal,
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The first term on the right hand side of (4.10) goes to 0, and so does the
second term. To see the latter, we apply Holder’s inequality and obtain:
T T 1
E|:/ |f;n799||ysn7Y9|dS:| SCE|:(/ (st Y) d5)2} 07

(o2

since we have that f;* and g; are bounded by C.
The last term on the right hand side of (4.10) also goes to 0 almost surely.
We note that since (Y;*),en is non-decreasing, for all ¢ € [0, T7,

N P R

Then by

E{/OT |v.L —Y;—’dAs:| < [E{SSP(YS{ _YS_)QH% [E[ATF}% o

we can apply the dominated convergence theorem and conclude that

E{/(O,T] v —st|dAS] =0

The only remaining term on the right hand side of (4.10) is the jump term.
But this is tricky as in our setting we have jumps both from the cadlag process
A as well as the (conditional) Poisson integral.

Now we recall a classical result. For an increasing predictable process A, we

can decompose it as a sum of continuous and a purely discontinuous process:
Ay = AS + A?. Given a cadlag martingale N that is bounded in L?(, G, P),
then for any stopping time 7 € [0, T):

E[/ AN,dAS = o]. (4.11)
0
And for any predictable stopping time 7 € [0, T]:

/ AN, dAd} E[ 3 AN, AAd} (4.12)

0<s<7

Recall in Lemma 4.2.1, we have constructed a sequence of predictable stop-
ping times {og, 7}, K =0,1,2,..., N with 0 < o < 7, < T such that

(1) (o5, 751N (on, 7] = @ if j # K
(i) B[SAolmk — onl(@)] > T — ;
(i) S0 B Xy crcn (BA02] = TN B[ 5, crcr, (A492] <6

Now we denote N; = fot Jg- 102 (1) — ds(u)] H(ds,du) and as mentioned
earlier, N; is bounded in H%(0,7,v). Since (b?( ) and ¢¢(u) are bounded in
T by C, by applying the inequality (a + b)? < 2(a? + b?), we can obtain the
following bound:

E[ sup |Nt\2} < 4cC. (4.13)
0<t<T
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Another observatlon we can make is that, jumps in Y; come from both the
Ay and [o. ¢ (u)H(dt, du) terms whereas in Y,”, A} is continuous and jumps

are caused by the Jg- 07 (w)H H (dt, du) term only. It follows:
AY] —Y) = AA + AN,
Thus, by a convenient choice of stopping times, {ok, 7%}, k = 0,1,2,...,N

with 0 < o < 7 < T, which is guaranteed by Lemma 4.2.1, we can obtain:

N T

QE[];)/U A(Y? st)dAs] - QE{EN:/UT’C(AASJrANs)dAS]

/ AAS+ANS>dA§] (by (4.11))
=07

_ ZN: / AA, dAd] E[ / " ANsdAg]
— =0 Ok

k=0 0, <s<Ty

Here we applied Hélder’s inequality to obtain the last inequality.
Now we apply property (iii) of these stopping times as the following, for

€6 >0:
al d €252
SE| X (A < gragy <L

o <t<Tk
Combining with (4.13), it follows:

252 252 % 1
2E[ZO s N YS)dAS} = 2[64(6054— nt (64(6054— 1)) 2C2]
{249

and we have thus shown that

/ |67(0) — ¢5(0)[? ABds+/ / |67 () — ds(w)|* AT (du)ds| < €.
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Note this result will provide us with a strong convergence in measure. To
be more specific, we denote by m the Lebesgue measure on [0, 7], then we have

C =

mx P{(s,w) € |J (n(w), ()] x Q1 92(0) = 6, (0) = 6} < e,

k=0

N
m x P{(s,w,u) € kL:JO(Uk(w),Tk(w)] x O x R*:

[ 163() = 6u) Miv(du) = 6} < o
The fact that B[S [ — ox](w)] > T — € implies that for n big enough,
mx P{(s,w) € [0,T] x 21 62(0) - 6, (0) = 8} < 2,
mx P{(s,0,u) € [0.7] x Q0 x B - /R 62() — 64(u) P A u(du) > 5} < 2
Tt follows that for § > 0,

lim m x P{(W) €[0,7] x Q: [¢"(0,w) — ¢5(0,w)|> > 5} —0,

n—oo

lim m x P{(s,w,u) €[0,7] x Q x R* :

n—oo

[ 1650 = ouel M) 2 5} =0
5

We have thus established strong convergence in L? ([0, T] x Rx 2, Bx x P, A x
P) for p € [1,2) where sequences ¢} are uniformly integrable.

Step 3. With the strong convergence established, we can find a strong
convergence of (f(Xs, Y], ¢7))nen to f(As,Ys, @) in HE(0,T) for p € [1,2), by
the Lipschitz conditions and Minkowski’s inequality:

£ As, Y 05) — f(As, Y @5)llp < ClIYS = Y5) + (95 — &) lp
< COIY = Ysllp + |67 — &sllp
— 0.

By the uniqueness of weak limit, we have

t t
/ gsds = / fsds.
0 0

We can thus conclude that

T T
YthT+/ f(As,Ys,¢s)ds+AT—At—/ /R@(u)u(ds,du),
t 0

and the result is established. O

By applying the same proof, we can obtain a similar result for £-submartingales,
which is stated in the following theorem.
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Theorem 4.2.3 (Doob-Meyer Decomposition for €;-submartingales). Suppose

we have a driver f that satisfies assumptions in Proposition 8.1.1. Let (Y;)o<i<T €
Sé (0,7). If (Yi)o<t<t is an Ef-submartingale, then there exist a process (¢¢)o<i<T €
T where ¢r = (6(0), pe(u)) for u € R* and an increasing cadlag process
(At)o<t<T, predictable with respect to filtration G, with Ay = 0, and E[A%] < oo
such that

y, = YT+/ Fs Yay 6)ds + (A, — Ar) — //¢ p(ds, du)

:YT+/ f(/\s,Ys,gés)ds+(At—AT)—/ modB, — / lo(u) H(ds, du).
t t R*

t

Moreover, processes ¢ and A are unique in their respective spaces.

Now we derive a corollary from the above two theorems, such that we can ex-

. . +C.C1 .
press a general E-supermartingale (or £-submartingale) as an &€ -martingale
(or £-C1-martingale). We follow Corollary 4.3 from [Roy06].

Corollary 4.2.4. Let £ be a £ -dominated, additive and filtration-consistent

non-linear expectation. Given process (Yi)iejo,1) € 55(07T), and if it is a E-

supermartingale (or €-submartingale), then there exits an increasing predictable
. =C,C .

process A (or A') such that Y + A (or Y — A’) is an € "' -martingale (or

ECC1martingale).

% Proof. We give a brief proof for the £-supermartingale case. Same argument
can be applied to the £-submartingale situation.

Given (Y3)ico,r] € S&(0,T) such that it is a E-supermartingale. In the
meantime by the assumptions, we have £ is £©°¢1-dominated. By Proposition

4.1.5, we have
001

1G] <€lE]G] <V

This shows that Y; is an E ' 1—supermaurtingade. Then we can apply Theorem
4.2.2 and obtain

Y, = YT+/ Foon(As; s)ds + (Ar — Ay) / /¢s p(ds, du),

then we see
Y+ A = (Vi + Ap) /fccl wqx)ds—/ | utwntas.aw.

Since ?C,CH is independent of Y, and by the uniqueness of solution, we see

=C,C
that Y; + A, is an £ '-martingale, and the proof is complete. O
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4.3 Decomposition for £-supermartingales

In the previous section, we establish decomposition of £y-martingales with a
given driver f. In order to prove the Inverse Theorem, we need to look at
martingales with respect to a general non-linear expectation £ without a given
driver f.

This result is first established by authors in [Coq+02] in the Brownian mo-
tion setting, three years after Peng proved the result in the previous section
in [Pen99], and later extended to the setting of BSDEs with jumps in [Roy06].
Similar with the previous section, we need to adapt the classical arguments in
our time-changed setting.

As mentioned earlier, one of the most important arguments for this result
is to express the non-linear expectation martingales as conditional non-linear
expectations. This gives rise to new challenges, since it requires showing that
such representation is unique, and there also needs to be a comparison theorem
in the corresponding, conditional non-linear expectation form.

The first proposition, based on results from the previous section, enables us
to construct BSDEs for general £-martingales. It corresponds to Proposition
4.4 from [Roy06] in the classical setting.

Proposition 4.3.1. Let (Y;):eo,1), (2)t€[07T] € 53(0,T) such that they are
E-martingales. Then there exits functions g,g and processes ¢,$ € T such that

T T
Y, =Yr —|—/ gsds — / os(u)p(ds, du),
t t

T T
Y, =Yr+ / gsds — / ¢s(u)p(ds, du).
t t

Moreover, B R R
fC,Cl ()‘S?¢S - ¢S) <g- ./g\ < fC7C'1 ()\87¢S - ¢s)

Proof. Note here Y and Y are their cadlag modifications, as mentioned earlier.
We apply Corollary 4.2.4 to Y, and obtain processes A and A’.

T T
Vo= Ye+ [ TooGeodds+ (ar =) = [ [ ouwufas.dn

T T
Ye=Yot [ JooOudids (4= A7)~ [ [ 6 wn(ds,du)
t t R
By this result, we have:
d); = ¢t7
fo.on (A, ¢p)dt — dA] = fo o (A, ¢p)dE + dA,

This shows us
dA; +dA; = (fo,.o, (M dr) — 70,01()\:57 ¢¢))dt

SON/AP|+ (€1 =€) [ (1 Al (vl N

+(C1=Cy) [ (1A Juo(pwidu)y/3F |ar

- [20
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By this we see A and A’ are both cadlag, and we write that dA; = a,;dt and
dA} = a,dt. Given that

/ (1A [u])ba () (du) VAT = / (LA Jul) ¢ (u)(du) VAT
R* R*
= [ @A o pldVAT

we can construct the driver g in the following way:

0= G [ @Al sppld) VAT + Lo, + al) - o,
= LG [ o) VAT + 5o — ),

Clearly this satisfies our requirements in the proposition. We apply the same
construction to Y, and the result follows. O

One direct consequence of the previous proposition is that we can obtain
cadlag modifications for the general non-linear conditional expectation.

Corollary 4.3.2. Let £ be a £ -dominated, additive and filtration-consistent
non-linear expectation. Then for any & € L*(Gr) and h € Hé (0,T), the process

5[{ + ftT h(s)ds | Qt] admits a cadlag modification.

Proof. By additivity we obtain

e[u/fh(s)dsmt] :5[5+/0

_ 5[§+/0T A(s)ds | G| - /Oth(s)ds.

T

h(s)ds — /0 “h(s)ds | A

Then we apply Proposition 4.3.1, and the proof is complete. O

The following theorem is the generalised version of Theorem 4.2.2 in the
sense that we are now dealing with general £-supermartingales with a given
driver f, whereas in Theorem 4.2.2 the driver f is given.

Theorem 4.3.3 (Doob-Meyer Decomposition for £-supermartingale). Let &
be a £ -dominated, additive and filtration-consistent non-linear expectation,
and (Yy)iejo,r) € S3(0,T) such that it is an E-supermartingale. Then there
exits an increasing cddldg predictable process (A¢)icjo,r) such that Ag = 0 and
E[A%] < oo and that (Y; + At)iejor) is an Ep-martingale, namely, Yy + Ay =
ErlYr + Ar | Gl

Proof of Theorem 4.3.3 requires a similar argument used in the proof of
Theorem 4.2.2. But before we start working on the proof, we need the following
two lemmata to fix some technical issues. They correspond to Lemma 6.1 and
6.2 from [Coq+02] in the classical setting and we adapt the classical arguments
to our new, time-changed setting.

Lemma 4.3.4 (Existence of unique solution). Given a function h : (Qx[0,T] x
R) — R such that for a constant K >0
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(i) h(t,w, X, y) € HE(0,T), for all y € R;
(i) [h(t, A, y1) — h(t, A\, y2)| < K |y1 — y2| for all yr,y2 € R.

Then given a terminal condition & € L?(Gr) the following type of equation
—_ T —
Y, = g[g +/ (s, As, Y3)ds | G (4.14)
t

has a unique process {?t}te[O,T] solution in Sé(O,T), and it admits a cadlag
modification.

# Proof. We prove this lemma by first showing the following G-adapted map-
ping ®(y(w))(t) : L*([0,T] x Q, Bjo,) x Fym x P) L2([0,T] x Q, Bjo,r) x

F,m x P) is a contraction:

(y(@))(1) = £[e + / b hn)ds |61

We denote Y (t) == ®(y;(w))(t) and Y(t) = ®(y2(w))(t). Then by the prop-
erties of £9°¢1-domination and additivity, and basic property of BSDEs, we
obtain:

V() = Va(t)| < [ECC[T1(t) — Valt) | Gil| v ‘30*01

<ECAY1(t) — Y2(t)| | G

[Y1(t) = Ya(t) | G

; :

T
S 50701 / |h(3, )\S7y1(8)) — h(S; )\S7y2(s))‘ ds | gt‘|
t

T
= 00 / h(s, As, y1(5)) — h(s, As, y2(s))ds
t

. T
<goo / K|y — yo|ds | Qt]
t

T
= KSC,CH [/ |y1 — y2| ds | g;|
t

Equality in the final step is a result of Lemma 4.1.4, where we used the properties
of the BSDE associated with £°:¢1, since fc,c, is independent of y. Now we
recall Corollary 4.1.7 and obtain

E[|71(t) —?z(t)ﬂ < K?E

T 2
£G4 [/ ly1 — 2| ds | gt} ]
t
T 2
([ o —wias) ] (115)
t
T
/ Y1 —2/2|2 d3]~
t

< K221CH+D)(T-0) g

< K2e(2(|C|+1)2)T(T ~1)E
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We used Holder’s inequality in the last step. This implies

T 2
/ ly1 — v dS] :
t

Now we pick a time interval n > 0 such that K2e(2(|c‘+1)2)T772 < 1, then
® on this interval [T — 7, T] is a contraction, and therefore there exits a fixed
point such that it solves (4.14).

Once this is established, we just need to repeat this procedure over the whole
[0, T'] time interval and find a solution. For ¢ < T'—n, we can define the mapping

® in the same way, and & == £ + fﬂ?—n h(s,ys)ds, then we have:

T
E / ]?1(t)—?2(t)]2ds < K2eQUCHDIT(T _ 42 |
t

T

ey)® = [(e+ [ M&M%ma+lp%@&wmwmq

T—n
T—n

—eles [ hs s | 61
t

By the same computation as before, we obtain:

E

T
l/!Y«ﬂ—yxwfm]sx%ﬁﬂ*ﬂ“WT—t—mZ
t

T—n 9
E / ly1 — ya|” ds|.
t

In this way, we can find a solution by iterating over the whole [0, T] interval.
Suppose Y7 and Y, are two solutions we find in this way, then by (4.15), we

have:
r 2
/ ly1 — yo|“ ds|.
t

and this implies Y7 = Y5 and we have thus shown uniqueness of solution.
Finally, by applying Corollary 4.3.2, we conclude that the solution of (4.14)
admits a cadlag modification and the proof is complete. O

E[|Y1(t) Y ()?] < K2eUCHDITT |

Now we establish a comparison theorem for the conditional £-expectation
expressed as in (4.14).

Lemma 4.3.5 (Comparison Thoerem). Let Y be the solution of (4.14) and let
Y be the solution of

— T —/
Y, = g[g’+/ (s, As, Y0) + Glds | Ge.
t
Here & € L2(Gr) and ¢ € H2(0,T). If

&>¢ >0 dP xdt-a.s. (4.16)

then we have L
Y,>Y,, dP xdt-as. (4.17)

Moreover, (4.17) becomes equality if and only if (4.16) takes equalities.
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% Proof. Proving this lemma requires adapting to the time-changed setting the
classical argument used in Theorem 6.2 in [Coq+02]. First we assume ¢; = 0,
then we define, for each § > 0, the following stopping time 7 and its corre-
sponding set A%:

=inf{t >0, Y, <Y, -0} AT,
A= {1} <T}€Gy

Then we see if for § > 0, 79 = T, then we can conclude that (4.17) holds.
Now we can assume rather for some § > 0, P(A°) > 0. Then we can define
another stopping time 75,

Ty == inf{t > 77; ?; >V}
Since Y/T =¢' > € =Y, we can conclude that 75 < T, and that ]lA(‘?/Tz =
145Y ,,. Then for t € [{, 73], by definition
T2
]lA5?:5 :g|:]lA6?-,—2 +/ ]lAsh(S,)\s,]lAcE?;)dS | gtj|
t

T2
]1A5?t :g|:]lA6?,,—2 +/ ]lAsh(s,)\s,]lAa?s)ds | gti|
t

By Lemma 4.3.4, solutions of the above two equations coincide. This means
]lA(s?ITis = 1A5?Tf a.s., and this is a contradiction to P(A%) > 0.

Now we consider generally (; > 0. To do this, we first construct a sequence
of V) forn = {1,2,3,...}, i = {1,2,3,....,n — 1} and t € [E M) as

n’ n

solutions of

. T T .

Yt =& |:§’_~_/ Csd8:| —|—/ h(S7>\S7Yt’)d8 | gt‘|
iZ t

Yo =¢.

Then by the additivity, we can rewrite the above equation into

(i+1)T (i+1)T
—n n
vi_e ]

Fowr + [ 7 cas]+ [ 7 nsa¥as |6,

for t € [E M)

n’ n
Now we consider a small time interval ¢ € [%,T). Here Y can be
written as (4.14) with the same function h but a different terminal condition:

T
=g [ Gz ze
(n—1)T
Then by the proof in the first part, we can conclude that ?? > Y, on the
interval ¢t € [W,T). We note in particular, Y'n-vr > Y (n_1yr on the left

n

point of the interval.
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This result allows us to iterate over all i = {1,2,3,...,n — 1} as t €
{%, w» and conclude that Y, >, for all t € [0,T].

What remains to show is the fact that ?Zl converges to Y'. Once again, we
look at an interval ¢ € [%, %) With correspondingly big enough constants

K; and the Lipschitz constant K from Lemma 4.3.4, we can follow the same
procedure as in Lemma 4.3.4 and obtain the following result:

. 12 t T 2
E ‘Yt Y| | <K E (/T |(S\ds+K/ |y1—y2|ds)
L t
t 2 T 9
<K, E 2(/T |§S|ds) +2K2(T—t)/ ly1 — y2|? ds
17 t

Now we apply Schwarz’s inequality, and for ¢ € [0,T) we have:

E||Y, -7,

’—n —r2

< m% E[/OT G ds| + 262 KT E[/tT 1 = 1l ds]

Then we can apply Gronwall’s inequality and obtain the convergence. We can
I
thus conclude that Y, > Y.

Finally, we need to check when (4.17) becomes equality, (4.16) take equali-
ties. We can no longer follow the proof in [Coq+02] to prove this point, as we

do not have continuity for Y and Y'. We assume &>¢ ¢G>0and Yy = ?:].
Then we can see:

T T
5+/ h(s, As,Ys)ds < ¢ +/ [h(s, A, V) + Colds
0 0
Yet in the meantime, given Yy = ?g, by definition we have

g[g+/OT B(s, A V0)ds | G| = Vo =V = 6[5’+/0T[h<s, A V) +¢ds | G .

By the strict monotonicity of non-linear expectations, we conclude

T T
5+/0 h(s,AsYs)ds=§’+/o [1(s, As, V) + G ]ds.

We have thus shown that £ = & and {; = 0 dP x dt-a.s., and the proof is
complete. O

Now we are ready to prove Theorem 4.3.3.

% Proof of Theorem 4.3.83. Much of the hard work has been done in the proof of
Theorem 4.2.2, and in this proof we will adopt a very similar approach, with the
only difference being that we now express the processes as non-linear conditional
expectations. We now give a sketch of proof by adapting to our time-changed
setting the classical argument used in Theorem 4.5 in [Roy06].
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Similar as in the proof of Theorem 4.2.2, for a given £-supermartingale Y,
we construct

T
vr = gvetn [ (V- ¥ s |G,
t

and define A} :=n fot (Y; — Y™)*ds. By the comparison theorem established in

Lemma 4.3.5, we conclude in the similar way as in the proof of Theorem 4.2.2

that (Y;"), is an increasing sequence and Y <'Y; for alln € Nand all ¢ € [0, T].

This implies that (Y;*), converges almost surely to a certain limit, and what

remains to show is that this limit can be expressed as a non-linear conditional

expectation, and that this limit indeed coincides with our £-supermartingale Y.
Because Y;* <Y, for all n € N and all ¢ € [0, 7], we can rewrite

t t t
Af:n/ (YS—YS”)ers:n/ (K;—l@")ds:n/ |Ys — Y| ds.
0 0 0

For 0 <t <r <T, we apply Lemma 4.3.4 and find the unique solution for
Y =€ [an +n ] [Yo—YDI|ds | gt}. By additivity of the non-linear expecta-
tion, we have

YR+ Ap = E[Y 4 AT Gl

and this satisfies the definition of an £-martingale.
Then we apply Proposition 4.3.1 to Y, + A} and construct a corresponding
BSDE as the following

T T
Y A" = Vi 4 AT 4 / g (A)ds — / / 67 (u)p(ds, du).
t t JR
Here we note fo,c, (5, As, 98) < g0(As) < foc (5, As, 93).

Now we manipulate some terms on both sides and obtain the following

VP = Ve +/tT (d200) 4 m1Ye - 2 Jas - /tT/quzw)u(ds,du).

The only difference here from the proof of Theorem 4.2.2 is that now the
driver gf* also depends on n. But given that fo o, (s, A5, ¢7) < gl'(As) <
fe.c. (s, As, ¢7), this does not pose any problem, as we have discussed in (4.9)
in the proof of Theorem 4.2.2. For a detailed discussion of this condition, we
refer to theorems 4.1 and 4.5 in [Roy06].

We can thus proceed as in the proof of Theorem 4.2.2, and then conclude
that Y™ converges almost surely to Y, and obtain an increasing, predictable
cadlag process A, such that A™ converges almost surely to A.

Finally, we need to show that the limit of Y™ can indeed be expressed as a
non-linear conditional expectation. We note

= |e[ve + A - A7 1G] - €[V + A - 416

|

< CIHDA(T—1) E[ (A% — A7) = (Ar — A ]

Yt"—S[YT-I-AT—At|gt]

Then we apply Corollary 4.1.7 and note

E

€[ve + A — A7 1G] — €]vr + Ar - 4,1 6]
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Therefore, by this convergence, there exists a subsequence of (Y;"),, we denote
also by (Y;"),, that converges almost sure to &£ {YT + Ar — Ay | Qt}. Since Y™

converges almost surely to Y, by the uniqueness of limit, we conclude that Y;
coincides with this process and thus obtain that

Y, =¢ YT+AT_At|gt]

And the proof is complete. O
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4.4 Proof of the Time-changed Inverse Theorem

With all the above results in place, we are ready to prove the Time-changed
Inverse Theorem, see Theorem 4.0.1.

® Proof of Theorem 4.0.1 . We take three steps to prove the Time-changed In-
verse Theorem. In the first step, we construct a function f from an £-martingale,
given that the non-linear expectation & is £%°¢1-dominated and has additivity
property. We show that f is well-defined and bounded between ?C,Cl and foc,-

In step two, we check that the operator £; derived from our constructed f is
indeed a non-linear expectation. This would follow naturally from assumptions
on the driver f.

Our last step is to show that £ coincides with £, and this completes our
proof.

Step 1. Given that & is £9°“1-dominated, we consider a deterministic ¢ €
®, where ® is defined in (ii) in Definition 0.2.6, and we consider a process in
the following form:

Y = —tfocy (s do) / / do(w)u(ds, du). (4.18)

Here we note that ¢g € Z, where 7 is defined in (i) in Deﬁnltlon 0.2.6. Then we
conclude that, for a BSDE associated with (fc.c,, Y, ) there exists a unique
solution. By the uniquess of solution for BSDEs, we have that

(Yz, de) = (Y™, o)

We note Y is an £9°¢1-martingale, and by the £9°¢1-domination property, it is a
E-supermartingale in Sé (0, 7). Apply Theorem 4.3.3 to Y and then we can find
an increasing predictable cadlag process (A¢)epo,r) such that Ay = 0,E[A2] <
oo and (Y; + At)iepo,7] is an E-martingale.

In the meantime, Proposition 4.3.1 allows us to construct from £-martingale
(Y: 4 At)iepo,r) a function f(As, ¢o) and process ¢ such that

Y, 4+ A, = Y¢O+AT+/ £ul g,qbodsf/ /¢> u(ds, du).

Here, 7 R R
fC’Cl ()\Sa ¢s) S fs()\57 ¢0) S fC,Cl ()\Sv ¢s)7
and given (4.18), we conclude:
t
A= [ Fusdo)ds — thec,
0
;5 = d)Ov
and f is well-defined.

Step 2. We check that & is indeed a non-linear expectation, by Proposition
3.1.1. We conclude it is so, because:
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(1) f(ta /\7 (Oa 0)) =0 as ?C’Cl ()\s, ¢0 S f()‘sa ¢0) S fC,C1 ()\3, ¢)0)a
(ii) f satisfies all other conditions, thanks to Proposition 4.3.1.
We have thus shown that & is indeed a non-linear expectation and it is

£YC1_dominated and additive, since f is independent of Y.

Step 3. Now we show that £ coincides with €. To see this result, we first
claim that for processes ¢ € Z, for all » <t € [0,T], we have:

e[~ | OB + / t [ duwuasan [ 6] <0 (419)

From the previous argument and the construction of f, for all r < ¢ € [0, 7], we
have the martingale property and can thus obtain:

t t
(€|:*/ fS(As7¢O7s)+/ /¢075H(d5,du) | gT‘:| =
r r JR (4.20)
6[()/15% + At) - (Yr + Ar) | gr} = 0.
Now let {A;}Y, be a G,-measurable partition of 2, then we consider {¢;},
with ¢; defined in the same way as ¢y, by Lemma 4.1.9 and the fact that
fs(Xs,(0,0)) =0, it follows:

5[—/tfs()\s,§:¢i,s]lAi)+/t/R§:¢Ls]lAi/J(ds7du) | gr] -
" i=1 r IR
g[i:mi(—/: fs()\sv@‘,s)+/:/Ri::¢i,su(ds,du)) |gr] -

N

;]IA“SK/ths(/\m(bi,s)+/:/}Ri_v:¢i73u(d5,du)) 1G] =0,

We obtain the final equality by (4.20). In this way, we have shown that (4.19)
holds for any simple function in Z. Now we apply Corollary 4.1.7, and the fact
that f is Lipschitz with respect to ¢ € Z gives us dominant convergence which
enables us to establish (4.19).

Finally, we prove that £¢[¢] coincides with £[¢] for all £ € L*(Gr). Now we
consider the following BSDE:

—dY; = fi(Ae, ¢p)dt + ¢i(u)p(dt, du)
R+

Yr=¢

Here £ € L?(Gr). By the definition of f-expectation, £¢[¢] = Yy. On the other
hand, by applying (4.19), we can obtain:

€lé] —E[Yo—/OT fs(As,¢>s)ds+/OT 8 ¢S(u)u(dsdu)}

T T
=Y +¢& { - / Js(As, ds)ds + / ¢S(u)u(d3du)}
0 0 Jrx
= Yo = &l[¢].
The proof is thus complete. O
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Conclusion

This thesis sets out to establish the connection between dynamic risk measures
and BSDEs with jumps driven by time-changed Lévy noises. As mentioned in
Introduction, the natural link between them is the non-linear expectation.

In Chapter 1, this thesis reviews definitions and mathematical properties of
both static and dynamic risk measures. Here we also recall basic definitions
and theories of BSDEs with jumps. Several important results, such as the Exis-
tence and Uniqueness of solution for BSDE, see Theorem 1.2.1, and Comparison
Theorem for BSDEs with Jumps, see Theorem 1.2.13, are also included in this
chapter.

Chapter 1 establishes the link between dynamic risk measures and BS-
DEs with jumps under the classical framework. By Proposition 1.3.2, we are
able to characterise a non-linear expectation via the associated BSDE. On the
other hand, Proposition 1.3.9 shows that we can define a dynamic risk measure
through a non-linear expectation. Theorem 1.3.11 gives a specific representation
of dynamic risk measures associated with a BSDE that satisfies our assumptions.
By this line of argument, given a BSDE, we are able to generate a corresponding
dynamic risk measure.

To represent a given dynamic risk measure, under reasonable conditions, by
a BSDE with jumps is considerably more difficult. In Chapter 1, we recall the
Inverse Theorem from [Roy06], see Theorem 1.3.8, without giving a detailed
proof. This is because this result is much more difficult than it appears to
be. In order to prove this theorem, it requires establishing the Doob-Meyer
Decomposition for non-linear expectation martingales. The classical argument
for the decomposition is no longer relevant here, since it relies heavily on the
linearity of ordinary expectations.

In this way, Chapter 1 provides us with all the key elements in this thesis
that we can develop further in our time-changed setting in Chapter 3 and 4.

Chapter 2 starts by recalling basic theories of the Change of Time Method
(CTMs) as well as two of the most widely studied time change processes, namely,
subordinators and absolutely continuous time changes. According to a well-
established result in the literature, see Theorem 2.2.12, a subordinated Lévy
process remains a Lévy process. This makes our job of investigating properties
of BSDEs driven by subordinated Lévy processes conceptually easier, because
now we are back in the classical framework discussed in Chapter 1. In the
meantime, given the original process, Proposition 2.2.13 enables us to compute
the characteristic triplets for the subordinated Lévy process, under the condition
that the original process and the subordinator are mutually independent.

Things are trickier with absolutely continuous time changes, as time-changed

95
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Lévy processes in such cases may no longer stay Lévy processes. Theorem 2.2.19
shows that, given all the necessary assumptions, we can use absolutely contin-
uous time change processes to construct processes with conditional stationary
independent increments. Similar with subordinators, we would like to be able
to figure out the characteristic triplets for the time-changed process based on
those of the original process. Theorem 2.2.20 tells us that we can reduce this
problem into finding the closed form of the Laplace transform of the time change
process, provided that it exits.

In the Section 2.3, we review the time-changed framework proposed by au-
thors in [DS14], where we define BSDEs with jumps driven by time-changed
Lévy noises. Given the conditional stationary independent increments and ab-
solute continuity, this time-changed framework has several “nice” properties. For
example, Proposition 2.3.3 tells us that the signed measure p constructed under
this framework has the martingale property with respect to the filtration G.
Without the martingale property of u, many of the results we try to establish
in later chapters are not possible.

In general, Chapter 2 tries to approach CTMs in a more conceptual way,
in the sense that there are more examples in this chapter rather than detailed
proofs. The main reason for this is that many of the proofs for this chapter
are quite technical and get quickly bogged down in large amount of detailed
computations, something that sheds little light on the main topic of this thesis.
More examples, on the other hand, could help us develop an intuition of the
usefulness of CTMs, and gain a better understanding of the framework proposed
in [DS14].

Chapter 3 and 4 constitute the core of this thesis, and it is also here we have
put in most effort. In Chapter 3, we try to further develop the subject presented
in Chapter 1, under the time-changed framework established in Section 2.3. Cor-
responding to their non-time-changed counterparts, Proposition 3.1.1 enables us
to characterise a non-linear expectation via the associated time-changed BSDE,
whereas Proposition 3.1.4 shows that we can indeed produce a dynamic risk
measure by a non-linear expectation generated by a time-changed BSDE. In
the meantime, Theorem 3.2.4 gives us a specific representation of dynamic risk
measures. In this way, we can define a dynamic risk measure in accordance with
the associated time-changed BSDE.

But Chapter 3 only tells half of the story. To establish a mutual connection,
we need to be able to represent a given dynamic risk measure by time-changed
BSDEs with jumps, under general enough conditions. We devote the entire
Chapter 4 to proving this important Inverse Theorem, see Theorem 4.0.1.

This is an important result as much as it is a difficult one. We have to rely on
ideas from [Pen99], [Coq+02] which proved this result in the Brownian motion
setting, and [Roy06], which generalised it in the setting of BSDEs with jumps.

To prove this theorem, it requires first establishing the Doob-Meyer Decom-
position for f-expectation martingales. This is difficult, because, as mentioned
earlier, the classical argument is based on the linearity of ordinary expectation,
something we no longer have with our non-linear f-expectation. To solve this
problem, we adapt to the time-changed setting the method used in [Pen99],
namely, to construct a so-called “penalised” sequence and push it up so hard
that it finally converges to a supermartingale with respect to the f-expectation,
see Theorem 4.2.2 for details.
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The second step is to obtain the decomposition for a general non-linear
expectation, and here we no longer have a given driver f. The key element
in this step is to express the “penalised” sequence in the form of conditional
non-linear expectations, and in order to show convergence, there needs to be a
comparison theorem in the corresponding form, see Lemma 4.3.5 for details.

Results from the previous steps enables us to prove the time-changed Inverse
Theorem in Section 4.4, and we have thus achieved a full connection between
time-changed BSDEs and dynamic risk measures.

One thing in particular that we would like to point out is that, all the
results we obtain in Chapter 3 and 4 are adapted to the filtration G. This is
a big, technical filtration that includes “anticipating-information”, which is the
entire history of the time-changed noises that we use to generate the BSDEs.
In applications, we can still solve an optimal control problem with a classical
performance functional, and this is achieved by projecting the results we obtain
in filtration G onto filtration I, the smallest right-continuous filtration to which
our random signed measure y is adapted. For a detailed implementation of this
idea, we refer to Section 6 in [DS14]. This can well serve as a motivation for
further developments of this thesis in terms of applications.

Another direction for further studies is to investigate other types of time
change processes and see if our results still hold. We have benefited immensely
from the “nice” properties of our current framework, such as continuity of the
time change process and martingale property, as mentioned earlier.

These are all ambitious and promising projects for future studies, but at the
moment they are, regrettably, beyond the scope of the present thesis.
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Appendix A

Elements of Stochastic
Processes and Calculus

Definition A.0.1 (Progressively measurable processes). Suppose (Ft)ie[o,00)
is a filtration on the probability space (€2, F), where X is a stochastic process
with values in (F,£). Then X is said to be progressively measurable if for every
t € [0,00), the map (s,w) — Xs(w) of [0,¢] x Q into (E,E) is measurable with
respect to the product o—algebra B([0,t]) ® F;.

Definition A.0.2 (Class (D)). A right-continuous uniformly integrable super-
martingale X is said to be of class (D) if the set of random variables (Xr7)7rer
is uniformly integrable (where T is the set of all stopping times).

Definition A.0.3 (Potential). A non-negative, right-continuous supermartin-
gale X is called a potential if lim;_, o, E[X;] = 0.

Definition A.0.4 (ﬁpspaces). For M a martingale and p € [1,00), write

1Ml = 1M lp = Elsup | M |]HP.

Here || - ||, denotes the norm in LP. Then HP is the space of martingales such
that

1M |5, < o0

Theorem A.0.5 (Doob-Meyer Decomposition: Class (D)). Suppose Z is a
potential , defined in Definition A.0.3, of class (D), defined in Definition A.0.2.
Then there is a unique predictable integrable increasing cadlag process A € Ag
such that Z is the potential generated by A. That is, upto indistinguishability,

Zy =E[Awx | Fi] — Ay

Here .Aa' denotes the set of adapted (with respect to the relevant filtration),
integrable and increasing processes that starts at 0 at t = 0.

Definition A.0.6 (Predictable quadratic variation). For M € H? where H2 is
defined in Definition A.0.4, we denote by (M) the unique predictable increasing
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process in AJ given by Theorem A.0.5 the Doob-Meyer decomposition of the
class (D) potential X defined by

X, = E[M2 | F] - M2
The process (M) is called the predictable quadratic variation of M.

Definition A.0.7 (Compensated Poisson Process). The process N defined by
]\~ft = N; — At is a martingale, and is called the compensated Poisson Process.

We call A the parameter of the Poisson Process and At the compensator of
the increasing process N.

Definition A.0.8 (Semimartingale). A process X = {X;};>0 is a semimartin-
gale if it has a decomposition of the form

X =Xo+ M + 4,

where M is a local martingale and A is a cadlag adapted process of almost
surely finite variation, and My = Ag = 0. Clearly, semimartingales are cadlag
and adapted.

Definition A.0.9 (Evanescent Sets). Suppose A is a subset of [0,00) x € and
that 1 4(¢t,w) = 14 is the indicator function of A. Then A is said to be evanes-
cent if 1 4 is indistinguishable from the zero process.

Definition A.0.10 (Stochastic Intervals). Suppose S and T are maps Q —
[0,00] and S < T a.s. The (half open) stochastic interval denoted by [S, T is
the set

{(t,w) €0,00) x Q: S(w) <t < T(w)}.

The stochastic intervals [S, T, ]S, T], ]S, T[ are defined similarly. The stochas-
tic interval

[T,7] = {(t,w) € [0,00) x @ T(w) = 1}
is denoted by [T7], and is called the graph of T.

Definition A.0.11 (Optional and Predictable o-algebras). The optional (re-
spectively predictable) o-algebra ¥, (respectively X,) on [0,00] X Q is the o-
algebra generated by the evanescent sets, defined in Definition A.0.9, and all
stochastic intervals, defined in Definition A.0.10, of the form [T, o0] for T an
arbitrary (respectively predictable) stopping time.

Definition A.0.12 (Optional and Predictable Processes). A stochastic process
{Xt}te[0,00) defined on (£, F), with values in the measurable space (E,£), is
said to be optional (respectively, predictable) if the map X : [0,00) X Q — F
is measurable with respect to the optional (respectively, predictable) o-algebra,
defined in Definition A.0.11.

Definition A.0.13 (Random measure). Suppose we are working on a proba-
bility space (€2, F, P) which has a complete, right continuous filtration (F;)>o.
We also have an auxiliary Blackwell Space (Z,3). However, we do not require
such generality as the applications we have in mind are when Z C R"™.

A non-negative random measure p is an F-measurable family {u(w, t) },eq of
o-finite measures on ([0, c0) x Z, B(]0,00)®3). A function that can be written as
the difference of two non-negative random measures is called a random measure.
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Definition A.0.14 (Infinitely divisible characteristic function). Let X be a
random variable taking values in R? with law pyx. We say that X is infinitely
divisible if, for all n € N, there exits identically and independently distributed
random variables Yl("), YQ("), Yg(n), .., Y™ such that

X=Y"+v"™ +v{ 4. . +v™  in distribution.

Let ¢, (u) = E[e!**)] denote the characteristic function of X, where u €
R?. More generally, if u € M;(R%) where M;(R?) denote the set of all Borel
probability measures on R?, then

outa) = [ ()

If 1 € My(RY) is infinitely divisible if it has a convolution n-th root uw €
M (R?) for each n € N such that, for each 2 € R?,

Bu(a) = [0 3 (@))"
Theorem A.0.15 (Lévy-Khinchine Formula). pu € My (R?) is infinitely divis-
ible, defined in Definition A.0.14, if there exists a vector b € R?, a positive

definite symmetric d x d matriz A and a Lévy measure v on R?/{0} such that,
for all u € R,

Pulu) = exp{i(lx u) — %(ua Au) + /]R [6“"’” —1- i(wy)x,;(y)}l/(dy)},

(A1)

4740}

where B = By(0), namely the ball with radius 1 and centred at 0.
Conversely, any mapping of the form (A.1) is the characteristic function of
an infinitely divisible probability measure on RY.

Theorem A.0.16 (Doob Optional Sampling Theorem). Suppose X is a uni-
formly integrable or non-negative right-continuous supermartingale with respect
to the filtation {Fi}ico,00)- If S and T are two stopping times such that S < T
a.s., then the random variables Xg and X are integrable and Xg > E[Xr | Fg]
a.s.

Theorem A.0.17 (One-Dimensional Itd6 Formula for It6-Lévy Processes). Sup-
pose Y (t) € R is an Ito-Lévy Process of the form

AX (1) = a(t, w)dt + At w)AB() + / (L, 2 W) N(dt, dz),
R
where,

N(dt,dz) — v(dz)dt, if |z|<R

dndz) = {N (dt, d2), if 12 >R

for some R € [0, 0].



102APPENDIX A. ELEMENTS OF STOCHASTIC PROCESSES AND CALCULUS

Let f € C*(R?) and define Y (t) = f(t,X(t)). Then G(t) is again an Ito-
Lévy Process and

_of of

dY (t) = B (t, X (t))dt + %(t, X (6)[ee(t, w)dt + B(t,w)dB(t)]
+ %BQ(t,w)%(t, X(t))dt
JX(E t,2) — f(t, X (t
+ [ e xe) e - sexe)
- %(t, X)), z)}y(dz)dt

+ /R{f(t, X(t7) +7(t,2)) — f(£, X(£7))}N(dt, dz).

We recall this formula from Theorem 1.14 in [0S07]. We note that if R =0,

then N = N everywhere. If R = oo, then N = N, where N is defined in
Deinfition A.0.7, everywhere.
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