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Abstract

Pricing American options is, in comparison with European options, much
more complicated. This is due to the holders of American options having
the ability to choose any day for exercising options (before or at a given
maturity time). Therefore, the problem attracts the work of many math-
ematicians. To date, there are three methodologies to solve the American
option pricing problems, namely the free boundary, the variational method
and the semilinear Black and Scholes equation. This thesis present and
study the American options pricing problem with variational method.

A significant part in this thesis aims to prove that there exists ex-
actly one solution to the American option pricing problem, namely the
value of an American option. In particular, we analyze the existence
and uniqueness of a solution for the classical penalised problem and its
improvement-the k-power penalty problem. Later, we apply the operator
splitting method for solving the power penalty problem by showing that
the solutions generated by this technique will converge to the one of the
k-power penalty problem. The analysis requires using compactness theory
as well as functional analysis and mostly deal with put options. Finally,
we wish to give a numerical testing for the results.

i





Acknowledgements

The thesis is my completion of the Master’s program Stochastic modelling and
data analyse, specialization Mathematical finance at the University of Oslo. It
has been written from September 2018 until May 2019.

First of all, I would like to thank Professor Kenneth Hvistendahl Karlsen who
not only introduced but also guided me while working on this project for almost
a period of one year. His comments, logical teachings and extensive knowledge
helped me a lot to develop a better understanding in abstract mathematics,
pointing out main problems I have to deal with. Also I would like to thank the
University of Oslo, in particular the Department of Mathematics, for excellent
staffs, support and information.

I am also specially thankful to Nirmala Eidsgård, Consultant at the University
of Oslo and to my Norwegian language teacher (prior to my bachelor program)
Jorunn Frøili, who always listen, advice and motivate me.

Also, I would like to thank all my friends specially Simina, Emma and Janice
for helping me correct the language, Tan for interesting discussions in Matlab,
Andreas and Eline’s family for their warm dinners, supporting and encouraging
me in my studies.

Finally, I am deeply indebted to my parents, my husband and my daughter.
Thank you for all your endless unfailing support and standing with me physically
and emotionally all these challenging years.

Oslo, May 2019
Giang Thi Hong Pham.

iii





Contents

Abstract i

Acknowledgements iii

Contents v

List of Figures vii

1 Introduction 1

2 The American option pricing problem 5
2.1 The free boundary problem . . . . . . . . . . . . . . . . . . . 6
2.2 The quasi-variational inequality . . . . . . . . . . . . . . . . . 6
2.3 The semilinear Black and Scholes partial differential equation 7

3 Preliminaries 11
3.1 The weighted Sobolev space . . . . . . . . . . . . . . . . . . . 11
3.2 The Black and Scholes equation . . . . . . . . . . . . . . . . . 12

4 The quasi-variational inequality 17
4.1 The weak formulation . . . . . . . . . . . . . . . . . . . . . . . 18
4.2 Well-posedness . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

5 The penalised problem 21
5.1 Galerkin approximations . . . . . . . . . . . . . . . . . . . . . 23
5.2 Energy estimates . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.3 Well-posedness . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.4 Proof of the well-posedness result for the American option

pricing problem . . . . . . . . . . . . . . . . . . . . . . . . . . 32

6 The power penalty problem 39
6.1 Well-posedness . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6.2 The standard formulation . . . . . . . . . . . . . . . . . . . . 45
6.3 Convergence analysis . . . . . . . . . . . . . . . . . . . . . . . 49

7 Operator Splitting Method 59

8 Numerical Schemes 75

v



Contents

8.1 Power-penalty scheme . . . . . . . . . . . . . . . . . . . . . . . 75
8.2 A numerical example . . . . . . . . . . . . . . . . . . . . . . . 77

9 Final comments 79

Appendices 81

A Theories 83

B Notations 91

C Matlab program 93

Bibliography 95

vi



List of Figures

8.1 Pricing the American put options . . . . . . . . . . . . . . . . . . . 78

vii





CHAPTER 1

Introduction

In a financial market, people make profit by investing money in some underlying
assets, such as stocks and they have to pay out K value in T years by entering
a buying contract. Such contract is named by call option which guarantees the
buyer can have the stock with the fixed price K value in T years despite of
the fact that the value of this stock in T years in the market might be higher
than K. But if the market price of the stock is less than K, then the buyer
is not obligated to buy it from the seller. He can choose to buy the stock
from another seller for a cheaper price. So he can earn a profit S −K or 0,
respectively. Similarly, a put option gives holder the right (but not obligation)
to sell it at the date of expiration (maturity date). The profit in this case is
K − S or 0. Mathematically, for a call option and a put option we can write
profits, respectively

max(S −K, 0) = (S −K)+, max(K − S, 0) = (K − S)+.

where max(S −K, 0) is maximum of x and 0, K is strike price, S is the market
price of the stock and T > 0 is the maturity date.

The valuation of options is one of the most interesting matters in modern
finance. European options and American options are two major types of options.
While European options give the buyer the right to exercise only at the date of
expiration and have an explicit formula, American options can conversely be
exercised at any time up to that maturity date and have no explicit formula
for their values. The main reason is that the American values depend on each
strategy of the holders for exercising the options. Therefore, pricing American
options has inspired the work of many mathematicians. Roughly speaking, the
American option problem is to determine the value at which the option can be
traded in a security market with arbitrary free. In this thesis, we will concern
the American option pricing problem.

In the literature there are three main partial differential equation related
approaches for determining the value of an American option, namely the free
boundary problem, the quasi- variational inequalities and the semilinear Black
and Scholes equation.

In free boundary problem, one splits the domain into two regions, namely the
stopping region and the continuation region. One solves the price function such
that it coincides with the payoff function in the stopping region, while it is the
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1. Introduction

solution to the partial differential equation in the other region. In other words,
one of these two conditions is not satisfied and there is strict complementary
in this solving (see [1, Chapter 6.3]). The earliest analysis American option
pricing problem in connection with a free boundary problem (or Stefan) was
first studied by McKean [11]. Lately, McKean wrote the problem in an explicit
form (the optimal stopping boundary), which was taken further by van Moerbeke
[12], who studied properties of the optimal stopping boundary.

Besides the free boundary method, there is another technique that finds
the value of an American option, namely a quasi-variational inequalities, which
is the main interest of our work in this thesis. This second methodology was
developed by Jaillet, Lamberton and Lapeyre [10], who got inspired from the
work on variational inquality field of Bensoussan and Lions [2]. In this approach,
one do not need to calculate the free boundary. Moreover, an advantage of
studying variational method is that it gives stability. We will present theory on
well-posedness of variational solutions later.

Recently, Benth, Karlsen and Reikvam introduced the semilinear Black and
Scholes partial differential equation for studying the American option pricing
problem [3, 4]. The main results imply that there exists exactly one solution of
the semilinear Black and Scholes equation, namely the American option value,
suggested by viscosity solutions. Motivation for studying this methodology is
that it allows designing and analyzing "easy to implement" numerical algorithms
for computing the value of an American option. Indeed, a simple numerical
algorithms of the semilinear Black and Scholes equation were constructed in [7]
and it has been shown that the approximate solution converges to the American
option value as the discretization parameters tend to zero by this method.

In this thesis, we consider the American option pricing problem with varia-
tional method. We are interested here in proving that there exists exactly one
unique solution to the problem of pricing American option, namely the value of
an American option by using compactness method. We analyze in particular the
classical penalty method, the k-power penalty method to extract a convergent
subsequence that converges to a limit function. Passing to the limit, then we
obtain the existence of a solution of the original problem. We apply operator
splitting method for solving the k-power penalty problem and show that the
solution generated by this technique converges to the one of k-power penalty
problem. Our analysis will use compactness method, functional analysis as well
as some of stochastic analysis to give results. We focus on analyzing American
put options.

The thesis begins with an introduction for the American option pricing
problem. We discuss briefly the problem in three main approaches in Chapter
6.42. Mathematical preliminaries of the weighted Sobolev space and its dual
space as well as the Black and Scholes equation are also introduced in Chapter
3. Our analysis begins with Chapter 4 where we study the classical penalised
equation. The k-power penalty problem, an improvement of the classical
penalty method, is studied in Chapter 5. Finally, we apply the operator splitting
method to analyze the well-posedness for the American option pricing problem
in Chapter 7. We attempt to test a numerical scheme for the k-power penalty
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method in the Chapter 8. In closure, we introduce some significant notations
as well as theory which we have used in the thesis.
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CHAPTER 2

The American option pricing
problem

The model is built as follows. Let T > 0 be fixed and a time variable t < T .
Suppose that the price dynamics of a stock Xs follows a geometric Brownian
motion (under the unique equivalent martingale measure Q):

dXs = (r − d)Xsds+ σXsdWs, s ∈ (t, T ]. (2.1)

where d ≥ 0 is the constant dividend yield for the stock, r ≥ 0 is the risk-free
interest rate, σ > 0 is the volatility, and Ws

∣∣
s
∈ [0, T ] is a standard Brownian

motion (A.0.6). Starting at time t with initial condition Xt = x, the (arbitrary-
free) value of an American option with expiration at time T is given by

V (t, x) = sup
t≤τ≤T

Et,x
[
e

∫ τ
t
−r(s)ds

g(Xτ)
]
. (2.2)

where the supremum is taken over all Ft stopping times τ ∈ [t, T ]. Et,x denotes
expectation under the equivalent martingale measure conditioned on Xt = x,
and g : R+ → R+ is the payoff function. Typical examples of g come from call
and put options, i.e, options with payoff functions,

g(x) =
{

(x−K)+ , for a call option
(K − x)+ , for a put option

(2.3)

where K > 0 is the strike price.

As mentioned before, three methodologies can be used for determining the
price of an American option, namely those based on the free boundary problem
formulation, those based on the quasi-variational inequality formulation and
recently, those based on the semilinear Black and Scholes partial differential
equation formulation. In this thesis, we choose the second method to present
and analyse the American options pricing problem as well as we focus to analyze
for put options. More precisely, this method is to seek a function V (t, x) which
satisfiesmax

(
LBSV (t, x)− rV (t, x), g(x)− V (t, x)

)
= 0, (t, x) ∈ QT

V (T, x) = g(x), x ∈ R+.
(2.4)
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2. The American option pricing problem

where the payoff function g(x) is given by (2.3) and the linear Black and Scholes
differential operator LBS takes the following form

LBSu(t, x) = ∂tu+ (r − d)x∂xu+ 1
2σ

2x2∂2
xu. (2.5)

We briefly review the three approaches to the solution of the American
options pricing problem (2.4) as follows.

2.1 The free boundary problem

Letting x(t) denote the free boundary, for t ∈ [0, T ]. We introduce the sets

C(t) =
{

(0, x(t)) , call option,
(x(t),∞) , put option,

E(t) =
{

[x(t),∞) , call option,
(0, x(t)] , put option.

The free boundary problem is to determine the pricing function V (t, x) and the
free boundary x(t) which satisfy the following form:

LBSV (t, x)− rV (t, x) = 0, t ∈ [0, T ], x ∈ C(s),
V (T, x) = g(x), x ∈ R+,

V (t, x) = g(x), t ∈ [0, T ], x ∈ E(t),
∂xV (t, x) = ±1, t ∈ [0, T ], x ∈ E(t).

where "±1 = 1" for call options, and "±1 = −1" for a put options.
In particular, it has been shown that the free boundary x(t) satisfies

x(t) > max( rdK,K) call options, x(t) < min( rdK,K) put options,
x ∈ C(t)⇐⇒ V (t, x) > g(x), LBSV (t, x)− rV (t, x) = 0,
x ∈ E(t)⇐⇒ V (t, x) = g(x), LBSV (t, x)− rV (t, x) < 0.

Observe that if d = 0,i.e., there is no dividend, American call options are
equal to European call options with the same strike price. In case of r = 0,
American put options are equal to European put options with the same price.
In both cases, we do not need to calculate the free boundary and it is not
optimal to exercise before the maturity date T . Moreover, as we mentioned in
Chapter 1, the continuation region and the exercise region are equivalent to
C(t) and E(t), respectively.

2.2 The quasi-variational inequality

The method does not need to determine the free boundary and the problem is
considered in the whole domain [0, T ]× R+. The method is to seek functions
V (t, x) that satisfy the following setting

LBSV (s, x)− rV (s, x) ≤ 0,
g(x)− V (s, x) ≤ 0,(
LBSV (s, x)− rV (s, x)

)(
g(x)− V (s, x)

)
= 0,

(2.6)
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2.3. The semilinear Black and Scholes partial differential equation

with terminal data
V (T, x) = g(x), x ∈ R+.

The continuity of the pricing function V (t, x) has been proved in [10, Propo-
sition 2.2]. Moreover, it has been known that studying this variational method
gives an advantage that is its stability. We will study and present theory for
well-posedness of variational solutions to (2.6) as we will deal with American
put options through this thesis later.

2.3 The semilinear Black and Scholes partial differential
equation

Recalling that for every locally bounded function f : Rn → R for n ≥ 1, its
upper and lower semicontinuous envelopes, denoted by f∗ and f∗ respectively,
are defined as

f∗(x) = lim sup
y→x

f(y), f∗(x) = lim inf
y→x

f(y).

Introducing the Heaviside function H as

H(ξ) =
{

0, ξ < 0
1, ξ ≥ 0,

where

H∗(ξ) =
{

0, ξ < 0,
1, ξ ≥ 0,

H∗(ξ) =
{

0, ξ ≤ 0,
1, ξ > 0.

The cash flow function c is defined as

c(x) =
{
rK − dx, call option
dx− rK, put option.

(2.7)

and the nonlinear reaction q : R× R→ R+ takes the form

q(x, V ) = c(x)H
(
g(x)− V

)
. (2.8)

We observe that since H is upper semi-continuous, H∗ ≡ H, so is q, and q∗ ≡ q,
where

q∗
(
x, V (t, x)

)
= c(x)H∗

(
g(x)− V (t, x)

)
,

q∗
(
x, V (t, x)

)
= c(x)H∗

(
g(x)− V (t, x)

)
.

(2.9)

The semilinear Black and Scholes partial differential equation for valuing Amer-
ican options is to seek functions V (t, x) such that{

LBSV (t, x)− rV (t, x) = −q(x, V (t, x)), a.e in QT
V (T, x) = g(x), x ∈ R+.

(2.10)

where LBS is given in (2.5).

Starting point from an assumption that V ∈ C1,2(QT )∩C(QT ) is an solution
of the optimal stopping problem and V ≥ g in QT (which is the so-called early
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2. The American option pricing problem

exercise constraint), the semilinear Black and Scholes partial differential equation
(2.10) was formulated by using guidance of the dynamic programming principle
(A.0.8) and definition of classical sub- and supersolutions (A.0.10). We refer
[3] for the derivation of (2.10). In particular, Dynamic programming principle
suggests that

LBSV (t, x)− rV (t, x) ≤ 0, in QT .

In case of τ0 being an optimal stopping time, then

e−r(t∧τ0−t)v(t ∧ τ0, X(t ∧ τ0))

is a martingale, and we obtained that

LBSV (t, x)− rV (t, x) = 0

(Proposition 3.2.1 and Theorem 3.2.2). Thus, we formulate the following setting
V (t, x) ≥ g(x),
LBSV (t, x)− rV (t, x) ≤ 0,(
LBSV (t, x)− rV (t, x)

)(
g(x)− V (t, x)

)
= 0.

Clearly, the above formulation is equivalent to (2.4). Since

LBSV (t, x)− rV (t, x) ≤ 0,

for almost everywhere, it suggests that

LBSV (t, x)− rV (t, x) = 0, in the continuation region.

Therefore,

LBSV (t, x)− rV (t, x) ≤ 0, in the exercise region.

In addition, a lower bound of LBSV (t, x)− rV (t, x) can be derived in the
exercise region. Since V (t, x) ≥ g(x) almost everywhere and V (t, x) = g(x) in
the exercise region, we use argument of the maximum principle of g(x)−V (t, x).
We say that V (t, x) touches g(x) from above at a local maximizer (t, x) and
obtain{

−(rK − dx)+ ≤ LBSV (t, x)− rV (t, x) ≤ 0, for a put option
−(dx− rK)+ ≤ LBSV (t, x)− rV (t, x) ≤ 0, for a call option.

when V (t, x) = g(x). Using the notation of the cash flow function c(x) given by
(2.7), it is equivalent to

− c(x) ≤ LBSV (t, x)− rV (t, x) ≤ 0. (2.11)

Remark 2.3.1. Let us discuss the inequality (2.11). If we use knowledge of the
free boundary problem, in the exercise region where it holds that V (t, x) = g(x),
inserting this into the Black and Scholes equation, we get

LBSV (t, x)− rV (t, x) = −c(x).
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2.3. The semilinear Black and Scholes partial differential equation

So (2.11) is indeed an equality in the exercise region. However, it does not mean
that this equation holds for every point in this region. Instead of claiming this,
we have to use (2.11). Furthermore, the semilinear Black and Scholes equation
(2.10) allows for some points in the exercise region to have the possibility that
LBSV −rV = 0. This implies that we can use the seminlinear Black and Scholes
equation without any priori knowledge of the free boundary. It is flexible to
carry out results on well-posedness of solution.

On the other hand, when using the definition of classical sub- and superso-
lution and notations q∗, q∗ given by (2.9), it leads to{

LBSV (t, x)− rV (t, x) ≤ −q∗(x, V (t, x)), for classical subsolution
LBSV (t, x)− rV (t, x) ≥ −q∗(x, V (t, x)), for classical supersolution.

(2.12)
almost everywhere and we get the semilinear Black and Scholes equation (2.10)
as desired.

Remark 2.3.2. The reaction term q is discontinuous. The question is how one
can interpret the semilinear Black and Scholes equation (2.10). It suggests
that we should use inequalities (2.12) for interpretation [3]. In addition, the
monotonicity of q is an important property for proving well-posedness of solution
to the American options pricing problem.
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CHAPTER 3

Preliminaries

3.1 The weighted Sobolev space

We introduce a weighted Sobolev space M which is used in our thesis. Let us
denote by L2(R+) the Hilbert space of square integral functions on R+. The
norm and the inner product in L2(R+) are defined

‖v‖L2(R+) =
(∫

R+

v(x)2dx

) 1
2

, (v, w) =
∫
R+

v(x)w(x)dx,

respectively. We define the weighted Sobolev space M as follows

M =
{
v ∈ L2(R+) : x

dv

dx
∈ L2(R+)

}
, (3.1)

where the inner product and the norm are given

(v, w)M = (v, w) +
(
x
dv

dx
, x
dw

dx

)
, ‖v‖M =

√
(v, v)M ,

respectively. We denote by (·, ·) the inner product in L2(R+). Moreover, we
denote by M ′ the dual space of M , where the norm is defined such that

‖w‖M ′ = sup
‖v‖M≤1

〈w, v〉M ′,M
‖v‖M

, ∀v ∈M.

Lemma 3.1.1 (Poincáre’s inequality). [1, p. 30] If v ∈M , then

‖v‖L2(R+) ≤ 2
∥∥∥∥xdvdx

∥∥∥∥
L2(R+)

. (3.2)

Proof. We have
2
∫
R+

xv
dv

dx
dx = −

∫
R+

v2dx.

Using Cauchy-Schwartz inequality (A.1), we deduce that

‖v2‖L2(R+) ≤ 2‖v‖L2(R+)‖x
dv

dx
‖L2(R+).

Hence we obtain (3.2). �
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3. Preliminaries

3.2 The Black and Scholes equation

The Black-Scholes equation is well-known because the equation is solved for the
values of an European option. Due to American options and European options
having similar characteristics (the difference being the date of exercise), the
consideration of this equation will provide a fundamental view for studying the
American option pricing problem. We follow [1, Chapter 2] for briefly reviewing
this equation as well as some important properties.

Proposition 3.2.1. Assume that the functions σ(t) and r(t) are continuous
nonnegative and bounded on [0, T ]. Then, for any function v : (t, x) 7→ v(t, x)
continuous in R+ × [0, T ], C1 - regular with respect to t and C2 - regular with
respect to x in R+ × [0, T ), and such that

∣∣x ∂v∂x ∣∣ ≤ C(1 + x) with C indepent of
t, the process

Mt = e
−
∫ t

0
r(s)ds

v(t, x)−
∫ t

0
e
−
∫ τ

0
r(ν)dν

(
LBSv(t, x)− r(τ)v(t, x)

)
dτ

is a martingale under Ft, where LBS is given in (2.5).

Proof. Consider the Itô process

dX(s) = (r − d)X(s)ds+ σX(s)dW (s), for s ∈ [0, t]

Assume that h, ∂h∂t ,
∂h
∂x ,

∂2h
∂x2 are bounded. Applying Itô’ s formula (A.0.9) for

the function h(t, x) = e
−
∫ t

0
r(s)ds

v(t, x), we get

e
−
∫ t

0
r(s)ds

v(t, x) =
∫ t

0

−rv + ∂v

∂t
+ (r − d)x∂v

∂x
+ 1

2σ
2x2 ∂

2v

∂x2︸ ︷︷ ︸
= LBSv

 e
−
∫ τ

0
r(ν)dν

dτ

+
∫ t

0
σx

∂v

∂x
e
−
∫ τ

0
r(ν)dν

dWτ .

Using the notation of LBS , we rewrite the equation and obtain

e
−
∫ t

0
r(s)ds

v(t, x) =
∫ t

0
e
−
∫ τ

0
r(ν)dν (LBSv(t, x)− r(τ)v(t, x)) dτ

+
∫ t

0
σx

∂v

∂x
(t, x)e−

∫ τ
0
r(ν)dν

dWτ︸ ︷︷ ︸
=: Mt

.

Because we know that the condition
∣∣x ∂v∂x ∣∣ is bounded,

E

[∫ t

0

∣∣∣∣σx∂v∂x
∣∣∣∣2 ds

]
<∞

and by the definition of martingale, we have Mt is a martingale such that

Mt = e
−
∫ t

0
r(s)ds

v(t, x)−
∫ t

0
e
−
∫ τ

0
r(ν)dν (LBSv(t, x)− r(τ)v(t, x)) dτ. (3.3)

�
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3.2. The Black and Scholes equation

Using Proposition 3.2.1, the Black and Scholes equation is presented in the
following Theorem.

Theorem 3.2.2. Assume that the functions σ(t) and r(t) are continuous non-
negative and bounded [0, T ]. Consider a function v : R+ × [0, T ] 7→ R, that is
continuous in R+× [0, T ] and C1 - regular with respect to t and C2 - regular with
respect to x in R+ × [0, T ), and such that

∣∣x∂P∂x ∣∣ ≤ C(1 + x) with C independent
of t. Assume that v satisfies

LBSv(t, x)− r(t)v(t, x) = 0 (3.4)

and
v(T, x) = g(x), x ∈ R+. (3.5)

Then we have

v(t, x) = E
[
e
−
∫ T
t
r(s)ds

g(x)|Ft
]
, t ≤ s ≤ T.

Remark 3.2.3. (3.4)-(3.5) are called the backward-in-time parabolic boundary
value problem. By changing the time variable t by the time to maturity T − t,
one can define a new formulation, namely the forward-in-time parabolic problem,
such that {

∂tv − 1
2σ

2x2∂2
xv − (r − d)x∂xv + rv = 0, in QT ,

v(0, x) = g(x), in ∈ R+.
(3.6)

Proof. Given (3.4) and the formulation of Mt (3.3), we get

Mt = e
−
∫ t

0
r(s)ds

v(t, x)

and
E
[
e
−
∫ T

0
r(s)ds

g(x)|Ft
]

= E
[
e
−
∫ T

0
r(s)ds

v(T, x)|Ft
]

= E [MT |Ft] .

We know above that Mt is a martingale. It follows from the properties of a
martingale which states that the best estimate for a value of a random variable
is equal to its current value and independent of all information from previous
events, that

E
[
e
−
∫ T

0
r(s)ds

g(x)|Ft
]

= e
−
∫ t

0
r(s)ds

v(t, x)

Multiplying by e
∫ t

0
r(s)ds gives

v(t, x) = E
[
e
−
∫ T
t
r(s)ds

g(x)|Ft
]
, for t ≤ s ≤ T .

�
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3. Preliminaries

The Weak Formulation

We follow [1, p. 32] for introducing the weak formulation of the forward-in-time
problem (3.6) as well as definition of solution. In particular, we seek a function
v ∈ C0([0, T ];L2(R+)) ∩ L2(0, T ;M) and ∂v

∂t ∈ L
2(0, T ;M ′), such that{(

∂v
∂t , w

)
+ a(t; v, w) = 0, ∀w ∈M,

v(0, x) = g(x), ∀x ∈ R+.
(3.7)

where the bilinear form a(s; v, w) is defined as follows

a(t; v, w) =
∫
R+

1
2σ

2x2 ∂v

∂x

∂w

∂x
+
(
−(r − d) + σ2 + σx

∂σ

∂x

)
x
∂σ

∂x
wdx

+
∫
R+

rvwdx, for v, w ∈M.

(3.8)
The bounded associated operator A(t) : M → M ′, such that (A(t)v, w) =
a(t; v, w), for any v, w ∈M , is defined as

A(t)v = −1
2σ

2x2 ∂
2v

∂x2 − (r − d)x∂v
∂x

+ rv (3.9)

Before stating properties of the bilinear form a(t; v, w), we need to impose
some conditions
Assumption 3.2.4. Assume that there exist two positive constants, σ and σ̄,
such that for all t ∈ [0, T ] and all x ∈ R+

0 < σ ≤ σ(t) ≤ σ̄

The continuity of the bilinear form a(t, v, w) is now stated by this lemma

Lemma 3.2.5. Under Assumption 3.2.4, the bilinear form at is continuous on
M ; i.e., there exists a positive constant µ such that for all v, w ∈M ,

|at(v, w)| ≤ µ‖v‖M‖w‖M . (3.10)

Proof. [1, p. 32] Recalling the norm in M

‖u‖M = ‖u‖L2(R+) +
∥∥∥∥x∂u∂x

∥∥∥∥
L2(R+)

, u ∈M.

Consider the bilinear form a(t, u, v) given by (3.8). Using Hölder’s inequality
along with Assumption 3.2.4, we have∣∣∣∣∣

∫
R+

1
2σ

2x2 ∂u

∂x

∂v

∂x
dx
∣∣∣∣∣ ≤ 1

2 σ̄
2‖u‖M‖v‖M .

Moreover, letting R = max
t∈[0,T ]

r(t), we get

∣∣∣∣∣
∫
R+

(
−(r − d) + σ2)x∂u

∂x
vdx

∣∣∣∣∣ ≤ (R− d+ σ̄2)‖u‖L2(R+)‖v‖L2(R+)

≤ 2(R− d+ σ̄2)‖u‖M‖v‖M .

14



3.2. The Black and Scholes equation

Finally, we have ∣∣∣∣∣
∫
R+

ruvdx
∣∣∣∣∣ ≤ R‖u‖L2(R+)‖v‖L2(R+)

≤ 4R‖u‖M‖v‖M .

which gives us the estimate (3.10) with µ = 5
2 σ̄

2 + 6R. �

Besides that, the bilinear form a(t; ., .) satisfies Gårding’s inequality

Lemma 3.2.6 (Gårding’s inequality). Under Assumption 3.2.4, there exists a
nonnegative constant λ, such that

a(t; v, v) ≥ σ2

4 ‖v‖
2
M − λ‖v‖2L2(R+), ∀v ∈M (3.11)

Proof. [1, p. 32] Recalling the Poincáre inequality (3.2)

‖v‖L2(R+) ≤
∥∥∥∥x∂v∂x

∥∥∥∥
L2(R+)

.

Consider the bilinear form a(t; v, v) given by (3.8). Using Assumption 3.2.4, we
observe that ∣∣∣∣∣

∫
R+

1
2σ

2x2
(
∂v

∂x

)2
dx
∣∣∣∣∣ ≥ 1

2σ
2‖v‖2M .

Moreover, letting R = max
0≤t≤T

r(t), we have

∣∣∣∣∣
∫
R+

(
−(r − d) + σ2)x∂v

∂x
vdx

∣∣∣∣∣ ≤ (R− d+ σ̄2) ‖v‖M‖v‖L2(R+)

=
(

2σ2 ‖v‖M
)(R− d+ σ̄2

σ

)
‖v‖L2(R+).

Using Cauchy’s inequality (A.4), we deduce∣∣∣∣∣
∫
R+

(
−(r − d) + σ2)x∂v

∂x
vdx

∣∣∣∣∣ ≤ 1
4σ

2‖v‖2M + λ‖v‖2L2(R+).

where λ = (R−d+σ̄2)2

σ2 . �

The weak formulation (3.7) has exactly one continuous solution which is
stated in the following theorem:

Theorem 3.2.7. If g ∈ L2(R+), and under Assumption 3.2.4, the weak for-
mulation (3.7) has a unique solution, and we have the estimate, for all t,
0 < t < T ,

e−2λt‖v(t)‖2L2(R+) + 1
2σ

2
∫ t

0
e−2λt|v(τ)|2V dτ ≤ ‖g‖2L2(R+). (3.12)

15



3. Preliminaries

Proof. We refer to [] for a proof of uniqueness. The estimate (5.34) is obtained
by taking w = v(t)e−2λt in the weak formulation (3.7), we get(

∂v

∂t
, ve−2λt

)
︸ ︷︷ ︸+a(t; v, ve−2λt) = 0 (3.13)

(
∂v

∂t
, ve−2λt

)
=
∫ t

0

∂v

∂s
ve−2λsds

=
∫ t

0

1
2
(
v(s)2e−2λs)′ ds+

∫ t

0
λv(s)2e−2λsds

= 1
2‖v(s)2‖L2(R+)e

−2λs
∣∣∣t
s=0

+
∫ t

0
λv(s)2e−2λsds

Therefore, we obtain from (3.13)

1
2‖v(s)2‖L2(R+)e

−2λs
∣∣∣t
s=0

+
∫ t

0
λv(s)2e−2λsds+ a(t; v, ve−2λt) = 0.

Applying Gårding’s inequality (3.11), (3.12) is obtained as desired. �

Remark 3.2.8. Theorem 3.2.7 shows that the function (t, x) 7→ v(t, x) is contin-
uous and v(t, x) is bounded by function g(x) in the estimate (3.12) . Therefore,
if g ∈ L2(R+), then v ∈ C0(0, T ;L2(R+)).
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CHAPTER 4

The quasi-variational inequality

Our motivation for studying the American option pricing problem with varia-
tional method is that it gives stability, which is one of our interests here. This
section is dedicated to presenting an approach for solving the American option
pricing problem through the variational method (2.6). Mathematically, the
American option pricing problem is to seek the price function V (t, x) such that

−∂V∂t +A(t)V ≥ 0, in QT ,
g − V ≤ 0, in QT ,(
−∂V∂t +A(t)V

)
(g − V ) = 0, in QT ,

V (T, x) = g(x), x ∈ R+.

(4.1)

where QT = [0, T )× R+ and the operator A(t)v has the form

A(t)v = −1
2σ

2x2∂2
xv − (r − d)x∂xv + rv. (4.2)

For simplicity the presentation, we drop herein the dependence of V on (t, x).

As mentioned before, it has been shown that the solutions V are continuous
[10, Proposition 2.2]. In addition, we do not need to determine the free boundary
and we will consider (4.1) in the whole domain QT = [0, T ]×R+. Furthermore,
the problem will be solved in the weighted Sobolev space M . Recalling that

M =
{
v ∈ L2(R+), x

dv

dx
∈ L2(R+)

}
,

which is equipped with the inner product (v, w)M and the norm ‖.‖M , respec-
tively

〈v, w〉M = (v, w) +
(
x
dv

dx
, x
dw

dx

)
, ‖v‖M =

√
〈v, v〉M .

where the inner product in L2(R+) is denoted by (, ). The dual space of M is
denoted by M ′ which endows with the norm

‖w‖M ′ = sup
‖v‖M≤1

〈w, v〉M ′,M
‖v‖M

, ∀v ∈M.

and the inner product in M ′ is denoted by 〈·, ·〉. Solving (4.1) in the weighted
Sobolev space M is one of the key conditions which ensures coercivity property

17



4. The quasi-variational inequality

needed in the well-possedness analysis later (see discussion below). Our goal
here is to present an existence and uniqueness for (4.1).

In what follows, we rely on [1] for deriving the weak formulation of (4.1) as
well as definition of weak solutions to (4.1).

4.1 The weak formulation

Let us first introduce the nonempty, convex set K

K =
{
w ∈M : w ≥ g in R+

}
. (4.3)

In fact, the convex set K depends on time t, which is one of the basic difficulties
for solving the problem. In what follows, we will consider a special case where
K does not depend on t which is significantly simpler.

Let C∞c (QT ) denote the space of infinitely differentiable functions with
compact support in QT . We usually call a function φ belonging to C∞c (QT ) a
test function. Assume that V ∈M , such that ∂V

∂t ∈M
′. For any test function

w ∈ K, we multiply the first inequality of (4.1) by w, integrate in x over R+
and doing integration by parts, we obtain∫

R+

(
−∂V
∂t
− 1

2σ
2x2 ∂

2V

∂x2 − (r − d)x∂V
∂x

+ rV

)
wdx ≥ 0. (4.4)

Doing integration by parts for
∫
R+

1
2σ

2x2 ∂2V
∂x wdx, it yields∫

R+

1
2σ

2x2 ∂
2V

∂x
wdx = −

∫
R+

1
2σ

2x2 ∂V

∂x

∂w

∂x
+ σ2x

∂V

∂x
wdx.

Inserting this equation into (4.4) and using the notion of the inner product,
then we obtain

−
〈
∂V

∂t
, w

〉
M ′,M

+ a(t;V,w) ≥ 0, ∀w ∈ K. (4.5)

where the bilinear form a(t;u, v) is defined by

a(t;u, v) =
∫
R+

1
2σ

2x2 ∂u

∂x

∂v

∂x
+
(
−(r − d) + σ2)x∂u

∂x
vdx

+
∫
R+

ruvdx, ∀u, v ∈M.

(4.6)

Let K0 denote the cone of non-negative functions in M , the set K in (4.3)
is exactly K = g +K0. For any w ∈ K′, we have obtained from (4.5) that

−
〈
∂V

∂t
, w

〉
M ′,M

+ a(t;V,w) ≥ 0, ∀w ∈ K0.

It is equivalent to

−
〈
∂V

∂t
, w − g

〉
M ′,M

+ a(t;V,w − g) ≥ 0, ∀w ∈ K0. (4.7)
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4.2. Well-posedness

Moreover, integrating the third equation of (4.1) in x over R+ and doing
integration by parts. Similarly from the above, we easily obtain

−
〈
∂V

∂t
, V − g

〉
M ′,M

+ a(t;V, V − g) = 0. (4.8)

Subtracting (4.8) from (4.7) and using the linearity of a(t;u, v), we obtain

−
〈
∂V

∂t
, w − V

〉
M ′,M

+ a(t;V,w − V ) ≥ 0, ∀w ∈ K. (4.9)

We introduce definition of weak solutions as follows

Definition 4.1.1 (Weak solutions). We call V a weak solution of (4.1) if

V ∈ L2(0, T ;K), ∂V

∂t
∈ L2(0, T ;M ′),

and V solves the weak formulation (4.9). In addition,

V (T, x) = g(x), x ∈ R+. (4.10)

Remark 4.1.2. Since V ∈ L2(0, T ;M) and ∂V
∂t ∈ L

2(0, T ;M ′), it follows from
the chain rule (A.0.15) that

V ∈ C0 ([0, T ];L2(R+)
)
.

In what follows, we present well-posedness result for the American option
pricing problem (4.1). A general context for studying variational inequalities
problems was introduced in [2] with the penalisation method for solving the
problem.

4.2 Well-posedness

The bilinear form a(t;u, v) in (4.6) has the same properties as the one linked to
the Black and Scholes equation. In particular, recalling Assumption 3.2.4, it
follows that the bilinear form a(t;u, v) is bounded in the sense that

|a(t;u, v)| ≤ µ‖u‖M‖v‖M , u, v ∈M

and satisfies the following Gårding’s inequality

a(t; v, v) ≥ α‖v‖2M − λ‖v‖2L2(R+), ∀v ∈M,

where α ≥ 0 and λ > 0 are some constants. The first inequality also implies
that a(t;u, v) is continuous in M uniformly in time t. We refer to (3.10) and
(3.11) in Chapter 3 for details.

At this point, we should explain why the weighted Sobolev space M is suitable
for solving the problem. The key condition is the Gårding inequality which
ensures the existence and uniqueness of a solution for (4.1). In the general
context [2], this amounts to the coercivity property

a(t; v, v) ≥ α‖v‖2M − λ‖v‖2L2(R+), ∀v ∈M,
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4. The quasi-variational inequality

for constants α > 0 and λ ≥ 0. We know that the stock price in practice can
be zero. When x → 0, using the weighted space M we obtain the Gårding
inequality in (3.11) with α = 1

4σ
2. Making use of Assumption 3.2.4, thus α > 0.

Hence, the condition still holds in case of x→ 0.

Regarding the well-posedness result for the American option pricing problem
(4.1), we have the following theorem:

Theorem 4.2.1. Assume that g ∈ L2(R+). Then there exist a unique weak
solution of (4.1).

Our goal here is to prove Theorem 4.2.1. However, inspired by [2], we use
penalisation method to study (4.1). Thus, our proof of Theorem 4.2.1 will give
later in the next chapter where we present and analyze the associated penalised
problem of (4.1).
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CHAPTER 5

The penalised problem

The classical penalty method was studied by Bensoussan and Lions in [2]. It is
used to construct numerical schemes for computing the value of an American
option [4, 8, 13]. In particular, the penalised equation seeks an approximation
Vε to the weak solution V of (4.1) for each ε > 0. When ε ↓ 0, the approximate
solutions Vε converge to the unit weak solution V .

We consider the American option pricing problem (4.1). The associated
penalised problem of (4.1) is to seek a function Vε that satisfies{

−∂Vε∂t +A(t)Vε − 1
ε (g − Vε)+ = 0, in QT ,

Vε(T ) = g, in R+.
(5.1)

ε > 0 is called the "penalization parameter".

Let us first motivate definition of weak solutions. We consider a mapping

Vε : [0, T ] 7→M

defined by [
Vε(t)

]
(x) := Vε(t, x), in QT .

In other words, we are now considering Vε not as a function of t and x together,
but rather as a mapping Vε of time t into the space M . This makes it easier for
us to understand the following argument.

Returning to (5.1), if Vε ∈ K, where K is given by (4.3), it gives

∂Vε
∂t

= −1
ε

(g − Vε)+ +A(t)Vε.

Inserting A(t) given by (4.2), we get

∂Vε
∂t

= −1
ε

(g − Vε)+ − 1
2σ

2x2 ∂
2Vε
∂x2 − (r − d)x∂Vε

∂x
+ rVε. (5.2)

In a general form, we have

∂Vε
∂t

= h0 + h, in QT , (5.3)
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5. The penalised problem

where
h0 = −1

ε
(g − Vε)+ − (r − d)x∂Vε

∂x
+ rVε

and
h1 = −1

2σ
2x2 ∂

2Vε
∂x2 .

Consequently, (5.3) and the definition from Chapter 3 imply that the right-hand
side of (5.3) lies in M ′. Indeed, recalling that

‖∂tVε‖M ′ = sup
‖w‖M≤1

〈∂tVε, w〉M ′,M
‖w‖M

. (5.4)

Using ‖w‖M ≤ 1, we utilize the equation above and use (5.3) to deduce that

‖∂tVε‖M ′ ≤
∣∣∣〈∂tVε,w〉M ′,M ∣∣∣

=
∣∣〈h0 + h1, w〉

∣∣
≤
∣∣〈h0, w〉

∣∣+
∣∣〈h1, w〉

∣∣ .
(5.5)

To estimate
∣∣〈h0, w〉

∣∣ and ∣∣〈h1, w〉
∣∣, notice that since Vε ∈M and g ∈ L2(R+),

then (g − Vε)+ ∈ L2(R+). For ‖w‖M ≤ 1, using Cauchy-Schwartz inequality
(A.1), the triangle inequality and the definition of the norm in M , we obtain

∣∣〈h0, w〉
∣∣ ≤ ∣∣∣∣〈−1

ε
(g − Vε)+, w

〉∣∣∣∣+
∣∣∣∣〈−(r − d)x∂Vε

∂x
,w

〉∣∣∣∣+ |〈rVε, w〉|

≤ C

(
‖(g − Vε)+‖L2(R+) +

∥∥∥∥x∂Vε∂x

∥∥∥∥
L2(R+)

+ ‖Vε‖L2(R+)

)
‖w‖L2(R+)

≤ C
(
‖g‖L2(R+) + ‖Vε‖M

)
,

for a constant C not depending on ε. Moreover, let us estimate
∣∣〈h1, w〉

∣∣.
Assume that for any nonnegative test function w ∈ C∞0 (R+), we integrate by
parts, then apply Cauchy-Schwartz inequality (A.1) and using Assumption 3.2.4,
it yields

∣∣〈h1, w〉
∣∣ =

∣∣∣∣〈−1
2σ

2x2 ∂
2Vε
∂x2 , w

〉∣∣∣∣
=
∣∣∣∣∣
∫
R+

−1
2σ

2x2 ∂
2Vε
∂x2 wdx

∣∣∣∣∣
=
∫
R+

∣∣∣∣−1
2σ

2x2 ∂Vε
∂x

∂w

∂x
+ σ2x

∂Vε
∂x

w

∣∣∣∣dx
≤ C

(∫
R+

∣∣∣∣(x∂Vε∂x

)(
x
∂w

∂x

)∣∣∣∣ dx+
∫
R+

∣∣∣∣x∂Vε∂x
w

∣∣∣∣dx
)

≤ C

(∥∥∥∥x∂Vε∂x

∥∥∥∥
L2(R+)

∥∥∥∥x∂w∂x
∥∥∥∥
L2(R+)

+
∥∥∥∥x∂Vε∂x

∥∥∥∥
L2(R+)

‖w‖L2(R+)

)
≤ C‖Vε‖M‖w‖M
≤ C‖Vε‖M ,
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5.1. Galerkin approximations

for some positive constants C not depending on ε. Thus, it follows from (5.5)
that

‖∂tVε‖M ′ ≤
∣∣〈h0, w

〉∣∣+
∣∣〈h1, w

〉∣∣
≤ C

(
‖Vε‖M + ‖g‖L2(R+)

)
.

Finally, integrating in time from 0 to T and using (a + b)2 ≤ 2(a2 + b2), we
arrive at ∫ T

0
‖∂tVε‖2M ′ dt ≤ C

∫ T

0

(
‖g‖L2(R+) + ‖Vε‖M

)2dt

≤ C1

∫ T

0

(
‖g‖2L2(R+) + ‖Vε‖2M

)
dt

≤ C1

(
T‖g‖2L2(R+) + ‖Vε‖2L2(0,T ;M)

)
≤ CT ,

where the constants C, C1 and CT do not depend on ε. The last inequality
comes from the facts that Vε ∈ L2(0, T ;M), g ∈ L2(R+) and T is finite. Hence,it
follows that ∂Vε

∂t is bounded in M ′ for almost every time in [0, T ].

The weak formulation of (5.1) is obtained by multiplying (5.1) by an arbitrary
function w ∈ L2(0, T ;M). We integrate in x over R+ and then do integration
by parts. Thus, we obtain{

−
〈
∂Vε
∂t , w

〉
M ′,M

+ a(t;Vε, w)− 1
ε

(
(g − Vε)+, w

)
= 0, in QT

Vε(T ) = g, in R+,
(5.6)

where the bilinear form a(t; ., .) takes the form (4.6). From the above, we have
the following definition of weak solutions:

Definition 5.0.1 (Weak solution). We call Vε a weak solution to (5.1) if

Vε ∈ L2(0, T ;K), ∂Vε
∂t
∈ L2(0, T ;M ′). (5.7)

and Vε satisfies the weak formulation (5.6), where the set K is given by (4.3).

Observe that since g ∈ L2(R+), then (g − Vε)+ ∈ L2(0, T ;M). Define a
nonempty set N such that

N =
{
w
∣∣ w ∈ L2(0, T ;M); ∂w

∂t
∈ L2(0, T ;M ′); w ≥ g a.e in QT

}
.

(5.8)
Notice that since V0 ∈ N , g − V0 ≤ 0. Thus,

(g − Vε)+ = (g − V0 + V0 − Vε)+

≤ (V0 − Vε)+.

5.1 Galerkin approximations

To analyze the penalised problem (5.1), we use the Galerkin approximations [5,
p. 375]. More precisely, the Galerkin’s method is used to construct approximate
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5. The penalised problem

solutions Vm and then passing to the limit by sending m→∞.

To construct the approximate solutions Vm, we assume the existence of
smooth functions ek = ek(x) for k = 1, 2, . . ., such that {ek}∞k=1 is an orthogonal
basis of M and L2(R+). For a fixed positive integer m, we look for a function
Vm : [0, T ]→M of the form

Vm(t) =
m∑
k=1

dkm(t)ek, t ∈ [0, T ]; k = 1, . . . ,m, (5.9)

where the coefficients dkm(t) are chosen so that, for k = 1, . . . ,m,{
−
〈
∂Vm
∂t , ek

〉
M ′,M

+ a(t;Vm, ek)− 1
ε

(
(g − Vm)+, ek

)
= 0, in QT ,

dkm(T ) = (g, ek), in R+.
(5.10)

The weak formulation (5.10) admits a unique solution.

Theorem 5.1.1 (Construction of the approximate solutions). For each integer
m = 1, 2, . . . there exists a unique function Vm of the form (5.9) satisfying
(5.10).

Proof. Consider (5.10). Since Vm has the form of (5.9) and {ek}∞k=1 is an
orthogonal basis of L2(R+), we have〈

∂Vm
∂t

, ek

〉
M ′,M

= ∂td
k
m(t).

Moreover, substituting Vm in (5.9) into the bilinear form (3.8), we have

a(t;Vm, ek) =
∫
R+

1
2σ

2x2 ∂
(∑m

l=1 d
l
m(t)el

)
∂x

∂ek
∂x

dx

+
∫
R+

(
−(r − d) + σ2)x∂(∑m

l=1 d
l
m(t)el

)
∂x

ekdx

+
∫
R+

r

(
m∑
l=1

dlm(t)el

)
ekdx.

Using the linearity of a(t;u, v), we move out
∑m
l=1 d

l
m(t) before the integral and

get

a(t;Vm, ek)

=
(

m∑
l=1

dlm(t)
)∫

R+

(
1
2σ

2x2 ∂el
∂x

∂ek
∂x

+
(
−(r − d) + σ2)x∂el

∂x
ek + relek

)
dx

=
m∑
l=1

dlm(t)a(t; el, ek).

Also, we have(
(g − Vm)+, ek

)
=
([ (

dkm(T ), ek
)
−
(
dkm(t), ek

) ]+
, ek

)
=
(
dkm(T )− dkm(t)

)+
,
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5.2. Energy estimates

where
(
dkm(T )− dkm(t)

)+ = max
{
dkm(T )−dkm(t), 0

}
. Inserting these into (5.10),

thus

−∂tdkm(t) +
m∑
l=1

dlm(t)a(t; el, ek)− 1
ε

(
dkm(T )− dkm(t)

)+ = 0, for k = 1, . . . ,m.

We rewrite the equation above and get

− ∂tdkm(t) +
m∑
l=1

dlm(t)a(t; el, ek) = fk(t), (5.11)

where fk(t) = 1
ε

[
dkm(T )− dkm(t)

]+ for k = 1, . . . ,m.

According to standard existence theory for ordinary differential equations,
there exists a unique absolutely continuous function dkm(t), for k = 1, . . . ,m
satisfying (5.11) almost every time in [0, T ] and the terminal data dkm(T ) = (g, ek)
in R+. Then Vm is uniquely determined by (5.9) and solves (5.10) almost every
time in [0, T ]. �

We have already obtained the existence and uniqueness of the approximate
solution Vm in the finite dimensional subspace spanned by orthogonal basis
{ek}∞k=1. In the next step, we will sendm to infinity and show that a subsequence
of the approximation Vm converges to the weak solution V . Before doing this,
we propose an estimate which is useful to analyse the well-posedness of the
solution later.

5.2 Energy estimates

The following theorem gives us some useful estimates:

Theorem 5.2.1 (Energy estimates). There exists some positive constants C1
and C2 that do not depend on m = 1, 2, . . . such that

max
0≤t≤T

‖Vm(t, .)‖2L2(R+) + ‖Vm‖2L2(0,T ;M) +
∥∥∥∥∂Vm∂t

∥∥∥∥2

L2(0,T ;M ′)

≤ eC1t‖g‖2L2(R+) (1 + C2t) .
(5.12)

Proof. Multiplying the first equation of (5.10) by dkm(t), summing over k =
1, . . . ,m and using the formulation (5.9) of Vm, we obtain

−
〈
∂Vm
∂t

, Vm

〉
M ′,M

+ a(t;Vm, Vm)− 1
ε

(
(g − Vm)+, Vm

)
= 0. (5.13)

Observe that using the chain rule (A.0.15), we have

−
〈
∂Vm
∂t

, Vm

〉
M ′,M

= − d

dt

(
1
2 ‖Vm(t)‖2L2(R+)

)
.

Moreover, applying Cauchy-Schwarz’s inequality (A.4) and Minkowski’s inequal-
ity (??), it yields(

(g − Vm)+, Vm

)
≤ 1/2

(∥∥(g − Vm)+∥∥2
L2(R+) + ‖Vm‖2L2(R+)

)
≤ C1

(
‖Vm‖2L2(R+) + ‖g‖2L2(R+)

)
,
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5. The penalised problem

for a constant C1 not depending on m. Finally, using Gårding inequality (3.11),
(5.13) implies that

− d

dt

(
1
2 ‖Vm(t)‖2L2(R+)

)
+α ‖Vm‖2M ≤ C3 ‖Vm‖2L2(R+) +C2‖g‖2L2(R+). (5.14)

It follows that

− d

dt

(
1
2 ‖Vm(t)‖2L2(R+)

)
≤ C3 ‖Vm‖2L2(R+) + C2‖g‖2L2(R+), (5.15)

almost every time in [0, T ] and for some positive constants C3, C4, independent
of m. Setting η(t) := ‖Vm(t)‖2L2(R+), rewriting (5.15)

−η′(t) ≤ C3η(t) + C2‖g‖2L2(R+).

Applying the Gronwall’s inequality (A.10), it gives

η(t) ≤ eC3t
(
η(T ) + C2t‖g‖2L2(R+)

)
, t ∈ [0, T ].

Since dkm(T ) = (g, ek), we multiply both sides of this equation by ek and use
the fact that {ek}∞k=1 is an orthogonal basis of L2(R+) so ‖ek‖2L2(R+) ≤ 1, it
yields η(T ) = ‖Vm(T )‖2L2(R+) ≤ ‖g‖2L2(R+). Taking maximum over t ∈ [0, T ]
and substituting η(t) by ‖Vm(t)‖2L2(R+), we find that

max
0≤t≤T

‖Vm(t, .)‖2L2(R+) ≤ e
C3t‖g‖2L2(R+) (1 + C2t) . (5.16)

for some positive constants C3, C2 not depending on m.

Returning to (5.14), we integrate in time from 0 to T and employ (5.16), it
yields

‖Vm(t)‖2L2(0,T ;M) =
∫ T

0
‖Vm(t)‖2M dt

≤eC3t‖g‖2L2(R+) (1 + C2t) .
(5.17)

It remains to prove

‖∂tVm‖2L2(0,T ;M ′) ≤ e
C3t‖g‖2L2(R+) (1 + C2t) . (5.18)

Fix any w ∈ M , with ‖w‖M ≤ 1, and write w = w1 + w2, where w1 ∈
span{ek}∞k=1 and (w2, ek) = 0, for k = 1, . . . ,m. Since {ek}∞k=1 are orthogonal
in M , ‖w1‖M ≤ ‖w‖M ≤ 1. From (5.10), we deduce

−
(
∂tVm,w

1)+ a(t;Vm, w1)− 1
ε

(
(g − Vm)+

,w1
)

= 0, in QT .

It is equivalent to,

(
∂tVm,w

1) = a(t;Vm, w1)− 1
ε

(
(g − Vm)+

, w1
)
. (5.19)
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5.3. Well-posedness

Using ‖w1‖M ≤ ‖w‖M ≤ 1, we observe that

a(t;Vm, w1) ≤ C‖Vm‖M‖w1‖M
≤ C‖Vm‖M .

for a constant C not depending on m. Moreover, using Cauchy’s inequality
(A.1) and the triangle inequality, we also have∣∣∣((g − Vm)+, w1

)∣∣∣ ≤ ∥∥∥(g − Vm)+
∥∥∥
L2(R+)

‖w1‖L2(R+)

≤ C
(
‖Vm‖L2(R+) + ‖g‖L2(R+)

)
≤ C ‖Vm‖M ,

for a constant C not depending of m. Thus, we deduce from (5.19) that∣∣∣(∂tVm, w1)∣∣∣ ≤ C ‖Vm‖M . (5.20)

Moreover, we have ∂tVm ∈M ′ and recall the norm in M ′

‖∂tVm‖M ′ = sup
‖w‖M≤1

〈∂tVm, w〉M ′,M
‖w‖M

.

Consider 〈∂tVm, w〉M ′,M . Since w = w1 + w2, where w1 ∈ span {ek}∞k=1 and
(w2, ek) = 0, for k = 1, . . . ,m, we have〈

∂tVm, w
〉
M ′,M

= (∂tVm, w) = (∂tVm, w1) ,

Here we use (., .) which denotes the inner product in L2(R+). Using ‖w1‖M ≤
‖w‖M ≤ 1, then

‖∂tVm‖M ′ ≤
∣∣∣〈∂tVm, w1〉

M ′,M

∣∣∣
≤ C ‖Vm‖M .

Integrating in time from 0 to T∫ T

0

∥∥∥∂tVm(t)
∥∥∥2

M ′
dt ≤ C

∫ T

0
‖Vm(t)‖2M dt.

Using (5.17), thus we obtain (5.18). �

5.3 Well-posedness

The existence and uniqueness result for the penalised problem (5.1) is now
stated in the following theorem:

Theorem 5.3.1 (Well-posedness). (5.1) admits a unique weak solution defined
by (5.7).

To prove Theorem 5.3.1, we send m to ∞, then the approximation Vm
converges to the weak solution V of the associated penalised problem (5.1).
Since the penalty term (g − Vm)+ is nonlinear and it is not usually continuous
with respect to weak convergence (see [5, p. 531]). Therefore, we need strong
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5. The penalised problem

convergence of Vm to pass to the limit. To find out strong convergence of
Vm, we first point out the connection between the weighted space M and the
traditional Sobolev space H1 ([5]). We say that a function u ∈ H1(Ω) if and
only if u and the first derivative ∂u

∂x both belong to L2(Ω). Let us recall the
norm of Vm in M and in H1 ((a,∞)) for any a > 0, respectively:

‖Vm‖M = ‖Vm‖L2(R+) +
∥∥∥∥x∂Vm∂x

∥∥∥∥
L2(R+)

,

‖Vm‖H1((a,∞)) = ‖Vm‖L2((a,∞)) +
∥∥∥∥∂Vm∂x

∥∥∥∥
L2((a,∞))

.

(5.21)

Since x ∈ (a,∞), x > a, then x
a > 1. Thus∫ ∞

a

∣∣∣∣∂Vm∂x
∣∣∣∣2 dx ≤ 1

a2

∫ ∞
a

∣∣∣∣x∂Vm∂x
∣∣∣∣2 dx

≤ 1
a2

∫ ∞
0

∣∣∣∣x∂Vm∂x
∣∣∣∣2 dx.

In other words, ∥∥∥∥∂Vm∂x
∥∥∥∥
L2((a,∞))

≤ Ca
∥∥∥∥x∂Vm∂x

∥∥∥∥
L2(R+)

for a constant Ca depending on a > 0. It follows from (5.21) that

‖Vm‖H1((a,∞)) ≤ Ca‖Vm‖M , ∀a > 0. (5.22)

In other words,
M ⊂ H1 ((a,∞)) , ∀a > 0. (5.23)

The next result is an extension of this observation to time dependent functions

Lemma 5.3.2. If u ∈ L2(0, T ;M),
then

u ∈ L2(0, T ;H1 ((a,∞))
)
, ∀a > 0.

Furthermore, it follows from (5.23) that(
H1 ((a,∞))

)′
⊂M ′, ∀a > 0, (5.24)

where M ′ and
(
H1 ((a,∞))

)′ denote the dual space of M and H1 ((a,∞)),
respectively. Since we have from [5, p. 299]

H1 ((a,∞)) ⊂ L2 ((a,∞)) ⊂
(
H1((a,∞))

)′
,

along with (5.23), (5.24), we obtain

M ⊂ H1 ((a,∞)) ⊂ L2 ((a,∞)) ⊂
(
H1((a,∞))

)′
⊂M ′.

Thus,
M ⊂ L2 ((a,∞)) ⊂M ′. (5.25)

This shows that M is compactly embedded in L2 ((a,∞)). This information
will be applied for the next lemma.
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5.3. Well-posedness

Lemma 5.3.3 (Aubin-Lions). Let X0, X and X1 be three Banach spaces with
X0 ⊆ X ⊆ X1. Suppose that X0 is compactly embedded in X and that X is
continuously embedded in X. For 1 ≤ p, q ≤ +∞, let

W =
{
u ∈ Lp(0, T ;X0), ∂u

∂t
∈ Lq(0, T ;X1)

}
If p ∈ [1,∞), then the embedding of W into Lp(0, T ;X) is compact.

Define a nonempty set Wa of all functions Vm such that

Wa =
{
Vm ∈ L2 (0, T ;M) , ∂Vm

∂t
∈ L2 (0, T ;M ′)

}
.

For the identities X0 = M , X = L2 ((a,∞)) and X1 = M ′, we have (5.25)
and apply Lemma 5.3.3, then Wa is compactly embedded in L2((0, T )× (a,∞)

)
Lemma 5.3.4. Let M denotes the weighted Sobolev space defined by

M =
{
u ∈ L2(R+), x

∂u

∂x
∈ L2(R+)

}
,

whereasM ′ denotes its dual space. Then,M is compactly embedded in L2((a,∞)
)
,

for a constant a > 0. Furthermore, let

Wa =
{
u ∈ L2(0, T ;M), ∂u

∂t
∈ L2 (0, T ;M ′)

}
,

Then Wa is compactly embedded in L2(0, T ;L2 ((a,∞))
)
, for a > 0.

It follows from weak compactness Theorem A.0.14 that there exists a subse-
quence {Vmj}j>0 ⊆ {Vm} and a function V such that

Vmj converges strongly to V in L2 ((0, T )× (a,∞)),

for any a > 0. Thus, by a diagonal argument, we conclude that

Vmj converges strongly to V in L2 ((0, T )× (0,∞)).

Having obtained strong convergence of approximation solutions Vm in
L2 ((0, T )× R+), we are now ready to prove the well-posedness theory of weak
solutions to the penalised problem (5.1).

Proof of Theorem 5.3.1. We will first prove for the existence. According to
the energy estimates (5.12), {Vm}∞m=1 and {∂Vm∂t }∞m=1 are both bounded in
L2(0, T ;M) and L2(0, T ;M ′), respectively. It follows from weak compactness
Theorem A.0.14 that there exists a subsequence {Vml}∞l=1 ⊆ {Vm} and a function
V ∈ L2(0, T ;M), such that

Vml converges weakly to V in L2(0, T ;M).

Similarly, there also exists a subsequence {∂Vml∂t }
∞
l=1 ⊆ {

∂Vm
∂t }

∞
m=1 and a function

∂V
∂t ∈ L

2(0, T ;M ′), such that

∂Vml
∂t

converges weakly to ∂V

∂t
in L2(0, T ;M ′).
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5. The penalised problem

By definition A.0.13, weak convergence means that for any w ∈M ,〈
∂Vm
∂t

, w

〉
M ′,M

−→
〈
∂V

∂t
, w

〉
M ′,M

.

Next, we fix an integer N and choose a function q ∈ C1([0, T ];M) having
the form

q(t) =
N∑
k=1

dk(t)ek, (5.26)

where {ek}Nk=1 are given smooth functions and the function satisfies the condition
q(t = 0) = 0. Choosing m ≥ N , multiplying (5.10) by dk(t), summing for
k = 1, . . . , N and then integrating with respect to t, we get∫ T

0
−
〈
∂Vm
∂t

, q

〉
M ′,M

+ a(t;Vm, q)−
1
ε

(
(g − Vm)+

, q
)
dt = 0, in QT .

(5.27)
Setting m = ml, we send j →∞ and obtain∫ T

0
−
〈
∂V

∂t
, q

〉
M ′,M

+ a(t;V, q)− 1
ε

(
(g − V )+

, q
)

dt = 0. (5.28)

This equality holds for all functions q ∈ C1([0, T ];R+)

In order to prove V (T ) = g, we integrate by parts (5.28) and use q(t = 0) = 0,
thus

− (V (T ), q(T )) +
∫ T

0
(V, q′) + a(t;V, q)− 1

ε

(
(g − V )+

, q
)

dt = 0. (5.29)

for each q ∈ C1([0, T ];R+). On the other hand, recalling (5.27), we set m = ml

and integrate by parts, we arrive at

−
(
Vmj (T ), q(T )

)
+
∫ T

0

(
Vmj , q

′)+ a(t;Vmj , q)−
1
ε

((
g − Vmj

)+
, q
)

dt = 0.

Sending j →∞ and using Vml(T )→ g in L2(R+), thus

− (g, q(T )) +
∫ T

0
(V, q′) + a(t;V, q)− 1

ε

(
(g − V )+

, q
)

dt = 0. (5.30)

Consider (5.29) and (5.30). Since q(T ) is arbitrary, we conclude V (T ) = g in
R+. Hence, we finished proving the existence of weak solution to the associated
penalised problem (5.1) by the energy estimates and the compactness method.

The uniqueness of V is an immediate consequence of the monotonicity of
the operator V → (g − V )+. In fact, if V 1 and V 2 are two solutions of the
associated penalised problem, then V 1 and V 2 satisfy (5.6), respectively

−
〈
∂V 1

∂t
, u

〉
(M ′,M)

+ a(t;V 1, u)− 1
ε

(
(g − V 1)+, u

)
= 0, ∀u ∈M.
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and

−
〈
∂V 2

∂t
, u

〉
(M ′,M)

+ a(t;V 2, u)− 1
ε

(
(g − V 2)+, u

)
= 0, ∀u ∈M.

In addition,
V 1(T ) = V 2(T ) = g, in R+.

Setting z = V 1 − V 2, we subtract these two equations and get

−
〈
∂z

∂t
, u

〉
M ′,M

+ a(t; z, u)− 1
ε

(
(g − V 1)+ − (g − V 2)+, u

)
= 0, ∀u ∈M.

Choosing u = z, we arrive at

−
〈
∂z

∂t
, z

〉
M ′,M

+ a(t; z, z)− 1
ε

(
(g − V 1)+ − (g − V 2)+, z

)
= 0, ∀u ∈M.

(5.31)
We consider the last term of the left hand side of (5.31). Observe that
If V 1 > V 2, then z > 0 and (g − V 1)+ < (g − V 2)+, we have(

(g − V 2)+ − (g − V 1)+
)
z > 0.

On the other hand, if V 1 ≤ V 2, then z ≤ 0 and (g− V 1)+ ≥ (g− V 2)+. Again,(
(g − V 2)+ − (g − V 1)+

)
z ≥ 0.

Therefore, the following inequality always holds(
(g − V 2)+ − (g − V 1)+

)
z ≥ 0.

From (5.31), the last term of the left hand side is non-negative and thus,

−
〈
∂z

∂t
, z

〉
M ′,M

+ a(t; z, z) ≤ 0. (5.32)

The chain rule (A.0.15) gives

d

dt

(
−1

2 ‖z(t)‖
2
L2(R+)

)
+ a(t; z, z) ≤ 0.

Integrating (5.32) in time from t to T and using the fact that z(T ) = 0 together
with Gårding inequality (3.11), we get

1
2 ‖z(t)‖

2
L2(R+) + α

∫ T

t

‖z(s)‖2M ds ≤ λ
∫ T

t

‖z(s)‖2L2(R+) ds.

Hence,

‖z(t)‖2L2(R+) ≤ 2λ
∫ T

t

‖z(s)‖2L2(R+) ds.

Applying Gronwall’s inequality (A.10) yields z(t) = 0 for all t ∈ [0, T ]. Hence,
we have obtained V 1 = V 2 as we desired. �
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5.4 Proof of the well-posedness result for the American
option pricing problem

Since we already have obtained the existence and uniqueness of solution for the
associated penalised problem (5.1), we can now prove the well-posedness result
for the American option pricing problem (4.1).

Proof of Theorem 4.2.1. Regarding the existence, we first propose two supple-
mentary estimates on Vε and ∂Vε

∂t . Continuing from (5.7), a supplementary
estimate on Vε is derived from the following equation

−
〈
∂Vε
∂t

, u

〉
M ′,M

+ a(t;Vε, u)− 1
ε

(
(g − Vε)+, u

)
= 0, ∀u ∈M.

Putting u = V0 − Vε, for V0 ∈ N where the set N is given by (5.8), then

−
〈
∂Vε
∂t

, V0 − Vε
〉
M ′,M

+ a(t;Vε, V0 − Vε)−
1
ε

(
(g − Vε)+, V0 − Vε

)
= 0.

Writing V0 − Vε = V0 − g + g − Vε,

−
〈
∂Vε
∂t

, V0 − Vε
〉
M ′,M

+ a(t;Vε, V0 − Vε)

− 1
ε

(
(g − Vε)+, V0 − g + g − Vε

)
= 0.

Thus,

−
〈
∂Vε
∂t

, V0 − Vε
〉
M ′,M

+ a(t;Vε, V0 − Vε)−
1
ε

(
(g − Vε)+)2

− 1
ε

(
(g − Vε)+, V0 − g

)
= 0.

(5.33)

Since V0 ∈ N , V0 − g ≥ 0. It follows that(
(g − Vε)+, V0 − g

)
≥ 0.

Thus,

−
〈
∂Vε
∂t

, V0 − Vε
〉
M ′,M

+ a(t;Vε, V0 − Vε)−
1
ε

(
(g − Vε)+)2 ≥ 0.

It is equivalent to

−
〈
∂Vε
∂t

, V0

〉
M ′,M

+ a(t;Vε, V0)

≥ −
〈
∂Vε
∂t

, Vε

〉
M ′,M

+ a(t;Vε, Vε) + 1
ε

(
(g − Vε)+)2 .

Applying the chain rule (A.0.15) for −
〈
∂Vε
∂t , Vε

〉
M ′,M

, it yields

−
〈
∂Vε
∂t

, V0

〉
M ′,M

+ a(t;Vε, V0)

≥ d

dt

(
−1

2 ‖Vε(t)‖
2
L2(R+)

)
+ a(t;Vε, Vε) + 1

ε

(
(g − Vε)+)2 .
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problem

We continue by integrating in time from t to T and using the fact that Vε(T ) = g,
we obtain

1
2 ‖Vε(t)‖

2
L2(R+) +

∫ T

t

a(s;Vε, Vε)ds+ 1
ε

∫ T

t

(
(g − Vε)+)2 ds

≤ 1
2‖g‖

2
L2(R+) +

∫ T

t

−
〈
∂Vε
∂t

, V0

〉
M ′,M

+ a(s;Vε, V0)ds.
(5.34)

Since V0 ∈ N , whereN is given by (5.8), we have ‖V0‖L2(0,T ;M) and
∥∥∂Vε
∂t

∥∥
L2(0,T ;M ′)

are bounded by a constant C independent of ε. Also, Hölder inequality (A.7)
for p = q = 2 gives∫ T

0

∣∣∣∣∣−
〈
∂Vε
∂t

, V0

〉
M ′,M

∣∣∣∣∣dt ≤
∫ T

0

∥∥∥∥∂Vε∂t
∥∥∥∥
M ′
‖V0‖Mdt

≤ 1
2

∫ T

0

∥∥∥∥∂Vε∂t
∥∥∥∥2

M ′
dt+ 1

2

∫ T

0
‖V0‖2Mdt

= 1
2

∥∥∥∥∂Vε∂t
∥∥∥∥2

L2(0,T ;M ′)
+ 1

2‖V0‖2L2(0,T ;M).

where the second inequality is using Cauchy inequality (A.4). Consider the
bilinear form a(t;Vε, V0), we have

a(t;Vε, V0) ≤ µ‖Vε‖M‖V0‖M

Since Vε ∈M , ‖Vε‖M ≤ C for a constant C independent of ε. Then a(t;Vε, V0)
is also bounded in M . Hence, from (5.34), we deduce that

‖Vε‖L∞(0,T ;L2(R+)) ≤ C1,

1√
ε

∥∥(g − Vε)+∥∥
L2(0,T ;L2(R+)) ≤ C2.

(5.35)

for some constants C1, C2 independent of ε.

The first inequality in (5.35) shows that Vε is bounded in L∞
(
0, T ;L2(R+)

)
.

Since L2(0, T ) ⊆ L∞(0, T ), Vε is then bounded in L2 ((0, T )× R+). By weak
compactness Theorem A.0.14, there exists a subsequence {Vε}ε>0 (not relabelled)
and a function V such that

Vε converges strongly to V in L2 ((0, T )× R+).

The second part of (5.35) implies that (g − Vε)+ → 0 in L2(QT ) when ε ↓ 0.
Since Vε converges strongly to V in this space, then (g − V )+ = 0 in L2 (QT ).
This implies V ≥ g in QT . Hence, we have obtained the existence of weak
solutions V .

A supplementary estimate for ∂Vε
∂t can also be derived as follows. Setting

wε = ∂Vε
∂t

.
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We differentiate (5.6) in time and get

−
〈
∂wε
∂t

, w

〉
M ′,M

+ a (t;wε, w) + a′ (t;Vε, w)

− 1
ε

(
∂(g − wε)+

∂t
, w

)
= 0, ∀w ∈M,

(5.36)
where a(t;u, v) and a′(t;u, v) take the form

a(t;u, v) =
∫
R+

1
2σ

2x2 ∂u

∂x

∂u

∂x
+
∫
R+

(
−(r − d) + σ2)x∂u

∂x
vdx

+
∫
R+

ruvdx, ∀u, v ∈M,

and

a′(t;u, v) =
∫
R+

d

dt

(
1
2σ

2
)
x2 ∂u

∂x

∂u

∂x
+ d

dt

(
−(r − d) + σ2)x∂u

∂x
vdx

+
∫
R+

dr(t)
dt

uvdx, ∀u, v ∈M,

respectively. Since ∂g
∂t = 0, we have

∂(g − Vε)+

∂t
= −∂Vε

∂t
1g>Vε = −wε1g>Vε =

{
−wε, g > Vε,

0, g ≤ Vε.
(5.37)

Letting w = wε, we substitute w and (5.37) into (5.36) to obtain

−
〈
∂wε
∂t

, wε

〉
M ′,M

+ a (t;wε, wε) + a′ (t;Vε, wε) + 1
ε

(wε, wε) = 0.

Using the chain rule (A.0.15), then integrating in time from t to T , we rewrite
the equation∫ T

t

[
d

ds

(
−1

2‖wε(s)‖
2
L2(R+)

)
+ a (t;wε, wε) + 1

ε
‖wε‖2L2(R+)

]
ds

=
∫ T

t

−a′ (t;Vε, wε) ds.

Employing Gårding inequality (3.11) yields

1
2 ‖wε(t)‖

2
L2(R+) + α

∫ T

t

‖wε‖2M ds+ 1
ε

∫ T

t

‖wε‖2L2(R+) ds

≤ 1
2 ‖wε(T )‖2L2(R+) +

∫ T

t

−a′ (t;Vε, wε) ds.
(5.38)

Consider the right-hand side of (5.38). The bilinear form is continuous in the
sense that

a′ (t;Vε, wε) ≤ µ‖Vε‖M‖wε‖M ≤ C,
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problem

for a constant C not depending on ε. Moreover, (5.1) gives wε(T ) = A(T )g,
where the operator A(T ) is bounded in M . Therefore wε(T ) is also bounded by
a constant C that is independent of ε. Hence, it follows from (5.38) that

1
2 ‖wε(t)‖

2 + α

∫ T

0
‖wε‖2M ds ≤ C

This implies that

∂Vε
∂t
∈ L∞(0, T ;L2(R+)) ∩ L2(0, T ;M)

Therefore, we can find a subsequence of {∂Vε∂t }ε>0 converging weakly to ∂V
∂t in

L2(0, T ;M) and star in L∞(0, T ;L2(R+)).

Finally, to show that V satisfies the first inequality of (4.1), returning to
(5.33):

−
〈
∂Vε
∂t

, V0 − Vε
〉
M ′,M

+ a(t;Vε, V0 − Vε)−
1
ε

(
(g − Vε)+)2

− 1
ε

(
(g − Vε)+, V0 − g

)
= 0, ∀V0 ∈ N

As observed before, ((g − Vε)+, V0 − g) ≥ 0. Hence,

−
〈
∂Vε
∂t

, V0 − Vε
〉
M ′,M

+ a(t;Vε, V0 − Vε) ≥ 0, ∀V0 ∈ N . (5.39)

Integrating from 0 to T and using the linearity of a(t;u, v), we obtain∫ T

0
−
〈
∂Vε
∂t

, V0 − Vε
〉
M ′,M

+ a(t;Vε, V0)dt ≥
∫ T

0
a(t;Vε, Vε)dt, ∀V0 ∈ N .

(5.40)
Using (5.39) and (5.40), letting ε ↓ 0,∫ T

0
−
〈
∂V

∂t
, V0 − V

〉
M ′,M

+ a(t;V, V0)dt

≥ lim inf
ε→0

∫ T

0
a(t;Vε, Vε)dt, ∀V0 ∈ N .

Since lim inf
ε→0

∫ T
0

(∫
R+

∣∣x∂Vε∂x ∣∣2 dx
)

dt ≥
∫ T

0

(∫
R+

∣∣x∂V∂x ∣∣2 dx
)

dt [5, p. 469],

∫ T

0
−
〈
∂V

∂t
, V0 − V

〉
M ′,M

+ a(t;V, V0)dt ≥
∫ T

0
a(t;V, V )dt, ∀V0 ∈ N .

In other words,∫ T

0
−
〈
∂V

∂t
, V0 − V

〉
M ′,M

+ a(t;V, V0 − V )dt ≥ 0, ∀V0 ∈ N .
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Hence,

−
〈
∂V

∂t
, V0 − V

〉
M ′,M

+ a(t;V, V0 − V )dt ≥ 0, ∀V0 ∈ N .

Regarding uniqueness, we assume V 1 and V 2 are two weak solutions to the
American option pricing problem (4.1), then V 1, V 2 solve (4.9). In particular,
V 1, V 2 satisfy

−
〈
∂V 1

∂t
, w − V 1

〉
M ′,M

+ a(t;V 1, w − V 1) ≥ 0, ∀w ∈ N (5.41)

and

−
〈
∂V 2

∂t
, w − V 2

〉
M ′,M

+ a(t;V 2, w − V 2) ≥ 0, ∀w ∈ N , (5.42)

respectively. In addition,

V 1(T ) = V 2(T ) = g, in R+.

Replacing w = V 1−u and w = V 2−u, u ∈M , in (5.41) and (5.41) respectively,
we obtain that 〈

∂V 1

∂t
, u

〉
M ′,M

− a(t;V 1, u) ≥ 0

and 〈
∂V 2

∂t
, u

〉
M ′,M

− a(t;V 2, u) ≥ 0.

Setting z = V 1 − V 2, we subtract these above inequalities and use linearity of
a(t;u, v) to find that〈

∂z

∂t
, u

〉
M ′,M

− a(t; z, u) ≥ 0, ∀u ∈M.

Multiplying inequality the above result by −1, it yields

−
〈
∂z

∂t
, u

〉
M ′,M

+ a(t; z, u) ≤ 0, ∀u ∈M.

Choosing u = z,
−
〈
∂z

∂t
, z

〉
M ′,M

+ a(t; z, z) ≤ 0.

The chain rule (A.0.15) gives

d

dt

(
−1

2 ‖z(t)‖
2
L2(R+)

)
+ a(t; z, z) ≤ 0. (5.43)

Using Gårding inequality (3.11), then integrating (5.43) in time from t to T
and using the fact that z(T ) = 0, we arrive at

1
2 ‖z(t)‖

2
L2(R+) + α

∫ T

t

‖z(t)‖2M ds ≤ λ
∫ T

t

‖z(s)‖2L2(R+) ds,
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which implies

‖z(t)‖2L2(R+) ≤ 2λ
∫ T

t

‖z(s)‖2L2(R+) ds.

Applying Gronwall’s inequality (A.10) yields z(t) = 0, for all t ∈ [0, T ]. Hence,
we have obtained V 1 = V 2 as desired. �
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CHAPTER 6

The power penalty problem

The power penalty method was proposed and analyzed by S. Wang, X. Q. Yang
and K. L. Teo in [14, 16]. This approach has been considered as an improvement
of the classical penalty method because of its accurate solutions to values of
American options [14] and it overcomes computational problems due to ε→ 0.
In this chapter, we will study this method and our main focus is to present
theory for well-posedness of solutions to this problem.

Recalling that the American option pricing problem takes the following form
− ∂V

∂t
+A(t)V ≥ 0, in QT ,

V ≥ g, in QT ,(
−∂V
∂t

+A(t)V
)

(g − V ) = 0, in QT .

(6.1)

where
V (T ) = g, in R+,

and the operator A(t) takes the form

A(t)v = −1
2σ

2x2 ∂
2v

∂x2 − (r − d)x∂v
∂x

+ rv, ∀v ∈M. (6.2)

The main idea of power penalty method is to replace the nonlinear equation in
classical penalty problem by the "more nonlinear" equation. Mathematically,
the associated k-power penalty problem of (6.1) is to solve a nonlinear partial
differential equation of the form

− ∂Vk
∂t

+A(t)Vk −
1
ε

[
(g − Vk)+] 1

k = 0, in QT . (6.3)

where k > 1 is the penalty parameter. We denote by Vk a solver of the k-power
penalty problem (6.3) and Vk(T ) = g in R+. The operator A(t) takes the form
(6.2) and k > 0 is an additional parameter (typically between 0 and 1).
Remark 6.0.1.

• When k = 1, (6.3) reduces to the classical penalty problem.

• Since Vk ≥ g in QT , (g − Vk)+ = 0. In this case, the k-power penalty
problem (6.3) turns into the Black-Scholes equation which is simpler to

39



6. The power penalty problem

solve. Otherwise, if Vk < g, (6.3) gives (g − Vk)+ = εk
(
−∂Vk∂t +A(t)Vk

)k.
We see that since ε → 0 and if

(
−∂Vk∂t +A(t)Vk

)
is bounded, then (g −

Vk)+ ≈ 0. Therefore, when ε is sufficiently small, the nonlinear term
1
ε [(g − Vk)+]

1
k is used to penalize the positive part of (g − Vk).

We introduce the weak formulation of (6.3) as follows

−
〈
∂Vk
∂t

, w

〉
M ′,M

+ a(t;Vk, w)− 1
ε

([
(g − Vk)+] 1

k , w
)

= 0, w ∈M, (6.4)

where the bilinear form a(t;u, v) takes the form

a(t;u, v) =
∫
R+

(
1
2σ

2x2 ∂u

∂x

∂v

∂x
+
(
−(r − d) + σ2)x∂u

∂x
v

)
dx

+
∫
R+

ruvdx, for u, v ∈M.

(6.5)

We define weak solutions of (6.3) as follows:

Definition 6.0.2 (Weak solution). We call Vk a weak solution to the k-power
penalty problem (6.3) if

Vk ∈ L2(0, T ;M), ∂Vk
∂t
∈ L2(0, T ;M ′).

Moreover, Vk satisfies the weak formulation (6.4) and Vk(T ) = g.

6.1 Well-posedness

For the existence and uniqueness of weak solutions to the k-power penalty
problem (6.3), we have the following theorem

Theorem 6.1.1 (Well-posedness). There exists a unique weak solution to the
k-power penalty problem (6.3).

Before proving Theorem 6.1.1, we propose some uniform estimates in the
following Theorem:

Theorem 6.1.2. Let Vk denotes solution to the k-power penalty problem (6.3).
Then there exists some positive constants C and C1, independent of k such that

max
0≤t≤T

‖Vk(t, .)‖2L2(R+) +
∥∥Vk(t)

∥∥2
L2(0,T ;M)

+
∥∥∥∥∂Vk∂t

∥∥∥∥2

L2(0,T ;M ′)
≤ C1

(
exp(CT ) + T

)
‖g‖2L2(R+).

(6.6)

Proof. The proof is analogous with the one in the classical penalised problem.
Substituting w = Vk in (6.4), we obtain the following equation

−
〈
∂Vk
∂t

, Vk

〉
M ′,M

+ a(t;Vk, Vk)− 1
ε

([
(g − Vk)+]1/k, Vk) = 0. (6.7)
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6.1. Well-posedness

Observe that since Vk ≤ g in QT ,([
(g − Vk)+]1/k, Vk) ≤ C ‖Vk‖2L2(R+)

Using the chain rule (A.0.15) and Gårding inequality (3.11), from (5.13) we
deduce the following inequality

d

dt

(
−1

2 ‖Vk(t)‖2L2(R+)

)
+ α ‖Vk‖2M ≤ C ‖Vk‖

2
L2(R+) , (6.8)

for some constants α > 0 and C not depending on k. It follows that
d

dt

(
−1

2 ‖Vk(t)‖2L2(R+)

)
≤ C ‖Vk‖2L2(R+) , (6.9)

almost every time in [0, T ] and for some positive constant C, independent of k.
Setting η(t) := ‖Vm(t)‖2L2(R+), then we apply Gronwall’s inequality (A.10), it
yields the following result

η(t) ≤ eCtη(T ), t ∈ [0, T ].

Taking maximum over t ∈ [0, T ] and substituting η(t) by ‖Vk(t)‖2L2(R+), we find
that

max
0≤t≤T

‖Vk(t, .)‖2L2(R+) ≤ exp(CT )‖g‖2L2(R+). (6.10)

for some positive constant C not depending on k.

Returning to (6.8), we integrate in time from 0 to T and employ (6.10),
then we obtain that

‖Vk(t)‖2L2(0,T ;M) =
∫ T

0
‖Vk(t)‖2M dt

≤ exp(CT )‖g‖2L2(R+).

(6.11)

We next give an estimate for the time derivative of Vk. Since (6.3) gives
∂Vk
∂t

= −1
2σ

2x2 ∂Vk
∂x
− (r − d)x∂Vk

∂x
+ rVk −

1
ε

( [
(g − Vk)+] )1/k, in QT ,

the formulation suggests that ∂Vk
∂t ∈ M ′, where M ′ is the dual space of M .

Recalling the norm in M ′, for any w ∈M such that ‖w‖M ≤ 1, we have

‖∂tVk‖M ′ = sup
‖w‖M≤1

∣∣〈∂tVk, w〉M ′,M ∣∣
‖w‖M

.

From (6.7), we have

〈∂tVk, w〉M ′,M = a(t;Vk, w)− 1
ε

(( [
(g − Vk)+] )1/k, w).

Observe that, using Cauchy-Schwartz inequality (A.1) and the triangle inequality,
we find that(([

(g − Vk)+])1/k , w) ≤ C∥∥∥∥ [(g − Vk)+] )1/k∥∥∥∥
L2(R+)

‖w‖L2(R+)

≤ C
(
‖g‖L2(R+) + ‖Vk‖L2(R+)

)
‖w‖L2(R+).
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6. The power penalty problem

Using the above result and the continuity of the bilinear form a(t; ., .), for a
fixed function w ∈M , such that ‖w‖M ≤ 1, we deduce that∣∣∣〈∂tVk, w〉M ′,M ∣∣∣ ≤ C (‖Vk‖M + ‖g‖L2(R+)

)
‖w‖L2(R+),

for some constant C not depending on k. For details in the above estimate, we
refer to (5.20) in Chapter 5. using ‖w‖M ≤ 1, we utilize the above inequality
and find that

‖∂tVk‖M ′ ≤ C
(
‖Vk‖M + ‖g‖L2(R+)

)
.

Integrating in time from 0 to T , employing (a+ b)2 ≤ 2(a2 + b2) and (6.10), we
arrive at ∫ T

0

∥∥∥∂tVm(t)
∥∥∥2

M ′
dt ≤ C

∫ T

0

(
‖Vm(t)‖M + ‖g‖L2(R+)

)2 dt

≤ C1

∫ T

0
‖Vm(t)‖2M + ‖g‖2L2(R+)dt

≤ C1 (exp(CT ) + T ) ‖g‖L2(R+),

for some constants C and C1 not depending on k. We now collect the above
estimate together with (6.10) and (6.11), thus we have proved (6.6) in the
Theorem. �

Having obtained a prior estimates for Vk in (6.6), we next define the following
set Wk such that

Wa∗ =
{
Vk ∈ L2(0, T ;M), ∂Vk

∂t
∈ L2(0, T ;M ′)

}
.

Apply Lemma 5.3.4 (cf. Chapter 5), it shows that Wa∗ is compactly embedded
in L2((0, T )× (a,∞)

)
, for a > 0. It then follows from compactness Theorem

A.0.14 that there exists a subsequence {Vkj}j>0 ⊆ {Vk} and a function V such
that

Vkj converges strongly to V in L2((0, T )× (a,∞)
)
,

for any a > 0. Thus, by a diagonal argument, we then conclude that

Vkj converges strongly to V in L2((0, T )× (0,∞)
)
.

Since we have obtained strong convergence of sequences {Vk}k>0 in L2 (QT )
as well as (6.6), we are now ready to prove the well-posedness theory for (6.3).

Proof of Theorem 6.1.1. For the existence, according to energy estimates (6.6),
the sequences {Vk}k>0 and {∂Vk∂t }k>0 are bounded in L2(0, T ;M) and L2(0, T ;M ′),
respectively. Weak compactness Theorem A.0.14 shows that there exists a sub-
sequence {Vkj}∞j=1 ⊆ {Vk}k>0 and a function V ∈ L2(0, T ;M), such that

Vkj converges weakly to V in L2(0, T ;M).

Similarly, there exists a subsequence {∂Vkj∂t }
∞
j=1 ⊆ {∂Vk∂t }k>0 and a function

∂V
∂t ∈ L

2(0, T ;M ′), such that

∂Vkj
∂t

converges weakly to ∂V

∂t
in L2(0, T ;M ′).
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By definition A.0.13, weak convergence means that for any w ∈M ,〈
∂Vk
∂t

, w

〉
M ′,M

−→
〈
∂V

∂t
, w

〉
M ′,M

.

For any fixed function q ∈ C1 ([0, T ];M) such that q(0) = 0, the following
integral holds∫ T

0
−
〈
∂Vk
∂t

, q

〉
M ′,M

+ a(t;Vk, q)−
1
ε

(
(g − Vk)+

, q
)
dt = 0, in QT . (6.12)

Setting k = kj and sending j →∞, we obtain that∫ T

0
−
〈
∂V

∂t
, q

〉
M ′,M

+ a(t;V, q)− 1
ε

(
(g − V )+

, q
)

dt = 0. (6.13)

In order to prove V (T ) = g, we integrate by parts (6.13) and use q(0) = 0,
thus

− (V (T ), q(T )) +
∫ T

0
(V, q′) + a(t;V, q)− 1

ε

(
(g − V )+

, q
)

dt = 0. (6.14)

for all q ∈ C1([0, T ];M). On the other hand, doing integration by parts (6.12)
and setting k = kj , we arrive at

−
(
Vkj (T ), q(T )

)
+
∫ T

0

(
Vkj , q

′)+ a(t;Vkj , q)−
1
ε

((
g − Vkj

)+
, q
)

dt = 0.

Sending j →∞ and using the fact that Vkj (T )→ g in L2(R+), thus

−
(
g, q(T )

)
+
∫ T

0
(V, q′) + a(t;V, q)− 1

ε

(
(g − V )+

, q
)

dt = 0. (6.15)

Consider (6.14) and (6.15). Since q(T ) is arbitrary, we conclude V (T ) = g in
R+. Hence, we finished proving the existence of a weak solution for (6.3) by
using energy estimates and the compactness method.

The uniqueness of Vk is an immediate consequence of the monotonicity of
the operator Vk → (g − Vk)+. For our convenience, we will drop dependence of
Vk on k in what follows. Assume that V 1 and V 2 are two solutions to (6.3),
then V 1 and V 2 satisfy the weak formulation (6.4) such that

−
〈
∂V 1

∂t
, u

〉
(M ′,M)

+ a(t;V 1, u)− 1
ε

([
(g − V 1)+]1/k, u) = 0, ∀u ∈M,

and

−
〈
∂V 2

∂t
, u

〉
(M ′,M)

+ a(t;V 2, u)− 1
ε

([
(g − V 2)+]1/k, u) = 0, ∀u ∈M.

Moreover,
V 1(T ) = V 2(T ) = g, in R+.
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6. The power penalty problem

Setting z = V 1 − V 2, we subtract the second equation from the first one and
get the following equation, for all u ∈M ,

−
〈
∂z

∂t
, u

〉
M ′,M

+ a(t; z, u)− 1
ε

([
(g − V 1)+]1/k − [(g − V 2)+]1/k, u) = 0.

Choosing u = z, it yields

−
〈
∂z

∂t
, z

〉
M ′,M

+ a(t; z, z)− 1
ε

([
(g − V 1)+]1/k − [(g − V 2)+]1/k, z)︸ ︷︷ ︸

=E≤0

= 0.

(6.16)
Setting

E = 1
ε

([
(g − V 1)+]1/k − [(g − V 2)+]1/k, z).

For all ε > 0 and k > 0, observe that E ≤ 0. Indeed, if V 1 > V 2, then

z > 0,
[
(g − V 1)+]1/k < [(g − V 2)+]1/k,

it follows that
E < 0.

Otherwise,
z ≤ 0,

[
(g − V 1)+]1/k ≥ [(g − V 2)+]1/k,

then again, we have
E ≤ 0.

(6.16) implies that

−
〈
∂z

∂t
, z

〉
M ′,M

+ a(t; z, z) ≤ 0. (6.17)

Applying the chain rule (A.0.15), it gives

d

dt

(
−1

2
∥∥z(t)∥∥2

L2(R+)

)
+ a(t; z, z) ≤ 0.

Integrating in time from t to T and using the fact that z(T ) = 0 together with
Gårding inequality (3.11), we get

1
2
∥∥z(t)∥∥2

L2(R+) + α

∫ T

t

‖z(s)‖2M ds ≤ λ
∫ T

t

‖z(s)‖2L2(R+) ds.

Hence,

‖z(t)‖2L2(R+) ≤ 2λ
∫ T

t

‖z(s)‖2L2(R+) ds.

Gronwall’s inequality (A.10) yields z(t) = 0 for all t ∈ [0, T ]. Hence, we have
obtained V 1 = V 2 as we desired. �
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6.2. The standard formulation

6.2 The standard formulation

In what follows, we follow [14] to reformulate the original problem (6.1) into
an equivalent standard form which satisfies homogeneous Dirichlet boundary
conditions. Assume that σ(t) and r(t) satisfy

σ ≤ σ(t) ≤ σ, r ≤ r(t) ≤ r,

for some positive constants σ, σ,r and r.

For L >> K, assume that we solve (6.1) in an finite interval [0, L] with
boundary conditions given by

V (t, 0) = b(t), V (t, L) = 0, t ∈ [0, T ].

When x→ 0, (6.1) reads
− ∂b(t)

∂t
+ rb(t) ≥ 0,

b(t)− g(0) ≥ 0,(
−∂b(t)

∂t
+ rb(t)

)(
b(t)− g(0)

)
= 0.

See that b(t) = g(0) = V (T, 0) = K satisfies the last equation and also satisfies
the above system. Thus, the boundary condition are defined as follows

V (t, 0) = K, V (t, L) = 0 for t ∈ [0, T ]. (6.18)

The second boundary should be read as

lim
x→∞

V (t, x) = 0

We start the transformation by letting V0 be the linear function satisfying
the boundary conditions (6.18). V0 is defined by

V0(x) =
(

1− x

L

)
K. (6.19)

Introduce a new variable

U(t, x) = eβt
[
V (t, x)− V0(x)

]
, where β = sup

0<t<T
σ2(t). (6.20)

Then,
V (t, x) = e−βtU(t, x) + V0(x). (6.21)

To simplify the presentation, we will drop the dependence of functions on (t, x)
in what follows. Substituting (6.21) into the first inequality of (6.1), it yields

e−βt
[
− ∂U

∂t
− 1

2σ
2x2 ∂

2U

∂x2 − (r − d)x∂U
∂x

+ (r + β)U
]

− ∂V0

∂t
− 1

2σ
2x2 ∂

2V0

∂x2 − (r − d)x∂V0

∂x
+ rV0 ≥ 0.
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6. The power penalty problem

We rewrite the above inequality as follows

− ∂U

∂t
− 1

2σ
2x2 ∂

2U

∂x2 − (r − d)x∂U
∂x

+ (r + β)U ≥ −f(t, x), (6.22)

where

f(t, x) = eβt
[
−∂V0

∂t
− 1

2σ
2x2 ∂

2V0

∂x2 − (r − d)x∂V0

∂x
+ rV0

]
.

(6.19) gives
∂V0

∂t
= 0, ∂V0

∂x
= −K

L
,

∂2V0

∂x2 = 0.

Thus we find that

f(t, x) = eβt
[
(r − d)xK

L
+ r

(
1− x

L

)
K

]
= eβt

(
r − d x

L

)
K.

(6.23)

We would like to show that (6.22) takes the following form

−∂U
∂t
− ∂

∂x

[
a(t)x2 ∂U

∂x
+ b(t)xU

]
+ c(t)U ≥ −f(t, x).

From (6.22), these functions a(t), b(t), c(t) must satisfy the following set
a(t) = 1

2σ
2,

2a(t) + b(t) = (r − d),
−b(t) + c(t) = r + β.

(6.24)

Solving (6.24), it yields
a(t) = 1

2σ
2,

b(t) = (r − d)− σ2,

c(t) = r + β + b(t) = 2r + β − d− σ2.

(6.25)

(6.1) is now equivalent to the following system where we seek functions U that
satisfy

− ∂U

∂t
− ∂

∂x

[
a(t)x2 ∂U

∂x
+ b(t)xU

]
+ c(t)U ≥ −f(t, x),

U − U∗ ≥ 0,(
− ∂U

∂t
− ∂

∂x

[
a(t)x2 ∂U

∂x
+ b(t)xU

]
+ c(t)U

)
(U − U∗) = 0,

(6.26)

where f(t, x), a(t), b(t) and c(t) are given by (6.23) and (6.25), respectively.
Moreover,

U∗ = U(T, x) = eβt (g − V0)
and the boundary conditions (6.18) becomes

U(t, 0) = U(t, L) = 0, t ∈ [0, T ),
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6.2. The standard formulation

where we have used (6.21) to obtain the above boundary conditions. Finally,
letting u = −U and multiplying the resulting system by −1, we obtain the
following problem

− ∂u

∂t
− ∂

∂x

[
a(t)x2 ∂u

∂x
+ b(t)xu

]
+ c(t)u ≤ f(t, x),

u− u∗ ≤ 0,(
− ∂u

∂t
− ∂

∂x

[
a(t)x2 ∂u

∂x
+ b(t)xu

]
+ c(t)U

)
(u− u∗) = 0,

(6.27)

where u∗ = −U∗ = eβt(V0 − g). We define u∗ as follows. Using (6.19) and
g = (K − x)+, we consider two cases:
If K > x,

u∗ = eβt(V0 − g) =eβt
[(

1− x

L

)
K − (K − x)

]
=eβt

(
1− K

L

)
x.

Otherwise, if x ∈ [K,L] then g = 0,

u∗ = eβt(V0 − g) = eβt
(

1− x

L

)
K.

Hence,

u∗ =
{
eβt (1−K/L)x, x ∈ [0,K),
eβt (1− x/L)K, x ∈ [K,L].

(6.28)

We summarize the above analysis by the following lemma

Lemma 6.2.1. The problem of pricing American options (6.1) is equivalent to
the new problem (6.27) in the sense that their solutions are related by

u = −eβt (V − V0) ,

where u and V denote solutions corresponding to the systems (6.27) and (6.1),
respectively. Moreover, V0 and the associated pay-off function u∗ of (6.27) are
defined by (6.19) and (6.28), respectively.

We now follows [2, Chapter 3.2] to introduce the variational inequality of
(6.27). We first denote by M1 the weighted Sobolev space as follows:

M1 =
{
w ∈ L2([0, L]

)
, x

w

x
∈ L2([0, L]

)}
.

Its dual space is denoted by M ′1. We next define a convex and closed set K1
such that

K1 =
{
w ∈M1 : w ≤ u∗

}
,

Following [2, p. 236], the variational inequality of (6.27) is to seek a function u
that satisfies

−
〈
∂u

∂t
, w − u

〉
M ′1,M1

+ b(t;u,w − u) ≤ (f, w − u), w ∈M1, (6.29)
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6. The power penalty problem

where we have introduced the bilinear form b(t;u,w) such that

b(t;u,w) =
(
a(t)x2 ∂u

∂x
+ b(t)xu, ∂w

∂x

)
+
(
c(t)u,w

)
=
∫ L

0

(
a(t)x2 ∂u

∂x

∂w

∂x
+ b(t)xu∂w

∂x
+ c(t)uw

)
dx,

(6.30)

where the functions a(t), b(t) and c(t) are given in (6.25). We state some key
properties of the bilinear form b(t; , ., ) given by (6.30) in the following lemma:

Lemma 6.2.2. Assume that σ(t) and r(t) satisfy

σ ≤ σ(t) ≤ σ, r ≤ r(t) ≤ r,

for some positive constants σ, σ,r and r. Then there exists some positive
constants α and C such that, for any v, w ∈M1,

b(t; v, v) ≥ α‖v‖2M1
, b(t; v, w) ≤ C‖v‖M1‖w‖M1 .

Proof. Given (6.30), we do integration by parts and find that, for all u ∈M1,

b(t;u, u) =
∫ L

0
a(t)x2

(
∂u

∂x

)2
+ b(t)x∂u

∂x
u︸ ︷︷ ︸

IBP

+c(t)u2dx

=
∫ L

0
a(t)x2

(
∂u

∂x

)2
− 1/2b(t)u2 + c(t)u2dx

Inserting a(t), b(t) and c(t) in (6.25), we obtain that

b(t;u, u) = 1
2

∫ L

0
σ2
(
x
∂u

∂x

)2
dx+ 1

2

∫ L

0
(3r + 2β − d− σ2)u2dx

≥ 1
2 min{σ2, 3r − d}

(∥∥∥∥x∂u∂x
∥∥∥∥2

L2(Ω)
+ ‖u‖2L2(Ω)

)
≥ C‖u‖2M1

,

(6.31)

where we have used the assumption β = sup0<t<T σ
2(t) in (6.20) and C is a

constant. Hence, the first inequality in Lemma has been proved.
The second inequality can be obtained easily since b(t; ., .) has the same form of
the blinear form a(t; ., .) given by (4.6) linked to the Black and Scholes equation.
Thus we skip the proof here. We just only comment that these inequalities
establish the Gårding inequality and the continuity of b(t; ., .). Moreover, these
inequalities ensure well-posedness of solution to the problem, which we will use
for our analysis later. �

The associated k-power penalty problem corresponding to (6.27) is now to
seek a function uk that satisfies the following equation

− ∂uk
∂t

+B(t)u+ 1
ε

[(uk − u∗)+]1/k = f, uk ∈M1, (6.32)

where the operator B(t)u is given by

B(t)u = − ∂

∂x

[
a(t)x2 ∂u

∂x
+ b(t)xu

]
+ c(t)u, u ∈M1
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6.3. Convergence analysis

a(t), b(t), c(t) and u∗ are defined by (6.25) and (6.28), respectively. Moreover,
k > 1 is the penalty parameter as before .

We introduce the weak formulation of (6.32) as follows, for all w ∈M1

−
〈
∂u

∂t
, w

〉
M ′1,M1

+ b(t;u,w) + 1
ε

( [
(u− u∗)+]1/k , w) = (f, w). (6.33)

6.3 Convergence analysis

Our analysis is relied on [14]. Here we would like to show that solutions uk of
the k-power penalty problem (6.33) converge to u of the standard problem (6.29)
as ε ↓ 0 with the order Ok/2. In particular, we first investigate an estimate for
(uk − u∗)+ and then use the results to derive a bound for u− uk. We start with
the following lemma

Lemma 6.3.1. Let uk be the solution of the k-power penalty problem (6.33).
Assume that

uk ∈ Lp(Ω).
Then there exist a constant C that does not depend on k and ε such that

‖(uk − u∗)+‖Lp(Ω) ≤ Cεk,
‖(uk − u∗)+‖

L∞
(

0,T ;L2(Ω)
) + ‖(uk − u∗)+‖L2(0,T ;M) ≤ Cεk/2,

where k > 0 is the penalty parameter.

Proof. To simplify notations, setting φ = (uk − u∗)+, φ ∈ M1 and ∂tu ∈ M ′1.
We substitute w by φ in the weak formulation (6.33) and get

−
〈
∂uk
∂t

, φ

〉
M ′1,M1

+ b(t;uk, φ) + 1
ε

(
φ

1
k , φ

)
= (f, φ),

Our purpose is to estimate φ, thus we express the above equation in term of φ.
Adding to both sides of the above equation the amount(

∂u∗

∂t
, φ

)
− b(t;u∗, φ)

and using the linearity of the bilinear form b(t; ., .), we obtain

−
〈
∂(uk − u∗)

∂t
, φ

〉
M ′1,M1

+ b(t;uk − u∗, φ) + 1
ε

(
φ

1
k , φ

)
= (f, φ) +

(
∂u∗

∂t
, φ

)
− b(t;u∗, φ). (6.34)

We rewrite the above equation and get that

−
〈
∂φ

∂t
, φ

〉
M ′1,M1

+ b(t;φ, φ) + 1
ε

(
φ

1
k , φ

)
= (f, φ) +

(
∂u∗

∂t
, φ

)
− b(t;u∗, φ).
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6. The power penalty problem

Using the chain rule (A.0.15) gives

d

dt

(
−1

2
(
φ(t), φ(t)

))
+ b(t;φ, φ) + 1

ε

(
φ

1
k , φ

)
= (f, φ) +

(
∂u∗

∂t
, φ

)
− b(t;u∗, φ).

Integrating in time from t to T and using the fact that φ(T ) = 0, together with
inequality (6.31), we obtain

1
2
(
φ(t), φ(t)

)
+ β

∫ T

t

‖φ‖2M1
dt+ 1

ε

∫ T

t

(
φ

1
k , φ

)
dt

≤
∫ T

t

(f, φ)dt+
∫ T

t

(
∂u∗

∂t
, φ

)
dt−

∫ T

t

b(t;u∗, φ)dt.

(6.35)
Let us consider boundedness on the right-hand side of (6.35). Since φ ∈ Lp(Ω)
and f given by (6.23) is smooth, we find that∫ T

0
(f, φ)dt ≤ C

∫ T

0

∫ L

0
φdxdt ≤ C

(∫ T

0
‖φ‖pLp(Ω)dt

) 1
p

. (6.36)

Furthermore, u∗ defined by (6.28) gives ∂u∗

∂t = β exp(βt)(V0 − g). Thus,∫ T

0

(
∂u∗

∂t
, φ

)
dt = β

∫ T

0
exp(βt) (g − V0, φ) dt

≤ C
∫ T

0

∫ L

0
φdxdt

≤ C
(∫ T

0
‖φ‖pLp(Ω)dt

)1/p
,

(6.37)

where we have used |g − V0| is uniformly bounded by a positive constant.
We consider boundedness on the last integral of the bilinear form b(t;u∗, φ).
See that

b(t;u∗, φ) =
∫ L

0
a(t)x2 ∂u

∗

∂x

∂φ

∂x
+ b(t)x∂u

∗

∂x
φ+ c(t)u∗φdx.

Consider first the first integral on the . It follows from (6.28) that

∂u∗

∂x
=
{

exp(βt) (1−K/L) , x ∈ [0,K],
− exp(βt)K/L, x ∈ (K,L],

=
{

exp(βt)C1, x ∈ [0,K],
exp(βt)C2, x ∈ [K,L],

where C1, C2 are some constants such that{
C1 = 1−K/L > 0, x ∈ [0,K],
C2 = −K/L < 0, x ∈ (K,L].

(6.38)
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6.3. Convergence analysis

Splitting [0, L] into two intervals [0,K] and [K,L], we have

−
∫ L

0
a(t)x2 ∂u

∗

∂x

∂φ

∂x
dx = −C1 exp(βt)a(t)

∫ K

0
x2 ∂φ

∂x
dx︸ ︷︷ ︸

IBP

− C2 exp(βt)a(t)
∫ L

K

x2 ∂φ

∂x
dx︸ ︷︷ ︸

IBP

.

(6.39)

Doing integration by parts, it yields∫ K

0
x2 ∂φ

∂x
dx = K2φ(t,K)− 2

∫ K

0
xφdx.

Moreover, using the fact that φ(t, L) =
(
uk(t, L)− u∗

)+ = 0, we find that∫ L

K

x2 ∂φ

∂x
dx = −K2φ(t,K)− 2

∫ L

K

xφ(t, x)dx.

Inserting these two results into (6.39), we obtain

−
∫ L

0
a(t)x2 ∂u

∗

∂x

∂φ

∂x
dx

= a(t)

exp(βt) (C2 − C1)︸ ︷︷ ︸
<0

K2φ(t,K)


+ a(t)

2 C1︸︷︷︸
>0

exp(βt)
∫ K

0
xφdx+ 2 C2︸︷︷︸

<0

exp(βt)
∫ L

K

xφdx

 .

(6.40)
Since a(t) = 1

2σ
2 > 0, it follows from (6.40) that

−
∫ L

0
a(t)x2 ∂u

∗

∂x

∂φ

∂x
dx ≤ 2C1 exp(βt)a(t)

∫ K

0
xφdx

≤ C
∫ L

0
φdx,

(6.41)

for a constant C not depending on k and ε.
We next consider the second integral of the bilinear form b(t;u∗, φ). Using the
fact that |V0 − g| is uniformly bounded by a positive constant, we deduce the
following inequality

−
∫ L

0
b(t)xu∗ ∂φ

∂x
dx ≤ −C

∫ L

0
x
∂φ

∂x
dx︸ ︷︷ ︸

IBP

.

Doing integration by parts and keeping in mind that φ(t,X) = 0, it yields

−
∫ L

0
b(t)xu∗ ∂φ

∂x
dx ≤ −C

(
xφ

∣∣∣∣L
x=0
−
∫ L

0
φdx

)

≤ C
∫ L

0
φdx,

(6.42)
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6. The power penalty problem

for a positive constant C not depending on k and ε.
The last integrals of the bilinear form b(t;u∗, φ) also yields∫ L

0
c(t)u∗φdx ≤ C

∫ L

0
φdx. (6.43)

From (6.41)-(6.43), we deduce that

−
∫ T

0
b(t;u∗, φ)dt ≤ C

∫ T

0

∫ L

0
φdxdt ≤ C

(∫ T

0
‖φ‖pLp(Ω)dt

) 1
p

, (6.44)

for a constant C not depending on k and ε.
Returning to the inequality (6.35), thus we have founded that

1
2
(
φ(t), φ(t)

)
+ β

∫ T

0
‖φ(t)‖2M1

dt+ 1
ε

∫ T

0

(
φ

1
k , φ

)
dt

≤ C
(∫ T

0

∥∥φ(t)
∥∥p
Lp(Ω)dt

) 1
p

.

(6.45)

This implies that

1
ε

∫ T

0

(
φ(t)1/k, φ(t)

)
dt ≤ C

(∫ T

0

∥∥φ(t)
∥∥p
Lp(Ω)dt

) 1
p

. (6.46)

Since φ ∈ Lp(Ω), it follows that

1
ε

∫ T

0

∥∥φ(t)
∥∥p
Lp(Ω)dt ≤ C

(∫ T

0

∥∥φ(t)
∥∥p
Lp(Ω)dt

)1/p

, (6.47)

where
p = 1 + 1

k
. (6.48)

(6.47) is equivalent to (∫ T

0

∥∥φ(t)
∥∥p
Lp(Ω)dt

)1− 1
p

≤ Cε.

Clearly, (∫ T

0

∥∥φ(t)
∥∥p
Lp(Ω)dt

)1/p

≤ Cε
1
p−1 ≤ Cεk, (6.49)

where k = 1
p−1 is obtained from (6.48). Thus, we have proved the first estimate

in Lemma 6.3.1.

Now, from (6.45) and (6.49), we find that

1
2
(
φ(t), φ(t)

)
+ β

∫ T

0
‖φ(t)‖2M1

dt ≤
(∫ T

0

∥∥φ(t)
∥∥p
Lp(Ω)dt

)1/p

≤ Cεk.
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Choosing β = 1
2 , we have

(
φ(t), φ(t)

)
+
∫ T

0

∥∥φ(t)
∥∥2
M1

dt ≤ C1ε
k.

Setting
a =

(
φ(t), φ(t)

) 1
2 ,

b =
(∫ T

0
‖φ(t)‖2M1

dt
)1/2

and applying (a+ b)2 ≤ 2(a2 + b2), we arrive at(φ(t), φ(t)
)1/2 +

(∫ T

0

∥∥φ(t)
∥∥2
M1

dt
)1/2

2

≤ C

((
φ(t), φ(t)

)
+
∫ T

0
‖φ(t)‖2M1

dt
)

≤ Cεk.

Clearly, (
φ(t), φ(t)

)1/2 +
(∫ T

0

∥∥φ(t)
∥∥2
M1

dt
)1/2

≤ cεk/2,

which asserts the last estimate in Lemma 6.3.1, for a constant c not depending
on ε and k as we desired. �

Lemma 6.3.1 establishes a prior estimates for (uk − u∗)+. Using the results,
we now introduce the main theorem of convergence of weak solutions as follows

Theorem 6.3.2. Assume that
∂u

∂t
∈ Lk+1(Ω), Ω = [0, L],

where k > 0 is the penalty parameter. Assume also that Lemma 6.3.1 holds.
Let u and uk denote solutions to the problem (6.29) and the k-power penalty
method (6.33), respectively. Then there exists a constant C, independent of k
and ε, such that

‖u− uk‖L∞(0,T ;L2(Ω)) + ‖u− uk‖L2(0,T ;M1) ≤ Cε
k/2, k > 0.

Proof. In order to employ these estimates in Lemma 6.3.1, we decompose u−uk
in term of φ = (uk − u∗)+. See that

u− uk = (u− u∗)− (uk − u∗) . (6.50)

Let us define the negative part of uk − u∗ as follows

(uk − u∗)− = −min{uk − u∗, 0}.

Observe that
(uk − u∗)−(uk − u∗)+ = (uk − u∗)−φ = 0. (6.51)
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6. The power penalty problem

The composition (6.50) now becomes

u− uk = u− u∗ −
[
(uk − u∗)+ − (uk − u∗)−

]
= u− u∗ + (uk − u∗)−︸ ︷︷ ︸

rk

− (uk − u∗)+︸ ︷︷ ︸
φ

= rk − φ.

To prove Theorem 6.3.2, it now suffices to estimate rk since φ was estimated in
Lemma 6.3.1. We start by recalling the variational inequality (6.29)

−
〈
∂u

∂t
, w − u

〉
M ′1,M1

+ a(t;u,w − u) ≥ (f, w − u), ∀w ∈M1. (6.52)

and the weak formulation (6.33) of the k-power penalty problem

−
〈
∂uk
∂t

, w

〉
M ′1,M1

+a(t;uk, w)+ 1
ε

( [
(uk − u∗)+]1/k , w) = (f, w), ∀w ∈M1.

(6.53)
Substituting w = u − rk and w = rk into (6.52) and (6.53), respectively, we
find that 〈

∂u

∂t
, rk

〉
M ′1,M1

− a(t;V, rk) ≥ −(f, rk), (6.54)

and

−
〈
∂uk
∂t

, w

〉
M ′1,M1

+ a(t;uk, w) + 1
ε

( [
(uk − u∗)+]1/k , w) = (f, rk). (6.55)

Adding (6.54) and (6.55) and using the notation of φ, the following inequality
holds

−
〈
∂(uk − u)

∂t
, rk

〉
M ′1,M1

+ a(t;uk − u, rk) + 1
ε

(
φ1/k, rk

)
︸ ︷︷ ︸

≤0

≥ 0. (6.56)

Observe that, since u ≤ u∗,(
φ1/k, rk

)
=
(
φ1/k, u− u∗ − (uk − u∗)−

)
=
(
φ1/k, u− u∗

)
≤ 0.

Thus, (6.56) implies that

−
〈
∂(uk − u)

∂t
, rk

〉
M ′1,M1

+ a(t;uk − u, rk) ≥ 0.

In the other words, we obtain the following inequality

−
〈
∂(u− uk)

∂t
, rk

〉
M ′1,M1

+ a(t;u− uk, rk) ≤ 0.
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We want to estimate rk and remind that u − uk = rk − φ. By substituting
rk − φ into the above inequality, we have

−
〈
∂(rk − φ)

∂t
, rk

〉
M ′1,M1

+ a(t; rk − φ, rk) ≤ 0.

Using the chain rule (A.0.15) and doing integration by parts, we rewrite the
above inequality as

d

ds

(
−1

2
(
rk(s), rk(s)

))
+ a(s; rk, rk)

≤ −
〈
∂φ

∂s
, rk

〉
M ′1,M1︸ ︷︷ ︸

IBP

+a(s;φ, rk)

≤ − (φ, rk) +
〈
∂rk
∂s

, φ

〉
M ′1,M1

+ a(s;φ, rk).

Integrating in time from t to T and keeping in mind that φ(T ) = rk(T ) = 0,
thus

1
2
(
rk(t), rk(t)

)
+ α

∫ T

t

∥∥rk(s)
∥∥2
M1

ds

≤ −
(
φ(t), rk(t)

)∣∣∣∣T
s=t

+
∫ T

t

(〈
∂rk
∂s

, φ

〉
M ′1,M1

+ a(s;φ, rk)
)

ds

≤
(
φ(t), rk(t)

)
+
∫ T

t

(〈
∂rk
∂s

, φ

〉
M ′1,M1

+ a(s;φ, rk)
)

ds.

(6.57)
The estimate (6.57) implies that

1/2
∥∥rk(t)

∥∥2
L∞(0,T ;L2(Ω)) + α

∥∥rk(t)
∥∥2
L2(0,T ;M1)

≤
∥∥φ(t)

∥∥
L∞(0,T ;L2(Ω))

∥∥rk(t)
∥∥
L∞(0,T ;L2(Ω))

+ α
∥∥φ(t)

∥∥
L2(0,T ;M1)

∥∥rk(t)
∥∥
L2(0,T ;M1)

+
∫ T

t

〈
∂rk
∂s

, φ

〉
M ′1,M1

ds

(6.58)

Let us consider boundedness on the last integral. Since

rk = u− u∗ + (uk − u∗)−,

Using (6.51), we find that∫ T

0

〈
∂rk
∂t

, φ

〉
M ′1,M1

dt =
∫ T

0

〈
∂(u− u∗)

∂t
, φ

〉
M ′1,M1

dt

=
∫ T

0

〈
∂u

∂t
, φ

〉
M ′1,M1

dt− β
∫ T

0
φ exp(βt)(V0 − V ∗)dt

(6.59)
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6. The power penalty problem

Applying Holder inequality (A.7) for φ ∈ Lp(Ω) and ∂tu ∈ Lq(Ω), such that

p = 1 + 1/k, q = k + 1, 1/p+ 1/q = 1.

Thus, we deduce from (6.59) that∫ T

0

〈
∂rk
∂t

, φ

〉
M ′1,M1

dt ≤ C‖φ‖Lp(Ω)

(
‖∂tu‖Lq(Ω) + ‖V0 − g‖Lp(Ω)

)
≤ Cεk,

where we have applied the estimate for φ in Lemma 6.3.1 and assume that
function |V0 − g| is bounded in Lq(Ω).

Returning to (6.58) and using the above estimate, we find that

1/2
∥∥rk(t)

∥∥2
L∞(0,T ;L2(Ω)) + α

∥∥rk(t)
∥∥2
L2(0,T ;M1)

≤
∥∥φ(t)

∥∥
L∞(0,T ;L2(Ω))

∥∥rk(t)
∥∥
L∞(0,T ;L2(Ω))

+ α
∥∥φ(t)

∥∥
L2(0,T ;M1)

∥∥rk(t)
∥∥
L2(0,T ;M1)

+ Cεk

(6.60)

We simplify the notation by setting

a1 =
∥∥rk(t)

∥∥
L∞(0,T ;L2(Ω)), a2 =

∥∥rk(t)
∥∥
L2(0,T ;M1),

and
b1 =

∥∥φ(t)
∥∥
L∞(0,T ;L2(Ω)), b2 =

∥∥φ(t)
∥∥
L2(0,T ;M1), ρ = εk

and remind that Lemma 6.3.1 gives (b1 + b2) ≤ Cρ1/2, the inequality (6.60) is
equivalent to

1/2a2
1 + αa2

2 ≤ C (a1b1 + a2b2 + ρ)

≤ C

(a1 + a2) (b1 + b2)︸ ︷︷ ︸
≤Cρ1/2

+ρ


≤ C

[
(a1 + a2)ρ1/2 + ρ

]
To estimate a1 + a2, using (d + e)2 ≤ 2(d2 + e2), we see that there is some
positive constant C such that

(a1 + a2)2 ≤ C
(
1/2a2

1 + αa2
2
)
.

Thus,
(a1 + a2)2 ≤ C

[
(a1 + a2)ρ1/2 + ρ

]
(6.61)

Setting
y = a1 + a2.

Thus,
y = ‖rk(t)‖L∞(0,T ;L2(R+)) + ‖rk‖L2(0,T ;M).
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6.3. Convergence analysis

(6.61) can be read as
y2 ≤ Cρ 1

2 y + Cρ,

which is equivalent to (
y − 1

2Cρ
1
2

)2
≤
(
C + C2

4

)
ρ.

Solving this inequality, it yields

y ≤ Cρ 1
2 ,

for a constant C not depending on ε and k. Replacing y and ρ, an estimate of
rk is given by

‖rk‖L∞(0,T ;L2(Ω)) + ‖rk‖L2(0,T ;M) ≤ Cεk/2. (6.62)

To the end, recalling that rk = (u− uk) + φ, we substitute it into the estimate
(6.62) ∥∥(u− uk) + φ

∥∥
L∞(0,T ;L2(Ω)) +

∥∥(u− uk) + φ
∥∥
L2(0,T ;M1) ≤ Cε

k/2.

Using the triangle inequality, we arrive at

‖u− uk‖L∞(0,T ;L2(Ω)) + ‖u− uk‖L2(0,T ;M1)

+
(
‖φ‖L∞(0,T ;L2(Ω)) + ‖φ‖L2(0,T ;M1)

)︸ ︷︷ ︸
≤C1εk/2

≤ Cεk/2.

Again with the estimate of φ in Lemma 6.3.1, we conclude that

‖u− uk‖L∞(0,T ;L2(Ω)) + ‖u− uk‖L2(0,T ;M1) ≤ C2ε
k/2,

which proves Theorem 6.3.2. �
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CHAPTER 7

Operator Splitting Method

We study in this chapter the operator splitting method for solving the k-power
penalty problem given by{

−∂V∂t −
1
2σ

2x2 ∂2V
∂x2 − rx∂V∂x + rV = 1

ε [(g − V )+]
1
k , in QT ,

V (T, x) = g(x), in R+.
(7.1)

We see that this problem has the form of nonlinear degenerate parabolic
equations with source term 1

ε [(g − V )+]
1
k . Inspired by [9, p. 36], we rewrite

the k-power penalty problem as an abstract Cauchy problem with initial data{
∂V
∂t +A(V ) = 0, in QT ,
V (0, x) = g(x), in R+.

(7.2)

where the nonlinear differential operator A(V ) is given by

A(V ) = −1
2σ

2x2 ∂
2V

∂x2 − rx
∂V

∂x
+ rV − 1

ε

[
(g − V )+] 1

k

The idea of operator splitting is to choose a decomposition of the operator
A such that each of the sub-operators Al gives equations that are simpler to
solve. For examples, if we split the operator A as

A = A1 +A2,

then we solve sequentially the simpler sub-problems with initial data for l = 1, 2{
∂Vl
∂t +Al(Vl) = 0,
Vl(0) = g.

(7.3)

For l = 1, 2, letting Vl(t) = Sl(t)Vl(0) = Sl(t)g denotes the exact solution
of (7.3), where Sl denotes the corresponding exact solution operator. An
approximate solution of the ordinary equation (7.2) can be constructed as

V (n4t, x) = [S2(4t) ◦ S1(4t)]n g(x), n ∈ N,

where 4t > 0 is a small time step. We wish to analyze convergence of the
approximate solution generated by the operator splitting method to the true
solution of the equation (7.1). Of course, an error will occur by this process.
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7. Operator Splitting Method

But this error can be controlled as we increase the numbers of time-steps
in the construction. Finally, when we pass to the limit, we expect that the
approximation will be converge to true solution of (7.1) in the sense that

V (n4t) = lim
4t→0,n→∞

[S2(4t) ◦ S1(4t)]n g,

where V is the exact solution to (7.1).

Concretely, let us demonstrate the idea above in our context in which we
solve the equation (7.1). By splitting the nonlinear differential operator A into
two elementary sub-operators, the algorithm is then to solve firstly the equation
without source term, i.e., the Black-Scholes equation with initial data

∂u

∂t
− 1

2σ
2x2 ∂

2u

∂x2 − rx
∂u

∂x
+ ru = 0, u(0) = g, (7.4)

and secondly,
∂z

∂t
= 1
ε

[
(g − z)+] 1

k , z(0) = g. (7.5)

Let SCD and SP denote the exact solution operators corresponding to the
sub-problems (7.4) and (7.5), respectively. For a small time-step 4t > 0, the
approximate solution to the equation (7.1) generated by operator splitting
method takes the following form

V (t, x) ≈ V n = [SP (4t) ◦ SCD(4t)]n g, for t = n4t,
n ∈ N.

With the aim of studying convergence of the product formula (??), it is
necessary to work with functions defined for all t ∈ [0, T ]. We define the
auxiliary function for a small time-step V4t : QT → R+ as follows

V n+ 1
2 (t) = [SCD(t− tn)]V n, t ∈

(
tn, tn+ 1

2

]
(7.6)

and
V n+1(t) =

[
SP (t− tn+ 1

2
)
]
V n+ 1

2 , t ∈
(
tn+ 1

2
, tn+1

]
. (7.7)

Using the product formula, V n+1 obtained from V n takes the following form of
approximation

V n+1 ≈ [SP (4t) ◦ SCD(4t)]V n. (7.8)

Observe that,

V (n4t, x) = V n ≈ [SP (4t) ◦ SCD(4t)]n V 0(x)
≈ [SP (4t) ◦ SCD(4t)]n g(x).

(7.9)

Having constructed the approximate solutions V4t defined by (7.8) and
(7.9), we now search for properties of it. For

(
tn, tn+ 1

2

]
, n ∈ N, we first

consider the sub-problem (7.4) which has the exact solution defined by (7.6),
the corresponding exact solution operator SCD and initial value V n. Using
energy estimate, it gives us a prior estimates for V4t. In doing so, we first
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multiply (7.4) by V4t, integrate in x over R+, doing integration by parts and
use the chain rule (A.0.15), thus we obtain

1
2
d

dt

(
‖V4t(t)‖2L2(R+)

)
+ a(t;V4t, V4t) = 0,

where a(t; v, w) is given by

a(t; v, w) =
∫
R+

1
2σ

2x2 ∂v

∂x

∂w

∂x
+
(
− (r − d) + σ2)x∂v

∂x
w + rvwdx, (7.10)

(cf. Chapter 4). Using Gårding inequality (3.11), the following inequality holds

1
2
d

dt

(∥∥V4t(t)∥∥2
L2(R+)

)
+ α‖V4t‖2M ≤ λ‖V4t‖2L2(R+), (7.11)

for some constants α > 0 and λ ≥ 0. This inequality implies that

d

dt

(∥∥V4t(t)∥∥2
L2(R+)

)
≤ C‖V4t‖2L2(R+), (7.12)

for a constant C not depending on 4t.

Setting θ(t) = ‖V4t(t)‖2L2(R+), where t ∈
(
tn, tn+ 1

2

]
, (7.12) yields

θ′(t) ≤ Cθ(t),

Applying Gronwall’s inequality (A.8) gives

θ(t) ≤ exp
(
C(t− tn)

)
θ(tn),

where C is a constant that does not depend on 4t. Thus, substituting θ(t), we
get the following estimate, for t ∈

(
tn, tn+ 1

2

]
,

∥∥V4t(t)∥∥2
L2(R+) ≤ exp (C4t)

∥∥V4t(tn)
∥∥2
L2(R+) (7.13)

where C is a constant, independent of 4t.

A similar estimate on t ∈
(
tn+ 1

2
, tn+1

]
can also be derived by applying

energy estimates for the sub-equation (7.5). As above, we multiply (7.5) by an
arbitrary V4t ∈ L2(R+), then integrate in R+ and use chain rule (A.0.15), thus

1
2
d

dt

(∥∥V4t(t)∥∥2
L2(R+)

)
= 1
ε

([
(g − V4t)+]1/k , V4t)

Since option prices V4t satisfy g ≤ V4t, using Cauchy-Schwartz inequality
(A.1), we obtain

1
2
d

dt

(∥∥V4t(t)∥∥2
L2(R+)

)
≤C

∥∥∥[(g − V4t)+] 1
k

∥∥∥
L2(R+)

∥∥V4t∥∥L2(R+)

≤C
∥∥V4t∥∥2

L2(R+).
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7. Operator Splitting Method

Note that we have obtained k = 1 in the above estimate. Again using Gronwall’s
inequality (A.8) together with (7.13), we deduce that, for t ∈

(
tn+ 1

2
, tn+1

]
,

n = 0, · · · , N − 1,

∥∥V4t(t)∥∥2
L2(R+) ≤ exp (C4t))

∥∥∥V4t(tn+ 1
2
)
∥∥∥2

L2(R+)

≤ exp (C4t+ C4t)
∥∥V4t(tn)

∥∥2
L2(R+)

...
≤ exp (C(N + 1)4t) ‖g‖2L2(R+) .

(7.14)

for a constant C not depending on 4t, an integer N ∈ N such that N4t = T
and we have used induction to obtain the last inequality.

We next derive an estimate for V4t in M on each time interval. For
t ∈

(
tn, tn+ 1

2

]
, we integrate the sub equation (7.11) in time from tn to tn+ 1

2

and obtain that∫ t
n+ 1

2

tn

∥∥V4t(t)∥∥2
M

dt ≤ C
∣∣∣∣∥∥V4t(tn)

∥∥2
L2(R+) −

∥∥V4t(tn+ 1
2
)
∥∥2
L2(R+)

∣∣∣∣.
Considering the right-hand side of the above inequality. It follows from (7.14)
that ∥∥V4t(tn+ 1

2
)
∥∥2
L2(R+) ≥ exp(−C4t)

∥∥V4t(tn+1)
∥∥2
L2(R+).

Thus,∣∣∣∣∥∥V4t(tn)
∥∥2
L2(R+) −

∥∥V4t(tn+ 1
2
)
∥∥2
L2(R+)

∣∣∣∣
≤
∣∣∣∣∥∥V4t(tn)

∥∥2
L2(R+) − exp(−C4t)

∥∥V4t(tn+1)
∥∥2
L2(R+)

∣∣∣∣.
In other words,∫ t

n+ 1
2

tn

∥∥V4t(t)∥∥2
M

dt ≤
∣∣∣∣∥∥V4t(tn)

∥∥2
L2(R+) − exp(−C4t)

∥∥V4t(tn+1)
∥∥2
L2(R+)

∣∣∣∣
≤ exp(CN4t)

∥∥V4t(t0)
∥∥2
L2(R+)

+ exp(−C4t) exp (C(N + 1)4t)
∥∥V4t(t0)

∥∥2
L2(R+)

≤ exp(C ′N4t))‖g‖2L2(R+),

(7.15)
for some constants C and C ′ not depending on 4t and an integer N ∈ N such
that N4t = T .

For t ∈
(
tn+ 1

2
, tn+1

]
, besides the estimate for ‖V4t‖2L2(R+) given by (7.14),

we see that there is no term of x∂xV4t in the second sub-equation (7.5).
Therefore, it suffices to impose an assumption on this derivative to estimate
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‖V4t‖2M . Assume that the exact solution V4t to (7.5) is sufficiently smooth.
We now differentiate (7.5) with respect to x and find that

∂x

(
∂V4t
∂t

)
= 1
εk

[
(g − V4t)+] 1

k−1
∂x (g − V4t)+

,

where

∂x (g − V4t)+ =
{
∂g
∂x −

∂V4t
∂x , g > V4t,

0, g ≤ V4t.
(7.16)

Observe that
∂x

(
∂V4t
∂t

)
= ∂t

(
∂V4t
∂x

)
,

thus
∂t

(
∂V4t
∂x

)
= 1
εk

[
(g − V4t)+] 1

k−1
∂x (g − V4t)+

,

where the last nonlinear term in the right-hand side is defined in (7.16). For
any x ∈ L2(R+), multiplying the above equation by x and setting w = x

∂V4t
∂x ,

we find that
∂tw = 1

εk

[
(g − V4t)+] 1

k−1
x∂x (g − V4t)+

. (7.17)

Remark 7.0.1. Observe (7.17). Since k > 0, we see in particular that k > 1,
i.e., 1/k − 1 < 0, the nonlinear expression

[
(g − V4t)+] 1

k−1 =
[
(g − V4t)+]−k∗,

where k∗ > 0 has singularities when V4t ≥ g. Otherwise, (7.17) will be hold.
This is the difficult case for our analysis. Therefore we restrict here our analysis
by considering the case k = 1 rather than k > 1.

To continue, we impose the following assumption:
Assumption 7.0.2. Assume that k = 1. Furthermore, there exists the first
derivative with respect to x for the sub-solver to (7.5).
Under Assumption 7.0.2, (7.17) reduces to

∂tw = 1
ε
x∂x (g − V4t)+ =

{
1
ε (xgx − w)+

, g > V4t,

0, g ≤ V4t.
(7.18)

We are in the goal to estimate ‖w(t)‖2L2(R+). Following (7.18), we consider two
cases as follows.
When g > V4t. Multiplying the above first equation of (7.18) by w and
integrating with respect to x over R+, using the chain rule (A.0.15) gives

d

dt

(
1
2
∥∥w(t)

∥∥2
L2(R+)

)
= 1
ε

∫
R+

[(
x
∂g

∂x
− w

)+
w

]
dx

≤ C
∫
R+

(∣∣∣∣x∂g∂x
∣∣∣∣2 − w2

)
dx

≤ C

(∥∥∥∥x∂g∂x
∥∥∥∥2

L2(R+)
+
∥∥w(t)

∥∥2
L2(R+)

)
≤ C1

(
B +

∥∥w(t)
∥∥2
L2(R+)

)
,

(7.19)
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for some constant C, C1 and B not depending on 4t, but depend on k and ε.
We have used above ab ≤ 1/2(a2 + b2) to obtain the first inequality. Also, note
that as we work with put options, x ∂g∂x is bounded in L2(R+) by a constant B.
Indeed, recall that the payoff function g of a put option is given by

g = (K − x)+ =
{
K − x, for 0 ≤ x ≤ K,
0, for K < x <∞,

it follows that

x
∂g

∂x
=
{
x, for 0 ≤ x ≤ K,
0, for K < x <∞.

Thus, ∫
R+

∣∣∣∣x∂g∂x
∣∣∣∣2 dx =

∫ K

0
x2dx+

∫ ∞
K

0dx =
∫ K

0
x2dx < B <∞,

where B is a positive constant.
Returning to (7.19), we estimate for

∥∥w(t)
∥∥2
L2(R+) by using Gronwall’s

inequality (A.8) for η(t) = d
dt

∥∥w(t)
∥∥2
L2(R+), thus for t ∈

(
tn+ 1

2
, tn+1

]
‖w(t)‖2L2(R+) ≤ exp(C4t)

(∥∥w(tn+1/2)
∥∥2
L2(R+) +4tB

)
.

Substituting w by x∂xV4t, we find that for t ∈
(
tn+ 1

2
, tn+1

]
‖x∂xV4t(t)‖2L2(R+) ≤ exp(C4t)

(∥∥x∂xV4t(tn+1/2)
∥∥2
L2(R+) +4tB

)
≤ exp(C4t)

(∥∥V4t(tn+1/2)
∥∥2
M

+4tB
)

≤ exp(C4t)
(

exp(CN4t)‖g‖2L2(R+) +4tB
)
,

where we have used (7.15) to obtain the last inequality. Using this result and
the estimate for

∥∥V4t(t)∥∥2
L2(R+) given by (7.14), we deduce that∫ tn+1

t
n+ 1

2

∥∥V4t(t)∥∥2
M

dt =
∫ tn+1

t
n+ 1

2

(∥∥V4t(t)∥∥2
L2(R+) + ‖x∂xV4t(t)‖2L2(R+)

)
dt

≤ exp
(
C(N + 1)4t

)
‖g‖2L2(R+) + exp(C4t)4tB.

for some constants C and B not depending on 4t and N is an integer such
that N4t = T .
On the other hand, when V4t ≥ g, we obtain the following estimate

∫ tn+1

t
n+ 1

2

∥∥V4t(t)∥∥2
M

dt =
∫ tn+1

t
n+ 1

2

∥∥V4t(t)∥∥2
L2(R+) + ‖x∂xV4t(t)‖2L2(R+)︸ ︷︷ ︸

=0

 dt

≤ exp
(
C(N + 1)4t

)
‖g‖2L2(R+)
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Remark 7.0.3. We comment again that we here do not treat the problem when
k > 1. The above results just only hold when k = 1.

Regarding time derivative of V4t. The sub-equation (7.4) gives for t ∈(
tn, tn+ 1

2

]
,

∂V4t
∂t

= 1
2σ

2x2 ∂
2V4t
∂x2 + (r − d)x∂V4t

∂x
− rV4t,

which suggests that ∂V4t
∂t belongs to space M ′. Recalling the norm of a function

in space M ′ ∥∥∂tV4t(t)∥∥M ′ = sup
‖w‖M≤1

∣∣∣〈∂tV4t, w〉M ′,M ∣∣∣
‖w‖M

. (7.20)

For a fixed function w ∈M , such that ‖w‖M ≤ 1, we utilize (7.20) and get∣∣∣〈∂tV4t, w〉M ′,M ∣∣∣ =
∣∣∣∣〈1

2σ
2x2 ∂

2V4t
∂x2 , w

〉
+
〈

(r − d)x∂V4t
∂x

,w

〉
− rV4tw

∣∣∣∣
≤ C

(∣∣∣∣〈1
2σ

2x2 ∂
2V4t
∂x2 , w

〉∣∣∣∣+
∣∣∣∣〈(r − d)x∂V4t

∂x
,w

〉∣∣∣∣+ |rV4tw|
)
,

for a constant C not depending on 4t. To estimate on the right-hand side
above, we refer to Chapter 4 and do similarly step by step. We get∥∥∂tV4t(t)∥∥M ′ ≤ C∥∥V4t(t)∥∥M ,
for a constant C not depending on 4t. We next square and integrate in time
over

(
tn, tn+ 1

2

]
, thus∫ t
n+ 1

2

tn

‖∂tV4t(t)‖2M ′dt ≤ C
∫ t

n+ 1
2

tn

‖V4t(t)‖2Mdt

≤ C exp(C ′N4t)‖g‖2L2(R+).

where the last inequality is obtained from (7.15).
For t ∈

(
tn+ 1

2
, tn+1

]
, the formula of sub-equation (7.5) also suggests that

∂V4t
∂t ∈M

′. Similarly, we utilize the norm of ∂tV4t in M ′ by any fixed function
w ∈M such that ‖w‖M ≤ 1, thus

C
∣∣∣〈∂tV4t, w〉M ′,M ∣∣∣ = C

∣∣∣([(g − V4t)+] 1
k , w

)∣∣∣
≤ C

∥∥∥(g − V4t)+] 1
k

∥∥∥
L2(R+)

‖w‖L2(R+)

≤ C
(
‖g‖L2(R+) +

∥∥V4t(t)∥∥L2(R+)

)
where we have used Cauchy-Schwartz (A.1) and the triangle inequality. Note
that k = 1 in the above estimate. We next square the above inequality, integrate
in time over

(
tn+ 1

2
, tn+1

]
and apply (a+ b)2 ≤ 2(a2 + b2), it yields∫ tn+1

t
n+ 1

2

∥∥∂tV4t(t)∥∥2
M ′

dt ≤C
∫ tn+1

t
n+ 1

2

(
‖g‖L2(R+) +

∥∥V4t(t)∥∥L2(R+)

)2
dt

≤C1

∫ tn+1

t
n+ 1

2

(
‖g‖2L2(R+) +

∥∥V4t(t)∥∥2
L2(R+)

)
dt,
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7. Operator Splitting Method

for some constants C and C1 not depending on 4t, but depend on k and ε.
Employing (7.14), we arrive at∫ tn+1

t
n+ 1

2

∥∥∂tz4t(t)∥∥2
M ′

dt ≤ C1

(
4t+ exp

(
C(N + 1)4t

))
‖g‖2L2(R+),

for some constants C and C1 not depending on 4t, but on k and ε.

Summarizing, the following lemma collects a prior estimates of the splitting
approximate solutions V4t
Lemma 7.0.4. Under Assumption 7.0.2, the splitting approximate solutions
V4t : R+ × [tn, tn+1) → R+, where n = 0, · · · , N − 1, N ∈ N such that
N4t = T , satisfy the three estimates uniformly in 4t such as

• Boundedness

max
tn≤t≤tn+1

∥∥V4t(t)∥∥2
L2(R+) ≤ exp(CT )‖g‖2L2(R+), (7.21)

• L2 stability in the weighted Sobolev space M∫ tn+1

tn

∥∥V4t(t)∥∥2
M

dt ≤ exp(CT )‖g‖2L2(R+), (7.22)

• L2 stability in the dual space M ′∫ tn+1

tn

∥∥∂tV4t(t)∥∥2
M ′

dt ≤ C ′ exp(CT )‖g‖2L2(R+), (7.23)

where C and C ′ are some constants that do not depend on 4t, but depend
on ε and k. Moreover, we have used the fact that N4t = T .

Lemma 7.0.4 establishes three fundamental properties of the approximations
V4t generated by operator splitting method. Using these properties, we have
the following theorem of convergence

Theorem 7.0.5 (Convergence). Using Assumption 7.0.2, we assume also that
Lemma 7.0.4 holds. Then there exists a subsequence {V m4t}4t>0 ⊆ {V4t}
(not relabelled) that converges in L2

loc ((0, T )× R+) to a limit function V ∈
L∞

(
0, T, L2(R+)

)
as 4t ↓ 0.

Proof. In view of Lemma 7.0.4, there exist some constants c and c′ such that

max
0≤t≤T

∥∥V4t(t)∥∥2
L2(R+) ≤ exp(cT )‖g‖2L2(R+),∫ T

0

∥∥V4t(t)∥∥2
M

dt ≤ exp(cT )‖g‖2L2(R+),∫ T

0

∥∥∂tV4t(t)∥∥2
M ′

dt ≤ c′ exp(cT )‖g‖2L2(R+).

Using these estimates and invoking Lemma 5.3.4 from Chapter 5-an application
of Aubin-Lions Lemma, it follows that there exists a subsequence {V m4t}4t>0 ⊆
{V4t} (not relabelled) that converges strongly in L2

loc ((0, T )× R+) to a limit
function V as 4t → 0. Moreover, it follows from the first estimate that
V ∈ L∞

(
0, T, L2(R+)

)
. �
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Finally, we would like to show that the limit function V is exactly the weak
solution to the original equation (7.2). Recalling that V is a weak solution to
the equation (7.2) if it satisfies the following weak formulation for any fixed test
function φ ∈ C∞0 (QT ),∫ T

0

∫
R+

−V ∂tφdxdt+
∫ T

0
a∗(t;V ;φ)dt =

∫
R+

V (0, x)φ(0, x)dx, (7.24)

where the bilinear form a∗(t;V, φ) is given by

a∗(t;V ;φ) =
∫
R+

1
2σ

2x2∂xV ∂xφ+
(
− (r − d) + σ2)x∂V

∂x
φdx

+
∫
R+

(
r − 1

ε

[
(g − V )+] 1

k

)
φdx.

(7.25)

Theorem 7.0.6. Using Assumption 7.0.2. Assume also that Lemma 7.0.4 and
Theorem 7.0.5 hold. Then the approximations V4t defined by (7.8) and (7.9)
converges to a weak solution to the original equation (7.2).

Proof. We wish to show that the limit function V in Theorem 7.0.5 satisfies
the weak formula (7.24). To this end, fixed a test function φ ∈ C∞0 and we
introduce a new test function ψ by

ψ(t, x) = φ

(
t

2 , x
)
.

since V4t solves (7.4) in
[
tn, tn+1/2

)
with initial data V n, the following integral

equality holds∫ tn+1/2

tn

∫
R+

−1
2V4t∂tφdxdt+

∫ tn+1/2

tn

a (t;V4t, φ) dt

= −1
2

∫
R+

V4tφdx
∣∣∣∣t=tn+1/2

t=tn
,

(7.26)
where a (t;V4t, φ) takes the form (7.25). Changing the integral equation (7.26)
in time interval [0,4t] such that the new time variable τ satisfies

τ = 2 (t− tn) ,

and introducing
Un(t) = SCD(t)V n, t ∈ [0,4t] ,

(7.26) becomes∫ 4t
0

∫
R+

−1
2U

nψτ
(
τ + 2tn+1/2, x

)
dxdτ +

∫
R+

a(t;Un, ψ)dτ

= −1
2

∫
R+

V n+1/2φ
(
tn+1/2, x

)
dx+ 1

2

∫
R+

V nφ (tn, x) dx.
(7.27)
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7. Operator Splitting Method

Moreover, since V4t solves the sub-equation (7.5) in time interval
[
tn+1/2, tn+1

)
with initial data V n, we have∫ tn+1

tn+1/2

∫
R+

(
−1

2V4t∂tφ−
1
ε

[
(g − V4t)+

] 1
k

φ

)
dxdt

= −1
2

∫
R+

V4tφ

∣∣∣∣t=tn+1

t=tn+1/2

dx.

Similarly, we change time variable t to τ ∈ [0,4t] such that

τ = 2(t− tn+1/2),

and letting
Wn+1/2(t) = SP (t)V n+1/2, t ∈ [0,4t] .

then the above integral equality is equivalent to∫ 4t
0

∫
R+

−1
2W

n+1/2ψτ
(
τ + 2tn+1/2, x

)
dxdτ

−
∫ 4t

0

∫
R+

(
1
ε

[(
g −Wn+1/2

)+
] 1
k

)
ψ
(
τ + 2tn+1/2, x

)
dxdτ

= −1
2

∫
R+

V n+1φ (tn+1, x) dx+ 1
2

∫
R+

V n+1/2φ
(
tn+1/2, x

)
dx.

(7.28)
We now use (7.27) and (7.11) to deduce an integral equality of V4t in

t ∈ [tn, tn+1) . To this end, let us denote the characteristic function by X4t
and define it as follows

X4t =

1, t ∈
(
tn, tn+ 1

2

]
,

0, t ∈
(
tn+ 1

2
, tn+1

]
.

Note that X4t ⇀ 1
2 in L2 ([0, T ]× R+). The following equation holds

X4t

(∫ tn+1

tn

∫
R+

−1
2V4t∂tφdxdt+

∫ tn+1/2

tn

a (t;V4t, φ) dt
)

− (1−X4t)
∫ tn+1

tn+1/2

∫
R+

1
ε

[
(g − V4t)+] 1

k φdxdt

= −1
2

∫
R+

V n+1φ (tn+1) dx+ 1
2

∫
R+

V nφ (tn) dx.

For a fixed time T > 0 such that T = N4t, N ∈ N, we take sum over
n = 0, · · · , N − 1 and use the fact that φ(T ) = 0, we obtain that

N−1∑
0

∫ tn+1

tn

∫
R+

−1
2V4t∂tφdxdt+ X4t

∫ tn+1/2

tn

a (t;V4t, φ) dt

− (1−X4t)
∫ tn+1

tn+1/2

∫
R+

1
ε

([
(g − V4t)+

] 1
k

φ

)
dxdt

= 1
2

∫
R+

φ (0, x)V4t(0)dx.
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Letting 4t ↓ 0, Theorem 7.0.5 shows that V4t converges strongly to V as
4t ↓ 0. Using the fact that X4t ⇀ 1

2 in L2 (QT ) and multiply the resulting
equation by 2, thus we arrive at∫ T

0

∫
R+

−V ∂tφdxdt+
∫ T

0
a(t;V, φ)dt

−
∫ T

0

∫
R+

1
ε

([
(g − V )+

] 1
k

φ

)
dxdt =

∫
R+

φ (0, x)V (0, x)dx,

which asserts that V is the weak solution to equation (7.2) according to the
weak formulation (7.24). �

We comment that our proof above works only under Assumption 7.0.2. We
have not proved yet in case of k > 1. In this part, we wish to show that another
convergence of the weak solution to equation (7.2) can also be obtained by a
new approximation. Using this new approximation, we may avoid the problem
we met before when k > 1.

Guided by [9], we define the new time interpolant Ṽ4t as follows:

Ṽ4t(t, x) =
[
SCD(t− tn) ◦ SP (4t)

]
Ṽ n, t ∈ (tn, tn+1] . (7.29)

(7.29) can be interpreted as Ṽ4t solves for the sub-problem (7.4) in the time
interval (tn, tn+1] with new initial data Ṽ n+ given by

Ṽ n+ = SP (4t)Ṽ n. (7.30)

Since Ṽ4t solves for both sub-problems (7.4) and (7.5), Ṽ4t satisfies the three
basic estimates (7.21)-(7.23) which imply convergence of Ṽ4t to a limit function
V by Theorem 7.0.5. We wish to show that Ṽ4t is sufficiently close to V4t
defined in (7.8) and (7.9) in L2(QT ). Using energy estimates as before for the
first sub-equation (7.4) with initial data V n+, we have the following inequality
t ∈ (tn, tn+1] ∥∥Ṽ4t(t)∥∥2

L2(R+) ≤ exp(C4t)
∥∥Ṽ n+∥∥2

L2(R+). (7.31)

By the approximation (7.30), we deduce an estimate for Ṽ n+ from the second
sub-equation (7.5) with initial data Ṽ n. As before, we obtain that∥∥Ṽ n+∥∥2

L2(R+) ≤ exp(C4t)
∥∥Ṽ n∥∥2

L2(R+). (7.32)

From (7.31) and (7.32), we find that, for t ∈ (tn, tn+1],∥∥Ṽ4t(t)∥∥2
L2(R+) ≤ exp(C4t)

∥∥Ṽ n+∥∥2
L2(R+)

≤ exp(C4t) exp(C4t)
∥∥Ṽ4t(tn)

∥∥2
L2(R+)

...
≤ exp

(
C(N + 1)4t

)
‖g‖2L2(R+),

(7.33)

where we have used induction and the initial data Ṽ4t(t0) = V (0) = g. More-
over, tn = n4t, n = 0, · · · ,N− 1 where N is an integer such that N4t = T .
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7. Operator Splitting Method

Doing similarly energy estimates for V4t in the first sub-equation (7.5) as
before and use (7.33), we also obtain that∫ tn+1

tn

∥∥Ṽ4t(t)∥∥2
M

dt ≤ exp (C(N + 1)4t) ‖g‖2L2(R+)

and ∫ tn+1

tn

∥∥∂tṼ4t(t)∥∥2
M ′

dt ≤ C ′ exp (C(N + 1)4t) ‖g‖2L2(R+),

for some constants C and C ′ not depending on 4t. These above estimates
together with (7.33) show that Ṽ4t satisfies (7.21)-(7.23), which implies conver-
gence of the new interpolant Ṽ4t defined by (7.29).
Remark 7.0.7. Using the new approximation (7.29), by letting the first sub-
solver be defined in all of the time interval (tn, tn+1], we have used energy
estimates to derive easily the estimates for

∥∥Ṽ4t(t)∥∥2
M

and subsequently for∥∥Ṽ4t(t)∥∥2
M

by employing the estimate of
∥∥Ṽ4t(t)∥∥2

L2(R+) in (7.33). We avoid
the problem to estimate the second sub-solver in M when k > 1. Thus, we see
that this is an advance of the new splitting approximation 7.29.

Following [6], we attempt to estimate the difference between Ṽ4t and V4t
on each of a haft interval of (tn, tn+1].
For t ∈

(
tn, tn+1/2

]
, V4t and Ṽ4t are given as follows:

V4t(t) = SCD(t− tn)V n,

and
Ṽ4t = [SCD(t− tn) ◦ SP (4t)]V n.

Thus, ∥∥V4t − Ṽ4t∥∥L1(R+) =
∫
R+

∣∣V4t − Ṽ4t∣∣dx
=
∫
R+

∣∣∣∣SCD(t− tn)
(
V n − SP (4t)V n

)∣∣∣∣dx.
Multiplying the above equation by a fixed test function φ(x), we obtain∫

R+

∣∣V4t−Ṽ4t∣∣φ(x)dx =
∫
R+

∣∣∣∣SCD(t−tn)
(
V n−SP (4t)V n

)∣∣∣∣φ(x)dx. (7.34)

Now we need to estimate for
∣∣V n − SP (4t)V n

∣∣. Integrating the second sub-
equation (7.5) against a test function φ(x) over

[
tn, tn+1/2

]
× R+ yields the

result∫
R+

(
V4t(tn+1/2, x)− V4t(tn, x)

)
φ(x)dx

=
∫ tn+1/2

tn

∫
R+

1
ε

[(g − V4t)+]1/kφ(x)dxdt.

Introducing
Un(t) = SP (t)V n, t ∈ [0,4t],
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we have∫
R+

(
SP (4t)Un − Un

)
φ(x)dx =

∫ 4t
0

∫
R+

1
ε

[
(g − Un)+]1/kφ(x)dxdt

≤ O(1)4t‖φ‖L∞(R+),

where we have used Lemma 7.0.4. Following the above estimate, we conclude
that ∫

R+

(
SP (4t)Un − Un

)
φ(x)dx = O(1)4t‖φ‖L∞(R+) (7.35)

Thus, (7.34) gives for t ∈
(
tn, tn+1/2

]
∫ tn+1/2

tn

∣∣V4t − Ṽ4t∣∣φ(x)dx = O(1)4t‖φ‖L∞(R+).

Furthermore, for t ∈
(
tn+1/2, tn+1

]
, V4t and Ṽ4t are defined as follows

V4t(t) = SP (t− tn+1/2)V n+1/2

and
Ṽ4t(t) =

[
SCD(t− tn) ◦ SP (4t)

]
V n

= SCD(t− tn)V n+1/2.

Thus,∥∥V4t − Ṽ4t∥∥L1(R+)

=
∫
R+

∣∣V4t − Ṽ4t∣∣dx
=
∫
R+

∣∣∣∣SP (t− tn+1/2)V n+1/2 −
[
SCD(t− tn) ◦ SP (4t)

]
V n
∣∣∣∣dx

≤
∫
R+

∣∣∣∣SP (t− tn+1/2)V n+1/2 − SP (4t)V n
∣∣∣∣dx

+
∫
R+

∣∣∣∣[SCD(t− tn) ◦ SP (4t)
]
V n − SP (4t)V n

∣∣∣∣dx.
Multiplying by a test function φ(x), we arrive at∫

R+

∣∣V4t − Ṽ4t∣∣φ(x)dx

≤
∫
R+

∣∣∣∣SP (t− tn+1/2)V n+1/2 − SP (4t)V n
∣∣∣∣φ(x)dx︸ ︷︷ ︸

E1

+
∫
R+

∣∣∣∣[SCD(t− tn) ◦ SP (4t)
]
V n − SP (4t)V n

∣∣∣∣φ(x)dx︸ ︷︷ ︸
E2

.

(7.36)
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Since E1 was estimated above by (7.35), it remains to estimate E2. We integrate
the first sub-equation (7.4) against a test function φ(x) ∈

(
tn+1/2, tn+1

]
yields∫

R+

(
V4t(tn+1, x)− V4t(tn+1/2, x)

)
φ(x)dx+

∫ tn+1

tn+1/2

a(t;V4t, φ)dt = 0,

(7.37)
where the bilinear form a(t;u, v) is given by (7.10). Introducing

Wn(t) = SCD(t)V n, t ∈ [0,4t],

Thus, (7.37) gives∣∣∣∣ ∫
R+

(
SCDW

n −Wn
)
φ(x)dx

∣∣∣∣ =
∣∣∣∣− ∫ tn+1

tn+1/2

a(t;Wn, φ)dt
∣∣∣∣

= O(1)4t‖φ‖M ,

since we have used the property of continuous of the bilinear form a(t; ., .) and
(7.21) from Lemma 7.0.4.

Consequently, the following weak continuous holds for t ∈ (tn, tn+1]∫
R+

∣∣V4t − Ṽ4t∣∣φ(x)dx = O(1)4t
(
‖φ‖L∞(R+) + ‖φ‖M

)
.

Next, let ηε be a standard C∞0 -mollifier with smoothing radius ε. We set

d(x) = V4t − Ṽ4t

Define also, for r > ε

β(x) =
{

sign
(
d(x)

)
, |x| ≤ r − ε,

0, |x| > r − ε.

Moreover, define
βε = ηε ∗ β.

Note that, it follows from properties of mollifier that βε ∈ C∞ with support in
[r,−r] and

∥∥βε∥∥
L2(R+) = O(1/ε) (A.0.22). Since d(x) is bounded, the following

inequality holds (see the proof of Properties of mollifiers in [5, p. 714])∫ r

−r

∣∣∣∣|d(x)| − βε(x)d(x)
∣∣∣∣dx ≤ C1ε, (7.38)

for some constant C1 not depending on ε and r. Using this estimate and by
choosing φ(x) = βε in (7.38), it follows that∫ r

−r

∣∣∣∣V4t − Ṽ4t(tn, x)
∣∣∣∣dx =

∫ r

−r

∣∣∣∣|d(x)| − βε(x)d(x) + βε(x)d(x)
∣∣∣∣dx

≤
∫ r

−r

∣∣∣∣|d(x)| − βε(x)d(x)
∣∣∣∣dx+

∣∣∣∣ ∫ r

−r
βε(x)d(x)

∣∣∣∣dx
= C1ε+ C2(4t/ε).
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Choosing ε =
√
4t and letting r →∞, we find that∥∥V4t(t, x)− Ṽ4t(t, x)

∥∥
L1(R+) = O(

√
4t).

Thus, ∥∥V4t(t, x)− Ṽ4t(t, x)
∥∥
L1(QT ) = O(

√
4t),

where QT = [0, T ]× R+. It follows that∥∥V4t(t, x)− Ṽ4t(t, x)
∥∥
L2(QT ) = O(

√
4t). (7.39)

According to Theorem 7.0.5, V4t converge strongly to a limit function V in
L2
loc(QT ) as 4t ↓ 0. Thus, it follows from (7.39) that

Ṽ4t(t, x) −→ V as 4t ↓ 0 in L2
loc(QT )

as we desired.
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CHAPTER 8

Numerical Schemes

In this chapter we present and implement (in Matlab) a numerical scheme for
solving the price of American put options. The program is based on the power
penalty scheme (see [15]).

8.1 Power-penalty scheme

We begin by the following truncation of the unbounded domain QT = [0, T ]×R+
to a bounded domain ΩT = [0, T ] × [0, L], where 0 < L < ∞ is given. Let
4x > 0 be the spatial discretization parameters. For a fixed L > 0, we choose
an integer J such that

J4x = L.

The spatial domain [0, L] is then discretized into grid cells

Ij = [xj , xj+1), j = 1, · · · , J − 2,

where
xl = l4x, l = 0, 1, · · · , J.

Moreover, we set
IJ = [xJ−1, xJ ].

Similarly, let 4t > 0 be temporal discretization parameters. For a fixed
time T > 0, an integer N is chosen such that

N4t = T.

We divide the time interval [0, T ] into time strips

In = [tn, tn + 1), n = N − 2, · · · , 0,

where
tn = n4t, n = 0, · · · , N.

Furthermore, we set
IN−1 = [tN−1, tN ]

We denote by Rnj the rectangle In×Ij . For j = 0, · · · , J and n = N,N−1, · · · , 0,
V nj denotes the power penalty approximate solution associated with the point
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8. Numerical Schemes

(tn, xj). We extend the difference solution {V nj } to all of ΩT = [0, T ]× [0, L] by
setting

V4(t, x) =


V nj , (t, x) ∈ Rnj , j = 0, · · · , J

n = N − 1, · · · , 0,
V Nj , t = T, x ∈ Ij , j = 0, · · · , J,

where 4 is used as short-hand notation for 4x.

Let us now introduce the expicit power-penalty scheme. To simplify the
presentation, we use 4+ and 4− to designate the difference operators in the x
direction:

4+V
n
j = V nj+1 − V nj , 4−V nj = V n1 − V nj−1.

Also introducing the upwind numerical flux function F : R× R→ R defined by

F (a, b) =
{
b when (r − d) ≥ 0,
a when (r − d) ≥ 0.

The suggested numerical scheme for the American option pricing problem (2.6)
takes the following form:
For j = 0, · · · , J − 1, n = N − 1, · · · , 0

V nj = V n+1
j + 1

2σ
2x2
j

4t
4x24+4−V n+1

j + (r − d)xj
4t
4x
4−F

(
V n+1
j , V n+1

j+1
)

−r4tV n+1
j + 1

ε

[(
g(xj)− V n+1

j

)+]1/k
,

(8.1)
where the terminal data is given by

V Nj = g(xj), j = 0, · · · , J.

We impose the following bounded conditions, such that:
At x = 0

V n0 = g(0), n = N − 1, · · · , 0.
At x = L

V nJ = g(L), n = N − 1, · · · , 0.
Note that it follows by [15, p. 40] due to stability of (8.1) in L∞loc, it suffices

to impose a condition of lower bound for V nj . An improvement of (8.1) is then
given as follows

V
n+1/2
j = V n+1

j + 1
2σ

2x2
j
4t
4x24+4−V n+1

j + (r − d)xj 4t4x
4−F

(
V n+1
j , V n+1

j+1
)
− r4tV n+1

j + 1
ε

([
g(xj)− V n+1

j

]+)1/k
,

V nj = max
(
g(xj), V n+1/2

j

)
.

(8.2)
For simplicity, here we will consider the case r − d ≥ 0. (8.2) becomes

V
n+1/2
j = V n+1

j + 1
2σ

2x2
j
4t
4x2

(
V n+1
j+1 − 2V n+1

j + V n+1
j−1

)
+(r − d)xj 4t4x

(
V n+1
j+1 − V

n+1
j

)
− r4tV n+1

j + 1
ε

([
g(xj)− V n+1

j

]+)1/k
,

V nj = max
(
g(xj), V n+1/2

j

)
.
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8.2. A numerical example

Furthermore, for the convergence analysis, let us assume that the following
parabolic CFL holds [15, p. 51]:

4t
4x
|r − d|L+ 4t

4x2σ
2L2 + r4t+ 1

εk
max{K,L}1/k−1. ≤ 1

It follows that when 4(= 4x) ↓ 0, then also 4t ↓ 0.

Finally, we suggest that the explicit power penalty scheme for solving the
price of an American put option defined by (2.6) is given as follows:

1 The power penalty algorithm for valuing American put options

Input: L, K, r, d, T , N , J , ε, k, σ

deltax← L/J
deltat← T/N
for j = 1 : J + 1

x(j)← (j − 1) ∗ deltax
gput(j)← max(K − x(j), 0)

end
power ← gput
for n = 1 : N

u← power
v(0)← gput(0)
v(J)← gput(L)
for j = 2 : J

m← max{g(xj)− uj , 0}
temp← u(j)+(r−d)∗ (j−1)∗deltat∗ (u(j+1)−u(j))+ .5∗sigma2 ∗

(j − 1)2 ∗ deltat ∗ (u(j + 1)− 2 ∗ u(j) + u(j − 1))− r ∗ deltat ∗ u(j) + 1
εm

1/k

v(j)← max(gput, temp)
end
power ← v

end
Return: gput, x, power

Replacing gput by gcall = max
{
x(j) −K, 0

}
, for j = 1, · · · , J + 1 in the

above algorithm, we obtain the numerical scheme based on the power penalty
method for the price of American call options.

8.2 A numerical example

We test in Matlab the numerical schemes (1) for American and European put
options. We choose the spatial parameter 4x and then the temporal parameter
4t that satisfies according to the following CFL condition

4t
4x
|r − d|L+ 4t

4x2σ
2L2 + r4t+ 1

εk
max{K,L}1/k−1. ≤ 1.

We choose the following parameters:

r = 0.1, σ = 0.2, k = 1, T = 1, L = 4, 4x = 0.0526, T = 0.0015.
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8. Numerical Schemes

The choice 4x = 0.0526 corresponds to 76 grid points. Furthermore, we specify
k = 103 and ε = 6e − 4. The numerical solutions is given in Figure 8.1 for
American put options.

Figure 8.1: The price of an American put option with expiration time T=1
(red line) with the payoff function (solid line).

78



CHAPTER 9

Final comments

The thesis aims to use compactness method and functional analysis for proving
that there exists a unique solution to the problem of pricing American option
with variational method. For solving this problem, a penalised method is
suggested. In particular, we have analyzed well-posedness result for the classical
and the k-power penalty problem. First, we used energy estimates to derive
a prior estimates for the solutions of the penalised problems. We then used
functional analysis to extract a convergent subsequence. Passing to the limit in
the weak formulations, then we inferred the convergence to the solution of the
original problem.

While analyzing the problem, we have seen that standard theory for partial
differential equation does not work because of the nonlinearity term in the
penalty problems. But using compactness theory and functional analysis, we
were successful in achieving the convergence. Moreover, when using the operator
splitting method for solving the k-power penalty problem, we met an obstacle
when k > 1 in the way we defined sub-solvers in each half of time step interval.
In the end, we defined a new time interpolant hoping this can treat this obstacle.
Our goal was to show that the new interpolant is sufficiently close to the old one,
which implies convergence for the new approximation. We also wish to test the
numerical solution for this convergence. Although I have not yet come to these
final results, but for me, the operator splitting technique is very interesting
since it helps us simplify complicated problems. This leads to many applications
of this technique should be exploited.
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APPENDIX A

Theories

Definition A.0.1 (Probability Spaces). If Ω is a given set, then a σ-algebra F
on Ω is a family F of subsets of Ω with the following properties :

• ∅ ∈ F

• A ∈ F ⇒ AC ∈ F , where AC = ΩF is the complement of F in Ω

• A1, A2, · · · ∈ F ⇒ A :=
⋃∞
i=1Ai ∈ F

The pair (Ω, F ) is called a measurable space. A probability measure P on a
measurable space (Ω, F ) is a function P : F −→ [0, 1] such that

• P (∅) = 0, P (Ω) = 1

• if A1, A2, · · · ∈ F and {Ai}∞i=1 is disjoint (i.e. Ai
⋂
Aj = ∅ if i 6= j) then

P

( ∞⋃
i=1

Ai

)
=
∞∑
i=1

P (Ai).

The triple (Ω, F, P ) is called a probability space.

Definition A.0.2 (The filtration). A filtration on (Ω, F ) is a family F = Ftt≥0
of σ-algebra Ft ⊂ F such that

0 ≤ s ≤ t⇒ Fs ⊂ Ft

(i.e. Ft is increasing).

Definition A.0.3 (Stochastic process). A stochastic process is collection of
random variables parameterised by a set T.

{Xt}t∈[0,T ]

defined on a probability space (Ω;F ;P ) and assuming values in Rn.

Definition A.0.4 (Martingale). A stochastic process {Mt} on (Ω, F, P ) is called
a martingale with respect to a filtration {Ft}t≥0 if

• {Mt}t∈[0,T ] is adapted to the filtration {Ft}t∈[0,T ].

• Mt is integrable, i.e, E[|Mt|] <∞, for all t.
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A. Theories

• E[Mt|Fs ] = Ms, for all s < t.

Definition A.0.5 (Equivalent martingale measure or risk-neutral probability Q).
A probability Q is called an equivalent martingale measure if there exists a
random variable Y > 0 such that Q(A) = E [1AY ] for all events A and e−rtS(t)
is a martingale with respect to Q.

Definition A.0.6 (Brownian motion). A stochastic process B(t) is called a
Brownian motion if it satisfies the following conditions:

1. B(0) = 0 almost surely.

2. B(t) has independent increments: for r < s ≤ t < u; then B(u) − B(t)
and B(s)−B(r) are independent.

3. B(t) has continuous trajectories with probability 1.

4. B(t) has Gaussian increments: B(t)−B(s) ∼ N(0; t− s); for 0 ≤ s <t.

Definition A.0.7 (Adaptness). Let {Nt}t≥0 be an increasing family of σ-algebras
of subsets of Ω. A process f(t;w) : [0;∞)× Ω→ Rn is called Nt-adapted if for
each t ≥ 0 the function

w → f(t;w)
is Nt-measurable.

Proposition A.0.8. (Dynamic programming principle)

1. For all stopping time θ taking values in [t, T ], we have

v(t, x) ≥ Et,x[e−r(θ−t)v(θ,X(θ))].

2. Any stopping time t ≤ θ ≤ τε satisfies

v(t, x) = Et,x[e−r(θ−t)v(θ,X(θ))].

3. t0 is an optimal stopping time for g(X(t)), and e−r(u∧t0−t)v(u∧ t0, X(u∧
t0)) is a martingale.

Theorem A.0.9 (The 1-dimensonal Itô formula). Let Xt be an Itô process given
by

dXt = udt+ vdWt

Let g(t, x) ∈ C2([0,∞) × R) (i.e. g is twice continuously differentiable on
[0,∞)×R ). Then

Yt = g(t,Xt)
is again an Itô process, and

dYt = ∂g

∂t
(t,Xt)dt+ ∂g

∂x
(t,Xt)dXt + ∂2g

∂x2 (t,Xt).(dXs)2.

where (dXt)2 = (dXt).(dXt) is computed according to the rules

dt.dt = dt.dWt = dWt.dt = 0, dWt.dWt = dt.

Definition A.0.10 (Classical sub- and supersolution).
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• A function v ∈ C1,2(QT ) ∩ C(Q̄T ) is a classical subsolution of the Amer-
ican option valuation problem if v(T, x) ≤ g on R+ and the following
inequalities hold on QT :{

LBSv(t, x)− rv(t, x) ≥ 0, v(t, x) > g(x),
LBSv(t, x)− rv(t, x) ≥ −c(x), v(t, x) ≤ g(x).

• A function v ∈ C1,2(QT ) ∩ C(Q̄T ) is a classical supersolution of the
American option valuation problem if v(T, x) ≥ g on R+ and the following
inequalities hold on QT :{

LBSv(t, x)− rv(t, x) ≤ 0, v(t, x) ≥ g(x),
LBSv(t, x)− rv(t, x) ≤ −c(x), v(t, x) < g(x).

• V is classical sub- or supersolution whenever it is smooth enough.

Definition A.0.11 (Compactness). [5, p. 286] Let X and Y be Banach spaces,
X ∩ Y . We say that X is compactly embedded in Y , written

X ⊂⊂ Y,

provided

• ‖u‖Y ≤ C‖u‖X (u ∈ X) for some constants C
and

• each bounded sequence in X is precompact in Y .

More precisely, condition (ii) means that if {uk}∞k=1 is a sequence in X with
supk ‖uk‖X <∞, then some subsequence {ukj}∞j=1 ⊆ {uk}∞k=1 converges in Y
to some limit u:

lim
j→∞

‖ukj − u‖Y = 0.

Definition A.0.12. If (., .) is an inner product, the associated norm is

‖u‖ := (u, u)1/2, u ∈ H.

The Cauchy-Schwartz inequality states

‖(u, v)‖ ≤ ‖u‖‖v‖, u, v ∈ H. (A.1)

Definition A.0.13 (Weak convergence). [5, p. 723] We say a sequence uk∞k=1 ⊂ X
converges weakly to u ∈ X, written

uk ⇀ u,

if
〈u∗, uk〉 → 〈u∗, u〉

for each bounded linear funtional u∗ ∈ X∗, where X∗ denote the collection of
all bounded linear functionals on X, X∗ is the dual space of X.
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Theorem A.0.14 (Weak compactness). [5, p. 723] Let X be a reflexive Banach
space and suppose the sequence {uk}∞k=1 ⊆ X is bounded. Then there exists a
subsequence {ukj}∞j=1 ⊆ {uk}∞k=1 and u ∈ X such that

ukj converges weakly to u.

Theorem A.0.15. Suppose that v ∈ L2(0, T ;M), such that ∂v
∂t ∈ L

2(0, T ;M ′).
Then

• v ∈ C([0, T ];L2(R+)).

• The mapping t 7→ ‖v(t)‖2L2(R+) is absolutely continuous with

d

dt
‖v(t)‖2L2(R+) = 2 〈∂tv,v〉M ′,M

for almost everywhere 0 ≤ t ≤ T .

• For C is a constant depends only on T , we have

max
0≤t≤T

‖v(t)‖L2(R+) ≤ C
(
‖v‖L2(0,T ;M) + ‖∂tv‖L2(0,T ;M ′)

)
. (A.2)

Proof. Define the mollification of v such that vε = ηε ∗ v (see [5, p. 714]). For
any ε, δ > 0, we have

d

dt

∥∥vε(t)− vδ(t)∥∥2
L2(R+) = 2

〈
∂tv

ε − ∂tvδ,vε − vδ
〉
M ′,M

.

Thus, ∥∥vε(t)− vδ(t)∥∥2
L2(R+) =

∥∥vε(0)− vδ(0)
∥∥2
L2(R+)

+2
∫ t

0

〈
∂sv

ε − ∂svδ,vε − vδ
〉
M ′,M

ds.
(A.3)

for 0 ≤ t ≤ T . Fix t ∈ (0, T ) for which

vε(t)→ v(t) in L2(R+).

Consequently, (A.3) implies

lim sup
ε,δ→0

sup
0≤t≤T

∥∥vε(t)− vδ(t)∥∥2
L2(R+)

≤ lim
ε,δ→0

∫ T

0

(∥∥∂svε − ∂svδ∥∥2
M ′

+
∥∥vε − vδ∥∥2

M

)
ds.

Since v ∈ L2(0, T ;M) and ∂tv ∈ L2(0, T ;M ′), it follows from definition that
‖v‖L2(0,T ;M) ≤ C and ‖∂tv‖L2(0,T ;M ′) ≤ C for a constant C. Therefore, for any
ε, δ > 0, we have

lim
ε,δ→0

∫ T

0

∥∥∂svε − ∂svδ∥∥2
M ′

ds = 0

and
lim
ε,δ→0

∫ T

0

∥∥vε − vδ∥∥2
M

ds = 0.
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Thus,
lim sup
ε,δ→0

sup
0≤t≤T

∥∥vε(t)− vδ(t)∥∥2
L2(R+) = 0.

This implies that {vε}0<ε≤1 converges to u in C([0, T ];L2(R+)). Since we also
know that vε(t)→ v(t) almost every t ∈ [0, T ] as ε→ 0 , we deduce that u = v
almost everywhere.

For obtaining the second part, we have

‖vε(t)‖2L2(R+) = ‖vε(0)‖2L2(R+) + 2
∫ t

0
〈∂svε,vε〉M ′,M ds.

Sending ε→ 0, we know that vε converges to v almost every t ∈ [0, T ], thus

‖v(t)‖2L2(R+) = ‖v(0)‖2L2(R+) + 2
∫ t

0
〈∂sv,v〉M ′,M ds.

Finally, to obtain (A.2), we take maximum over t ∈ [0, T ], along with the
inequality | 〈∂tu,u〉 |M ′,M ≤ ‖u‖M ‖∂tu‖M ′ , we get

max
0≤t≤T

‖v(t)‖2L2(R+) ≤ 2
∫ T

0
‖∂tu‖M ′ ‖u‖Mdt.

Applying Young’s inequality �

Definition A.0.16. The space Lp(0, T ;X) consists of all measurable function
v : [0, T ]→ X with

• ‖v‖Lp(0,T ;X) =
(∫ T

0 ‖v(t)‖pdt
) 1
p

<∞, for 1 ≤ p <∞.

• ‖v‖L∞(0,T ;X) = ess sup
0≤t≤T

‖v(t)‖ <∞.

Definition A.0.17. The space C([0, T ], X) comprises all continuous function
v : [0, T ]→ X with

‖v‖C([0,T ],X) = max
0≤t≤T

‖v(t)‖ <∞

Definition A.0.18. Let v ∈ L1(0, T ;X). We say u ∈ L1(0, T ;X) is the weak
derivative of v. written

v′ = u

provided ∫ T

0
φ′(t)v(t)dt = −

∫ T

0
φ(t)u(t)dt

for all scalar test functions φ ∈ C∞c (0, T ).

Definition A.0.19.

• The Sobolev space W 1,p(0, T ;X) consists of all functions v ∈ Lp(0, T ;X)
such that v′ exists in the weak sense and belongs to Lp(0, T ;X). Further-
more,

‖u‖W 1,p(0,T ;X) =


(∫ T

0 ‖v(t)‖p + ‖v′(t)‖pdt
) 1
p

, 1 ≤ p <∞
ess sup

0≤t≤T
‖v(t)‖+ ‖v′(t)‖ , p =∞.
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• We write H1(0, T ;X) = W 1,2(0, T ;X).

Let H denote a real linear space.

Definition A.0.20. A mapping (·, ·) : H ×H → R is called an inner product if

1. (u, v) = (v, u) for all u, v ∈ H,

2. the mapping u 7→ (u, v) is linear for each v ∈ H,

3. (u, u) ≥ 0 for all u ∈ H,

4. (u, u) = 0 if and only if u = 0.

Definition A.0.21. A Hilbert space H is a Banach space endowed with an inner
product with generates the norm. Examples

• The space L2(Ω) is a Hilbert space, with

(f, g) =
∫

Ω
fgdx.

• The Sobolev space H1(Ω) is a Hilbert space, with

(f, g) =
∫

Ω
fg + ∂f.∂gdx.

Definition A.0.22 (Mollifiers). [5, p. 713]

• Define η ∈ C∞(Rn) by

η(x) :=
{
c exp

(
1

|x|2−1

)
, if |x| < 1,

0, if |x| ≥ 1,

for a constant C selected so that∫
Rn
ηdx = 1.

• For each ε > 0, set
ηε(x) := 1

εn
η
(x
ε

)
.

We call η the standard mollifier. The function ηε are C∞ and satisfy∫
Rn
ηεdx = 1, spt(ηε) ∈ B(0, ε).

Theorem A.0.23 (Properties of mollifiers). [5, p. 714]

• f ε ∈ C∞(Ωε), where Ωε :=
{
x ∈ Ω

∣∣ dist(x, ∂Ω) > ε
}
.

• f ε → f almost everywhere as ε ↓ 0.
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• If f ∈ C(U), then f ε → f uniformly on compact subsets of Ω.

• If 1 ≤ p <∞ and f ∈ Lploc(Ω), then f ε → f in Lploc(Ω).

Proof. We refer to [5, p. 714] for the proof. �

Finally, we list below some useful inequalities:

1. Cauchy’s inequality.

ab ≤ 1
2a

2 + 1
2b

2, (a, b ∈ R). (A.4)

Proof. We have 0 ≤ (a− b)2 = a2 − 2ab+ b2. �

2. Cauchy’s inequality with ε

ab ≤ εa2 + 1
4εb

2, (a, b > 0, ε > 0). (A.5)

Proof. Write
ab =

(
(2ε) 1

2 a
)( b

(2ε) 1
2

)
and apply Cauchy’s inequality (A.4). �

3. Young’s inequality. Let 1 < p, q <∞, such that 1
p + 1

q = 1. Then

ab ≤ 1
p
ap + 1

q
bq, (a, b > 0). (A.6)

Proof. The mapping x 7→ ex is convex, and consequently

ab = elog a+log b = e
1
p log ap+ 1

q log bq

≤ 1
p
elog ap + 1

q
elog bq

= ap

p
+ bq

q
.

�

4. Hölder inequality.
Assume 1 < p, q <∞, such that 1

p + 1
q = 1. Then if u ∈ Lp(Ω), v ∈ Lq(Ω),

we have ∫
Ω
|uv|dx ≤ ‖u‖Lp(Ω)‖v‖Lq(Ω). (A.7)

Proof. By homogeneity, we may assume ‖u‖Lp = ‖v‖Lq = 1. Then
Young’s inequality (A.6) implies for 1 < p, q <∞ that∫

Ω
|uv|dx ≤ 1

p

∫
Ω
‖u‖pdx+ 1

q

∫
Ω
‖v‖qdx = 1 = ‖u‖Lp‖v‖Lq .

�
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5. Gronwall’s inequality.

• (Differential form) Let η(.) be a nonnegative, absolutely continuous
function on [0, T ], which satisfies for almost every t the differential
inequality

η′(t) ≤ φ(t)η(t) + ψ(t), ∀t ∈ [0, T ] (A.8)
where φ(t) and ψ(t) are nonnegative, summable functions on [0, T ].
Then

η(t) ≤ e
∫ t

0
φ(s)ds

(
η(0) +

∫ t

0
ψ(s)ds

)
for all 0 ≤ t ≤ T .

• If
− η′(t) ≤ C1η(t) + C2, ∀t ∈ [0, T ] (A.9)

then
η(t) ≤ eC1t (η(T ) + C2t) .

• In particular, if

η(t) ≤ C1

∫ t

0
ε(s)ds (A.10)

for almost every time 0 ≤ t ≤ T , then

η(t) = 0.

Proof.

• From (A.8) we see

d

ds

(
η(s)e−

∫
0
sφ(d)dr

)
= e
−
∫

0
sφ(d)dr (η′(s)− φ(s)η(s))

≤ e−
∫

0
sφ(d)dr

ψ(s)

for almost every 0 ≤ s ≤ T . Consequently for each 0 ≤ t ≤ T , we
have

η(t)e−
∫

0
tφ(d)dr ≤ η(0) +

∫ t

0
e
−
∫ s

0
φ(d)dr

ψ(s)ds

≤ η(0) +
∫ t

0
ψ(s)ds.

This implies the result.
• Let t = T − s for s ∈ [0, T ], then s = T − t. Rewriting (A.8), we have

η′(s) ≤ C1η(T − s) + C2

Applying the differential form of Gronwall’s inequality above

η(s) ≤ eC1s (η(T − s = 0) + C2s) .

Hence,
η(t) ≤ eC1t (η(T ) + C2t) , t ∈ [0, T ].

�
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APPENDIX B

Notations

Sets
R. the real line
R+ the set of nonnegative reals
[a, b] an closed interval in R
(a, b) an open interval in R
N the set of all nonnegative integers
Ω a bounded domain in R
Ω the closure of Ω

Functional spaces
C(Ω) the space of functions, continuous in Ω
Ck(Ω) the space of functions whose derivative up to the order

k ∈ N belong to C(Ω)
C∞(Ω) ∩∞k=0C

k(Ω)
C∞0 (Ω) the space of infinitely differentiable functions with

a compact support in Ω
N the set of all nonnegative integers
Lp(Ω) the space of measurable functions in Ω

such that
∫

Ω |v|
pdx < +∞, p ∈ [1,∞)

L∞(Ω) the space of measurable functions in Ω
such that supx∈Ω

∣∣v(x)
∣∣ < +∞

‖.‖Lp(Ω) the norm in Lp(Ω), p ∈ [1,∞]
W k,p

0 (Ω) the set of measurable functions whose generalized
derivatives up to the order
k belong to Lp(Ω)

W k,p
0 (Ω) the closure of C∞0 (Ω) in W k,p(Ω)

Hk(Ω) W k,2(Ω)
Hk

0 (Ω) W k,2
0 (Ω)

Ck
(
[0, T ];X

)
. the space of continuous X-valued functions in [0, T ]

whose derivatives up to the order k ∈ N are continuous
Lp(0, T ;X) the space of measurable X-valued functions in (0, T )

such that
∫ T

0 ‖u‖
p
Xdt < +∞, p ∈ [1,∞)

L∞(0, T ;X) the space of measurable X-valued functions in (0, T )
such that ess sup

0≤t≤T
‖u(t)‖X < +∞

spt(u) the support of the function u

91



B. Notations

Functions
∂xV (t, x), ∂V (t,x)

∂x the derivative of V (t, x) at x
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APPENDIX C

Matlab program

The Matlab program is given below for solving the price of an American put
option based on power penalty method.

function [gcall, gput, x, powercall, powerput] = ...
PowerPenalty(r, d, sigma, epsilon, k, K, L, T, J, N)

deltax = L/J;
deltat = T/N;
x = zeros(J+1);
gcall = zeros(J+1);
gput = zeros(J+1);

for j = 1:(J+1)
x(j) = (j-1) * deltax;
gput(j) = max(K-x(j), 0);
gcall(j) = max(x(j)-K, 0);

end

powercall = gcall;
powerput = gput;

for n = 1:N
% put
u = powerput;
v(1) = K;
v(J+1) = max(K-L, 0);

for j = 2:J
m = max(gput(j) - u(j), 0);
temp = u(j) + (r-d) * (j-1) * deltat * (u(j+1) - u(j)) ...

+ .5 * sigma^2 * (j-1)^2 * deltat * (u(j+1) - 2 * u(j) + u(j
-1)) ...

- r * deltat * u(j) + (1 / epsilon) * deltat * m^(1/k);
v(j) = max(gput(j), temp);

end
powerput = v;

% call
u = wcall;
temp(1) = 0;
temp(J+1) = max(L-K, 0);

for j = 2:J
m = max(gcall(j) - u(j), 0);
y = u(j) + (r-d) * (j-1) * deltat * (u(j+1) - u(j)) ...

+ .5 * sigma^2 * (j-1)^2 * deltat * (u(j+1) - 2 * u(j) + u(j
-1)) ...
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C. Matlab program

- r * deltat * u(j) + deltat * (1 / epsilon) * m^(1/k);
temp(j) = max(gcall(j), y);

end
wcall = temp;

end
end
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