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## Chapter 1

## Introduction

My thesis is devoted to the study of the algebraic deformation theory and the combinatorial structure of pairs $(X, L)$, where $X$ is a projective scheme formed as a disjoint union of toric varieties glued together equivariantly along toric prime divisors, and $L$ is an ample line bundle. Specifically we ask if the pair is smoothable. Examples of such schemes are the stable toric varieties of Alexeev Ale02 Ale15], and the central fibers of toric degenerations of Calabi Yau varieties from the Gross-Siebert program for mirror symmetry GS06 GS10. With our objective in mind, it will be useful to study the deformation functor of pairs $\operatorname{Def}_{(X, L)}$. The structure of the universal base space of $\operatorname{Def}_{(X, L)}$ can potentially shed light upon moduli considerations in this context. Thus the existence and structure of its smoothing components is particularly relevant.

The type of schemes we shall consider has an abstract classification, and a combinatorial counterpart. Abstractly, $X$ is a projective, seminormal scheme equipped with an ample line bundle $L$ over an algebraically closed field $k$ of characteristic 0 , such that the normalization $\bar{X}$ comes equipped with the action of an algebraic torus $T$ with finitely many orbits and connected stabilizers. We also assume that the conductor locus is $T$-invariant. Let $\nu: \bar{X} \rightarrow X$ denote the normalization map. If $C \subseteq \bar{X}$ is the closure of a $T$-orbit $\mathcal{O}$, we furthermore assume that $C \rightarrow \nu(C)$ is the normalization of $\nu(C)$, and that $\mathcal{O} \rightarrow \nu(C)$ is injective. In addition we require that the induced automorphisms of orbit closures over $\nu(C)$ are $T$-equivariant.

Our definition above is a slight generalization of the notion of stable toric varieties; the difference is that we do not require that the action of $T$ on $\bar{X}$ descends to an action on $X$. There is a hierarchy of similar but increasingly general notions, the most basic of which are Stanley-Reisner schemes associated to simplicial complexes. The irreducible components of such schemes are projective spaces, and the question of smoothability in this case was addressed in Chr10. As already mentioned, these generalized stable toric varieties we are considering also appears as the central fiber of the toric degenerations $\mathcal{X} \rightarrow T$ of Calabi Yau varieties, initially defined by Gross and Siebert in GS03. We will be preoccupied exclusively with the combinatorics and the deformation theory of the central fiber $\mathcal{X}_{0}$, and apart from this relation we will not pursue their program.

We will associate to the pair $(X, L)$ a combinatorial object called a polyhedral set, and the study of these will be our primary consideration. The natural situation is when the polyhedral set realizes to an orientable manifold, in which case the dualizing sheaf $\omega_{X}$ is trivial. The combinatorial classification of pairs $(X, L)$ is the following. First, let $\mathcal{P}$ denote the category of lattice polytopes defined as follows: an object of $\mathcal{P}$ is a full-dimensional lattice polytope $P \subseteq \mathbb{R}^{n}$, denoted $(P, n)$, and a morphism $(P, n) \rightarrow(Q, m)$ in $\mathcal{P}$ is an injective affine
transformation $f: \mathbb{Z}^{n} \rightarrow \mathbb{Z}^{m}$ identifying $P$ with a face of $Q$ and an associated character $\lambda_{f}: \mathbb{Z}^{n+1} \rightarrow \mathbf{G}_{m}$. One can associate to a pair $(X, L)$ a category $M$ with finite skeleton, and a functor $p: M \rightarrow \mathcal{P}$ such that $X$ is isomorphic to the colimit $\lim _{s \in M} X_{p(s)}$ of toric varieties, where $X_{P}$ denotes the toric variety associated to the polytope $P$. This gives an explicit description of $X$ as a union of toric varieties with torus orbits glued together along torus equivariant morphisms $X_{P} \rightarrow X_{Q}$ (induced by morphisms in $\mathcal{P}$ ). The polytopes $p(s)$ are determined up to affine equivalence by the ample invertible sheaf $L$. If we furthermore require that the functor $p$ is a discrete fibration in the categorical sense, then $M$ is uniquely determined up to isomorphism. In fact, there is a bijective correspondence between equivalence classes of pairs $(X, L)$ and equivalence classes of discrete fibrations $p: M \rightarrow \mathcal{P}$ satisfying the following property: (*) for any object $s \in M, \operatorname{Aut}_{M}(s)=\left\{\mathrm{id}_{s}\right\}$. This equivalence is expressed as an equivalence of groupoids in Corollary 3.3.8. Although not pursued, that may have implications for the moduli problem of parametrizing equivalence classes of pairs $(X, \Theta)$, where $\Theta$ is an ample Cartier divisor subject to certain mild assumptions (analogous to the moduli situation of stable toric pairs [Ale15]).

There is a categorical equivalence between discrete fibrations $p: M \rightarrow \mathcal{P}$ and presheaves $M: \mathcal{P}^{\mathrm{op}} \rightarrow$ Set. This will be exploited since presheaves are easier to work with. We call a presheaf $M$ satisfying the property $(*)$ a polyhedral set, and we let $X=\mathbf{P}(M)$ denote its face scheme. For each $P \in \mathcal{P}$, let $\Gamma(P)$ denote the homogeneous coordinate ring of the toric variety $X_{P}$. Then we may alternatively write $\mathbf{P}(M)$ as $\operatorname{Proj} \Gamma(M)$, where $\Gamma(M)=\lim _{s \in M} \Gamma(p(s))$. This is called the face ring of $M$. The category $\mathcal{P}$ comes equipped with the monoidal operation $\star$ of join of polytopes (technically we need to add the empty-polytope for $\star$ to be a monoidal product). The induced Day convolution product extends this operation to the subcategory $\mathcal{C} \subseteq \operatorname{Pre}(\mathcal{P})$ of polyhedral sets. The face ring and face scheme constructions can be defined categorically as the monoidal Yoneda extensions of the functors $P \mapsto \Gamma(P)$ and $P \mapsto X_{P}$, inducing functors $\Gamma: \mathcal{C} \rightarrow$ Ring and $\mathbf{P}: \mathcal{C} \rightarrow \mathrm{Sch}_{k}$, such that $\Gamma(M \star N) \cong \Gamma(M) \otimes_{k} \Gamma(N)$. The functor $\mathbf{P}$ is particularly well-behaved, in the sense that it preserves intersections, unions and finite colimits (in particular group quotients). Moreover, it takes injections to closed immersions, and surjections to surjections. A polyhedral set $M$ also has an associated topological realization $|M|=\underline{\lim _{s \in M}} p(s)$, and a number of properties of $\mathbf{P}(M)$ and $\Gamma(M)$ are determined by the topological properties of $|M|$. The most important basic properties we show are the following:

1) There are natural isomorphisms $H^{i}(|M|, k) \cong H^{i}\left(\mathbf{P}(M), \mathcal{O}_{\mathbf{P}(M)}\right)$ for each integer $i$ Theorem 3.4.1.
2) There is a natural isomorphism

$$
\operatorname{Pic}(\mathbf{P}(M)) \cong H^{1}\left(|M|, \mathbf{G}_{m}\right) \times \lim _{s \in M} \operatorname{Pic}\left(X_{p(s)}\right)
$$

where $\lim _{\varsigma}{ }_{s \in M} \operatorname{Pic}\left(X_{p(s)}\right)$ is a finitely generated free abelian group Theorem 3.5.2.
3) If $|M|$ is a homology manifold, then $\mathbf{P}(M)$ is locally Gorenstein, and the dualizing sheaf satisfies $\omega_{\mathbf{P}(M)}^{\otimes 2} \cong \mathcal{O}_{\mathbf{P}(M)}$. Moreover, $\omega_{\mathbf{P}(M)} \cong \mathcal{O}_{\mathbf{P}(M)}$ if and only if $|M|$ is an orientable homology manifold Theorem 6.5.4.
4) If $|M|$ is a homology sphere, then $\Gamma(M)$ is Gorenstein.

Polyhedral sets generalizes the notion of polyhedral complexes, and the face ring $\Gamma(M)$ coincides with the ordinary face ring of a polyhedral complex [BG09]. In particular, if $K$ is a simplicial complex, then $\Gamma(K)$ coincides with the StanleyReisner ring of $K$. Thus 3) is a generalization of the corresponding statement for simplicial complexes BE91, Theorem 6.1]. It is a classical result Rei76 by Reisner that the Cohen-Macaulayness of the Stanley-Reisner ring $\Gamma(K)$ is characterized by certain combinatorial conditions on $K$, which can be translated into topological conditions on its geometric realization $|K|$. Namely that for all $i<\operatorname{dim} K, \widetilde{H}^{i}(|K| ; k)=0$ and $H^{i}(|K|,|K| \backslash p ; k)=0$ for all points $p \in|K|$. In Theorem 6.3.3 we show that the same criteria also characterizes the unimodular polyhedral sets $M$ for which its face ring $\Gamma(M)$ is Cohen-Macaulay ( $M$ is called unimodular if $p(s)$ is a unimodular simplex for each $s \in M)$. We also give necessary and sufficient conditions for the unimodular $M$ for which $\Gamma(M)$ is Gorenstein in Theorem 6.4.6 which coincides with the conditions provided for simplicial complexes Sta96] by Hochster, namely that $M \cong S \star \Delta^{n}$, where $S$ is a unimodular homology sphere and $\Delta^{n}$ a unimodular simplex. These two theorems are logically separate from our main objective, and should be viewed as independent results generalizing classical ones.

Local properties of the face scheme $\mathbf{P}(M)$ for a general polyhedral set $M$ can be deduced by deformation to face schemes associated to unimodular sets. Using the existence of unimodular subdivisions of multiples of polytopes(|BG09 Theorem 3.17]), we show that there exists an integer $d>0$ such that the pair $\left(\mathbf{P}(M), \mathcal{O}_{\mathbf{P}(M)}(d)\right)$ is deformation equivalent to a pair $\left(\mathbf{P}(N), \mathcal{O}_{\mathbf{P}(N)}(1)\right)$ as the central fiber, where $N$ is a simplicial complex Theorem 2.9.9). Here $N$ is a subdivision of a scaling of $M$, implying that $|M| \cong|N|$. Thus properties stable under deformation, such as being locally Cohen Macaulay or locally Gorenstein, can be verified via the topology of $|M|$, since we have deduced suitable topological criteria in the case of unimodular sets.

In Chapter 4, we extend the definition of a face scheme from polyhedral sets to more general combinatorial structures, called open categories over $\mathcal{P}$. An open category over $\mathcal{P}$ is a category $U$ equipped with a discrete Conduché fibration $p: U \rightarrow \mathcal{P}$ JJoh99]. Discrete Conduché fibrations generalizes the notion of discrete fibrations, by relaxing the requirement on $p$. The rationale for the term open category is the following: any open category $U$ can be universally completed into a polyhedral set $M$, inducing an open immersion $\mathbf{A}(U) \rightarrow \mathbf{P}(M)$. A local isomorphism $\phi: U \rightarrow V$ between open categories is a morphism which induces an isomorphism on comma categories $(s \downarrow U) \rightarrow(\phi(s) \downarrow V)$. The relevance of these definitions is that in this situation, we can prove that $\mathbf{A}(\phi): \mathbf{A}(U) \rightarrow \mathbf{A}(V)$ is an étale morphism of schemes. This result will allow us to refine the face scheme $\mathbf{P}(M)$ of a polyhedral set $M$ with an étale cover $\left\{\mathbf{A}\left(M_{s}\right) \rightarrow \mathbf{P}(M)\right\}$, where
$M_{s}=(s \downarrow M)$ is an open category, called the local category at $s \in M$. Another interesting fact is that if $M$ is a polyhedral set, then the covering spaces of $|M|$ are in 1-to-1-correspondence with local isomorphisms $S \rightarrow M$ of polyhedral sets Proposition 5.4.3.

In Chapter 5, we define the $\operatorname{link} \mathrm{lk}_{M}(s)$ of a polyhedral set $M$ at a face $s$ (we require that the polytopes of $M$ are smooth). It generalizes the ordinary link construction MS05 for simplicial complexes $K$ at a face $s$, which is defined as

$$
\mathrm{lk}_{K}(s)=\{t \in K: t \cup s \in K \text { and } t \cap s=\varnothing\}
$$

The link $\mathrm{lk}_{M}(s)$ is generally unimodular, and is defined as a certain left Kan extension. The topology of $\left|\mathrm{lk}_{M}(s)\right|$ determines the topology of $|M|$ locally, which allows us to translate certain combinatorial conditions on $M$ into topological ones. Specifically, there is a basis of open sets for the topology of $|M|$, each of which is homeomorphic to an open subset of $\left|\mathrm{lk}_{M}(s) \star \Delta^{\operatorname{dim}(s)}\right|$ for some face $s \in M$. The relation between the link construction and open categories is that there exists a non-canonical isomorphism $\mathbf{A}\left(M_{s}\right) \cong \operatorname{Spec} \Gamma\left(\mathrm{lk}_{M}(s)\right) \times \mathbf{G}_{m}^{\mathrm{dim} s}$. The face rings $\Gamma\left(\mathrm{lk}_{M}(s)\right)$ thus reflects the local properties of $\mathbf{P}(M)$, concretely in the sense that there exists morphisms $\operatorname{Spec} \Gamma\left(\mathrm{lk}_{M}(v)\right) \rightarrow \mathbf{P}(M)$ forming an étale cover $\mathcal{U}$ for $v$ ranging over the vertices of $M$. This étale cover will be used to compute the local cohomology groups $\underline{H}_{m}^{i}(\Gamma(M))$ of $\Gamma(M)$ when $M$ is unimodular, thus giving a criterion for when the face ring is Cohen-Macaulay. The proof draws its main idea from Sta96, II, Theorem 4.1]. We substitute the ordinary Čech complex of $\mathbf{P}(M)$ with the alternating étale Čech complex $\check{\mathrm{C}}_{\text {alt }}\left(\mathcal{U}, \mathcal{O}_{M}\right)$, from which we obtain a complex $\widetilde{C}_{\Delta}^{\bullet}(M, \Gamma(M))$ that computes the local cohomology groups of $\Gamma(M)$. This complex decomposes into a direct sum of tractable parts that are governed by the links of $M$.

## Smoothability

In AC10], the study of the deformation functor $\operatorname{Def}_{\left(X, \mathcal{O}_{X}(1)\right)}$ was initiated for $X=\mathbf{P}(K)$, where $K$ is a simplicial manifold. In the case where $|K|$ is a quotient of a $\{3,6\}$-tesselation of $\mathbb{R}^{2}$, a 3 -dimensional smoothing component in the universal base space was identified in Chr10. This builds upon earlier computations of the $T^{1}$ and $T^{2}$-modules of Stanley-Reisner rings in AC04. The face scheme $\mathbf{P}(K)$ has a Zariski-cover of affine schemes $\left\{\operatorname{Spec} \Gamma\left(\mathrm{lk}_{K}(v)\right) \rightarrow\right.$ $\mathbf{P}(K)\}_{v \in K_{0}}$. Thus $T_{\Gamma\left(\mathrm{lk}_{K}(v)\right)}^{1}$ and $T_{\Gamma\left(\mathrm{lk}_{K}(v)\right)}^{2}$ determines the local first-order deformations and local obstruction of $\mathbf{P}(K)$ respectively.

In Chapter 7, the same general idea will be used for polyhedral sets. We will assume that $|M|$ is a 2 -dimensional polyhedral manifold, and that each polytope of $M$ is smooth (i.e. we assume that the normalization of $\mathbf{P}(M)$ is smooth). In this situation there exists an étale-cover on the form $\left\{\operatorname{Spec} \Gamma\left(\mathrm{lk}_{M}(v)\right) \rightarrow\right.$ $\mathbf{P}(M)\}_{v \in M_{0}}$. We may proceed in a similar fashion as in AC10, now glueing local deformations in the étale-topology. As mentioned earler, our goal is to compute the universal deformation space of $\operatorname{Def}_{\left(\mathbf{P}(M), \mathcal{O}_{\mathbf{P}(M)}(1)\right.}$. However, a major obstacle for constructing deformation spaces is the obstruction to glueing
local deformations to a global one. Section 7.1 is devoted to showing that that this obstruction vanishes in dimension 2, in addition to the vanishing of the obstruction to the lifting of a line bundle Theorem 7.1.7. As a consequence, in Section 7.6 we are able to produce examples of 1-parameter smoothings of face schemes of various polyhedral spheres to K3 surfaces by constructing compatible infinitesimal local deformations. By standard results of Art69, effective deformations with an ample line bundle are algebraizable, so this gives rise to proper, algebraic smoothings.

Theorem 7.3.2 is our main result. Here we find conditions under which it is possible to compute the universal deformation base space of $\operatorname{Def}_{\left(\mathbf{P}(M), \mathcal{O}_{\mathbf{P}(M)}(1)\right)}$. Specifically, this works when each vertex link $\mathrm{lk}_{M}(v)$ contains between 3 and 6 components, and under a certain regularity condition on the facet polygons of $M$. We obtain a presentation of the universal base space as the spectrum of a quotient $\mathscr{R}_{M, \mathscr{O}}=\mathscr{P}_{M} / \mathfrak{a}_{\mathscr{O}}$ of a complete local regular ring $\mathscr{P}_{M}$, by an ideal of binomial equations $\mathfrak{a}_{\mathscr{O}}$ given as the minors of certain $2 \times 3$-matrices. This is a generalization of the analogous statement AC10. Theorem 6.4] for simplicial complexes. Given some additional assumptions on $M$, Theorem 7.4.7 now answers our original question regarding smoothability of $(X, L)$, where we have identified the smoothing components as the closure of a torus inside $\operatorname{Spec}\left(\mathscr{R}_{M}\right)$. Examples of this situation are finite index quotients of certain "admissible" periodic tesselations of the plane (i.e. torus tesselations), some of which we examine in Section 7.5 Smoothings of $\left(\mathbf{P}(M), \mathcal{O}_{\mathbf{P}(M)}(1)\right)$ are in this case polarized abelian surfaces. We compute some explicit examples of smoothing components using Macaulay2. One can also prove that the dimension $h^{0}\left(\mathbf{P}(M), \mathcal{O}_{\mathbf{P}(M)}(1)\right)$ is equal to the number of interior lattice points of the unique polytopes appearing in $M$, so a particularly interesting case is when the polytopes of $M$ have empty interior, and are glued in such a way that $M$ consists of only a single vertex. In this situation $h^{0}\left(\mathbf{P}(M), \mathcal{O}_{\mathbf{P}(M)}(1)\right)=1$, so in the torus case $\left(\mathbf{P}(M), \mathcal{O}_{\mathbf{P}(M)}(1)\right)$ is smoothable to principally polarized Abelian surfaces. This example is discussed in AN99], and it appears on the boundary of Alexeev's compactification $\overline{A P_{2}}$ of the moduli space of principally polarized Abelian surfaces Ale02 (see also Ols08 for an outline of the construction).

## Structure of thesis

The text is divided into seven chapters, including this introduction, and three appendices. What follows is a general description of the content and goals of each chapter.

Chapter 2: We give the preliminary definitions of the category of full-dimensional lattice polytopes $\mathcal{P}$ and the category of polyhedral sets $\mathcal{C}$. Most of our constructions will be given as Yoneda extensions. For example, this means that the definition of the geometric realization $|M|$ of a polyhedral set $M$ is dictated by the forgetful functor $\mathcal{P} \rightarrow$ Top. We define the face ring $\Gamma(M)$ in Section 2.3 and in Section 2.7 and Section 2.8 we determine some of
its properties. In Section 2.4 we define the canonical pushout square of a polyhedral set. This will be useful for inductive arguments in this and later chapters. The CW complex structure of $|M|$ is discussed in Section 2.5 In Section 2.9 we develop the formalism of subdividing polyhedral sets, and relate it to deformations of the face ring. An important result here is the existence of triangulations of polyhedral sets to simplicial complexes Theorem 2.9.9.
Chapter 3: The face scheme is defined, and the categorical properties of the face scheme functor $\mathbf{P}$ as described above are proved, such as being finite colimit preserving Proposition 3.0.3. Next, in Section 3.3, we show the 1-to-1-correspondence between pairs $(X, L)$ and polyhedral sets. In Section 3.4 and Section 3.5 we show the existence of the natural isomorphisms $H^{i}(|M| ; k) \cong H^{i}\left(\mathbf{P}(M), \mathcal{O}_{\mathbf{P}(M)}\right)$ and $\operatorname{Pic}(\mathbf{P}(M)) \cong$ $H^{1}\left(|M|, \mathbf{G}_{m}\right) \times \varliminf_{s \in M} \operatorname{Pic}\left(X_{p(s)}\right)$ respectively. In Section 3.6 we give an expression of the Hilbert polynomial of the face ring $\Gamma(M)$.
Chapter 4: In Section 4.1 we give the formal preliminaries for Conduché fibrations, and in Section 4.2 we apply it to $\mathcal{P}$ in particular. Section 4.3 and Section 4.4 are devoted to proving the result regarding étale morphisms as previously mentioned Theorem 4.4.1.
Chapter 5: We define the notion of the link of a unimodular set, and in Section 5.3 we extend this definition to polyhedral sets consisting of smooth polytopes. We have separated these two situations, since more can be said in the former situation which will be crucial to the proofs of the theorems of Chapter 6. The content of Section 5.4 regarding the local topological properties of $|M|$ is particularly relevant.

Chapter 6: Our main goal is proving the classification theorem for Cohen Macaulay and Gorenstein unimodular sets, as described in the introduction above. In Section 6.1 we outline the construction of the alternating étale Čech complex, which will allow us to compute the local cohomology modules $H_{m}^{i}(\Gamma(M))$. In Section 6.2 we apply this to the étale cover $\left\{\mathbf{A}\left(X_{v}\right) \rightarrow \mathbf{P}(M)\right\}$, giving a more combinatorial representation of the Čech complex. In Section 6.3 and Section 6.4 we prove our result regarding Cohen Macaulay and Gorenstein unimodular sets respectively. In Section 6.5 we prove the result stated earlier regarding the the dualizing sheaf of $\mathbf{P}(M)$ in the situation where $|M|$ is a homology manifold.
Chapter 7: Here we answer our original question. In Section 7.1 we show in dimension 2 the vanishing of the cohomology group $H^{2}\left(\mathbf{P}(M), \mathcal{E}_{\mathcal{O}_{\mathbf{P}(M)}(1)}\right)$, containing the obstructions to glueing local infinitesimal deformations. Next, in Section 7.2 we give a description of a basis for $H^{0}\left(\mathbf{P}(M), \mathcal{T}_{\mathbf{P}(M) / k}^{1}\right)$. In Section 7.3 we prove our main theorem Theorem 7.3.2 regarding the structure of the universal base space $\operatorname{Spec}\left(\mathscr{R}_{M, \mathscr{O}}\right)$ of $\left(\mathbf{P}(M), \mathcal{O}_{\mathbf{P}(M)}(1)\right)$. In Section 7.4 we prove Theorem 7.4.7. identifying the smoothing components in $\operatorname{Spec}\left(\mathscr{R}_{M, \mathscr{O}}\right)$. Section 7.5 contains our example computations
of the smoothing components for quotients of admissible periodic plane tesselations. In Section 7.6 we give the idea behind smoothing polyhedral spheres to K3 surfaces. 10 explicit examples are found using Macaulay2.

Appendix A: Here the required background material is provided on the categorical notions we shall require. In particular, Lemma A.0.9 is required in order to give an explicit description of the Day convolution product $M \star N$ of polyhedral sets.

Appendix B: We outline the concept of Milnor patching for projective (and flat) modules and vector bundles. In particular, this will be used in the proof of Theorem 4.4.1 to prove flatness of $\mathbf{A}(U) \rightarrow \mathbf{A}(V)$ by induction on dimension. Proposition B.3.5 is instrumental for the classification of the Picard group of $\mathbf{P}(M)$ Theorem 3.5.2.

Appendix C contains the Macaulay2 functions we have used to compute the examples of Section 7.5 and Section 7.6

## Chapter 2

## Polyhedral sets

### 2.1 The category of lattice polytopes

A lattice polytope is a subset $P \subseteq \mathbb{R}^{n}$ for some $n \geq 0$, realized as the convex hull of integral lattice points. We will denote it as a pair by $(P, n)$, but usually just by $P$. If $P$ is full-dimensional, there exists a unique set of integers $a_{F}$ and vectors $u_{F} \in \mathbb{Z}^{\operatorname{dim}(P)}$ of minimal length for each facet $F$ such that $P$ can be written as $\left\{m \in \mathbb{R}^{n} \mid\left\langle m, u_{F}\right\rangle \geq-a_{F}\right\}$. A character is a homomorphism $\lambda: \mathbb{Z}^{n+1} \rightarrow \mathbf{G}_{m}$, where denotes the multiplicative group $k^{*}$. An affine transformation is a function $f: \mathbb{Z}^{m} \rightarrow \mathbb{Z}^{n}$ on the form $x \mapsto u+A x$, where $u \in \mathbb{Z}^{n}$ and $A: \mathbb{Z}^{m} \rightarrow \mathbb{Z}^{n}$ is a matrix whose columns can be extended to a basis for $\mathbb{Z}^{n}$. We denote the induced affine transformation on real vector spaces by $f_{\mathbb{R}}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$, which will also be called an affine transformation. The image $f_{\mathbb{R}}(P) \subseteq \mathbb{R}^{n}$ of a lattice polytope is again a lattice polytope. We define the category $\mathcal{P}$ as follows: The objects are full-dimensional lattice polytopes $(P, n)$. An arrow $(Q, m) \rightarrow(P, n)$ is an affine transformation $f: \mathbb{Z}^{m} \rightarrow \mathbb{Z}^{n}$ such that $f_{\mathbb{R}}(P)$ is a face of $Q$, equipped with a character $\lambda_{f}: \mathbb{Z}^{m+1} \rightarrow \mathbf{G}_{m}$. We will sometimes denote an arrow by $\left(f, \lambda_{f}\right)$. The character of a composition $(P, n) \xrightarrow{f}(Q, m) \xrightarrow{g}(R, r)$ is defined by $\lambda_{g f}(m, d)=\lambda_{f}(m, d) \lambda_{g}(f(m)-f(0)+d f(0), d)$ for all $(m, d) \in \mathbb{Z}^{n} \times \mathbb{Z}$. If we include the empty-polytope $\varnothing$, we obtain the category $\mathcal{P}_{+}$. This object is initial in $\mathcal{P}_{+}$, and we will occasionally denote it by $(\varnothing,-1)$ for consistent notation. The motivation behind this definition is the following fact:

Proposition Proposition 3.3.6. There is a natural bijective correspondence between isomorphisms $\left(f, \lambda_{f}\right): P \rightarrow Q$ in $\mathcal{P}$ and pairs $(\psi, \iota)$, where $\psi: X_{P} \xrightarrow{\cong} X_{Q}$ is a torus-equivariant isomorphism, and $\iota: \psi^{*} \mathcal{O}_{X_{Q}}\left(D_{Q}\right) \xrightarrow{\cong} \mathcal{O}_{X_{P}}\left(D_{P}\right)$ is an isomorphism of line bundles. Here $X_{P}$ denotes the projective toric variety associated to the polytope $P$, and $D_{P}$ is the ample torus-invariant divisor corresponding to $P$.

Let Top denote the category of compactly generated Hausdorff topological spaces. It is convenient to work in this subcategory of topological spaces by default as it is cartesian closed, in particular monoidally cocomplete. Let $\Re: \mathcal{P} \rightarrow$ Top and $\Re_{+}: \mathcal{P}_{+} \rightarrow$ Top be the functors given by $(P, n) \mapsto P$, i.e. forgetting the embedding into $\mathbb{R}^{n}$. We will briefly review the join operation $\star$ on Top. The join of a pair of topological spaces $X, Y$ is defined as the quotient $X \star Y=(X \times I \times Y) / \sim$, where $\left(x, 0, y_{1}\right) \sim\left(x, 0, y_{2}\right)$ and $\left(x_{1}, 1, y\right) \sim\left(x_{2}, 1, y\right)$.

The join $X \star Y$ can alternatively be described as the pushout of the diagram

where $i_{0}$ is the inclusion $(x, y) \mapsto(x, 0, y)$ and $i_{1}$ is the inclusion $(x, y) \mapsto(x, 1, y)$. In this generality the join operation $(X, Y) \mapsto X \star Y$ defines a monoidal product on Top, and the resulting monoidal category (Top, $\star, \varnothing$ ) is monoidally cocomplete.

The category $\mathcal{P}_{+}$inherits from Top the join operation via $\Re_{+}$. If $(P, n),(Q, m) \in$ $\mathcal{P}_{+}$, their join is $(P \star Q, n+m+1)$, where $P \star Q=\{((1-t) m, t, t n) \mid m \in P, n \in$ $Q, t \in[0,1]\} \subseteq \mathbb{R}^{n+m+1}$ (when $P$ and $Q$ are non-empty). If $f_{1}: P_{1} \rightarrow Q_{1}$ and $f_{2}: P_{2} \rightarrow Q_{2}$ are arrows, then $\lambda_{f_{1} \star f_{2}}$ is given by $\left(\left(m_{1}, s, m_{2}\right), d\right) \mapsto$ $\lambda_{f_{1}}\left(m_{1}, d-s\right) \lambda_{f_{2}}\left(m_{2}, s\right)$. We can also write $P \star Q$ as the convex hull of the subset $P \times\{0\} \times\{0\} \cup\{0\} \times\{1\} \times Q \subseteq \mathbb{R}^{n} \times \mathbb{R} \times \mathbb{R}^{m}$. The vertices of $P \star Q$ are on the form $(v, 0,0)$ or $(0,1, w)$, where $v$ and $w$ are vertices of $P$ and $Q$ respectively. If $P$ (resp. $Q$ ) is the empty-polytope $\varnothing$, we have $P \star Q=Q$ (resp. $P \star Q=P)$. The empty polytope $\varnothing$ is a unit for the join operation.

Lemma 2.1.1. For any pair of objects $P_{1}, P_{2} \in \mathcal{P}_{+}$and arrow $f: Q \rightarrow P_{1} \times P_{2}$, there exists a unique pair of arrows $f_{1}: Q_{1} \rightarrow P_{1}, f_{2}: Q_{2} \rightarrow P_{2}$ such that $f=f_{1} \star f_{2}$. In the context of Definition A.0.2, this means that the functor $\star: \mathcal{P} \times \mathcal{P} \rightarrow \mathcal{P}$ is a discrete fibration.

Proof. By the elementary fact that the faces of $P_{1} \star P_{2}$ are uniquely on the form $Q_{1} \star Q_{2}$ for faces $Q_{1}$ and $Q_{2}$ of $P_{1}$ and $P_{2}$ respectively, one immediately obtains a unique corresponding decomposition of $Q$ on the required form. Uniqueness of $\lambda_{f_{1}}$ and $\lambda_{f_{2}}$ is easily verified.

### 2.1.1 Unimodular simplices

Let Fin ${ }_{+}$denote the category of finite ordinals $[n]=\{0, \ldots, n\}$ (where $[-1]=\varnothing$ ), where an arrow $f:[n] \rightarrow[m]$ is an injective function, equipped with a character $\lambda_{f}: \mathbb{Z}^{[n]} \rightarrow \mathbf{G}_{m}$. Here $\mathbb{Z}^{[n]}$ denotes the free abelian group on basis vectors $e_{i}$ for $i \in[n]$. The character of a composition is given by $\lambda_{g f}\left(e_{i}\right)=\lambda_{g}\left(e_{f(i)}\right) \lambda_{f}\left(e_{i}\right)$. This category will serve as our model for unimodular simplices. The arrows are generated by three types of functions:

1) simplicial face maps $d_{i}:\{0, \ldots, n\} \rightarrow\{0, \ldots, n+1\}$ defined by $j \mapsto j$ if $j<i$, and $j \mapsto j+1$ if $j \geq i$ (for $i=0, \ldots, n+1$ ), and with trivial character;
2) permuations $\sigma:\{0, \ldots, n\} \rightarrow\{0, \ldots, n\}$, with trivial character.
3) arrows $\left(\operatorname{id}_{[n]}, \lambda\right):\{0, \ldots, n\} \rightarrow\{0, \ldots, n\}$ which are the identity as functions (but with arbitrary character $\lambda$ ).

We let Fin denote the full subcategory of Fin ${ }_{+}$of non-empty ordinals. We define $I_{\text {Fin }}:$ Fin $\rightarrow \mathcal{P}$ by

$$
[n] \mapsto\left|\Delta^{n}\right|:=\left\{\left(x_{1}, \ldots, x_{n}\right) \mid x_{i} \geq 0, \sum_{i=1}^{n} x_{i} \leq 1\right\} \subseteq \mathbb{R}^{n}
$$

Functoriality is given as follows. First, identify the affine span of $\operatorname{Conv}\left(e_{0}, \ldots, e_{n}\right) \subseteq$ $\mathbb{R}^{[n]}$ with $\mathbb{R}^{n}$ by choosing basis vectors $e_{1}-e_{0}, \ldots, e_{n}-e_{0}$ centered at $e_{0}$. This identifies $\operatorname{Conv}\left(e_{0}, \ldots, e_{n}\right)$ with $\left|\Delta^{n}\right|$. The corresponding affine transformation $\mathbb{R}^{n} \rightarrow \mathbb{R}^{[n]}$ is given by $0 \mapsto e_{0}$, and $e_{i} \mapsto e_{i}$ for $i>0$. If $f: n \rightarrow m$ is a function, the affine transformation $\mathbb{Z}^{[n]} \rightarrow \mathbb{Z}^{[m]}$ defined by $e_{i} \mapsto e_{f(i)}$ identifies $\operatorname{Conv}\left(e_{0}, \ldots, e_{n}\right)$ with a face of $\operatorname{Conv}\left(e_{0}, \ldots, e_{m}\right)$, hence the affine transformation $I_{\text {Fin }}(f): \mathbb{Z}^{n} \rightarrow \mathbb{Z}^{m}$ induced by the same base change identifies $\left|\Delta^{n}\right|$ with a face of $\left|\Delta^{m}\right|$. It is given by $e_{i} \mapsto e_{f(i)}$, where we put $e_{0}=0$. On characters, we define $\lambda_{I_{\mathrm{Fin}}(f)}\left(e_{i}, 1\right)=\lambda_{f}\left(e_{i}\right)$, and $\lambda_{I_{\mathrm{Fin}}(f)}(0,1)=\lambda_{f}\left(e_{0}\right)$. This is clearly functorial, and $I_{\text {Fin }}$ extends to a functor $I_{\mathrm{Fin}_{+}}$by mapping $[-1]$ to $\varnothing$.
$\mathrm{Fin}_{+}$can be equipped with an operation $+: \mathrm{Fin}_{+} \times \mathrm{Fin}_{+} \rightarrow \mathrm{Fin}_{+}$, defined by $[n]+[m]=[n+m+1]$ on objects, and for any pair of arrows $f: n \rightarrow n^{\prime}$ and $g: m \rightarrow m^{\prime}, h=f+g:[n]+[m] \rightarrow\left[n^{\prime}\right]+\left[m^{\prime}\right]$ is given by

$$
\begin{aligned}
h(i) & =f(i) & \text { for } i=0, \ldots, n, \\
h(i) & =n^{\prime}+1+g(i-n-1) & \text { for } i=n+1, \ldots, n+m+1, \\
\lambda_{h}\left(m_{1}, s, m_{2}\right) & =\lambda_{f}\left(m_{1}\right) \lambda_{g}\left(m_{2}\right) & \text { for }\left(m_{1}, s, m_{2}\right) \in \mathbb{Z}^{n+m+1} .
\end{aligned}
$$

This gives Fin ${ }_{+}$the structure of a symmetric monoidal category with unit $[-1]$.
Lemma 2.1.2. The functor $I_{\mathrm{Fin}_{+}}: \mathrm{Fin}_{+} \rightarrow \mathcal{P}_{+}$is a fully faithful strong monoidal functor.

Proof. Let $[n],[m] \in$ Fin, and note that any morphism $f:\left|\Delta^{n}\right| \rightarrow\left|\Delta^{m}\right|$ in $\mathcal{P}_{+}$is uniquely determined by the character $\lambda_{f}$ and the induced inclusion of vertices. In fact, the arrow $[n] \rightarrow[m]$ in Fin corresponding to this inclusion of vertices induces $f_{\mathbb{R}}$. This shows fully faithfulness. To see that it is strong monoidal, consider the isomorphism $\operatorname{Conv}\left(e_{0}, \ldots, e_{n}\right) \star \operatorname{Conv}\left(e_{0}, \ldots, e_{m}\right) \rightarrow \operatorname{Conv}\left(e_{0}, \ldots, e_{n+m+1}\right)$ with trivial character given by
$\left((1-t) x_{0}, \ldots,(1-t) x_{n}, t, t y_{0}, \ldots, t y_{m}\right) \mapsto\left((1-t) x_{0}, \ldots,(1-t) x_{n}, t y_{0}, \ldots, t y_{m}\right)$.
This clearly satisfies the coherence conditions of a monoidal functor, and via the canonical identifications, this induces a coherent isomorphism $\left|\Delta^{n}\right| \star\left|\Delta^{m}\right| \rightarrow$ $\left|\Delta^{n+m+1}\right|$.

### 2.2 Polyhedral sets

Definition 2.2.1. Let $C$ be a category, and let $M: C^{\mathrm{op}} \rightarrow$ Set be some presheaf. Let $(*)$ denote the following condition on $M$ : For each $c \in C$, the group $\operatorname{Aut}_{C}(c)$ acts freely on $M_{c}$. We let $\operatorname{Pre}^{(*)}(C)$ denote the category of presheaves on $C$ satisfying (*).

By Proposition A.0.3, there is an equivalence of categories between the category of presheaves $\operatorname{Pre}(C)$ and the category of discrete fibration $\operatorname{Fib}(C)$. The condition $(*)$ translates to the following condition on a discrete fibrations $p: U \rightarrow C$ : for all $s \in U, \operatorname{Aut}_{U}(s)=\left\{\operatorname{id}_{s}\right\}$.

Lemma 2.2.2. The pushout of a diagram $M \stackrel{\phi}{\leftarrow} Z \xrightarrow{\psi} N$ in $\operatorname{Pre}(C)$ satisfies (*) whenever $M, N, Z \in \operatorname{Pre}^{(*)}(C)$ and $\phi$ is a monomorphism.

Proof. One easily verifies that $\operatorname{Aut}_{C}(c)$ acts freely on $M_{c} \times_{Z_{c}} N_{c}$ for each $c \in$ $C$.

Definition 2.2.3. We define the category polyhedral sets as $\mathcal{C}=\operatorname{Pre}^{(*)}(\mathcal{P})$. A morphism $M \rightarrow N$ of polyhedral sets $M, N \in \mathcal{C}$ is a natural transformation $\phi: M \rightarrow N$. A presheaf $M \in \operatorname{Pre}^{(*)}\left(\mathcal{P}_{+}\right)$such that $M_{\varnothing}$ is a one-point set is called an augmented polyhedral set. The category $\mathcal{C}_{+}=\operatorname{Pre}^{(*)}\left(\mathcal{P}_{+}\right)$of augmented polyhedral sets will mainly serve as a notational convenience.

A polyhedral subset of $M$ is an equivalence class of pairs $(N, \phi)$, where $N$ is a polyhedral set and $\phi: N \rightarrow M$ is an injective morphism. Two such pairs $\left(N_{1}, \phi_{1}\right)$, $\left(N_{2}, \phi_{2}\right)$ are equivalent if there exists an isomorphism $\psi: N_{1} \xrightarrow{\cong} N_{2}$ satisfying $\phi_{2}=\phi_{1} \psi$. For a polyhedral set $M$, the $P$-faces of $M$ are the elements of the set $M_{P}$. For each arrow $f: P \rightarrow Q, M(f): M_{Q} \rightarrow M_{P}$ is the corresponding face map, also denoted $f^{M}$. For each $P$, we define the $P$-polytope $\Delta^{P}$ to be the presheaf $\mathcal{P}(-, P): \mathcal{P}^{\mathrm{op}} \rightarrow$ Set represented by $P$. Since all arrows of $\mathcal{P}$ are monomorphisms, each $\Delta^{P}$ is a polyhedral set. By the Yoneda lemma, there is a natural bijection $\operatorname{Hom}\left(\Delta^{P}, M\right) \rightarrow M_{P}$ between the $P$-faces of $M$ and morphisms $\Delta^{P} \rightarrow M$ from the $P$-polytope to $M$. If $s \in M_{P}$ is a face, then we define $|s|=P$. We will denote the corresponding morphism $\Delta^{|s|} \rightarrow M$ by $\zeta_{M}^{s}$. We will also denote $\Delta^{|s|}$ by $\Delta^{s}$. A facet is a face $s \in M_{P}$ which is not in the image of any face $\operatorname{map} f^{M}: M_{Q} \rightarrow M_{P}$ for any non-isomorphism $f: P \rightarrow Q$. Two faces $s \in M_{P}$ and $t \in M_{Q}$ are called equivalent if there exists an isomorphism $f: P \stackrel{\cong}{\Longrightarrow} Q$ such that $f^{M}(t)=s$. A finite polyhedral set is a polyhedral set with finitely many faces of each equivalence class.
Definition 2.2.4. Presheaves $M \in \operatorname{Pre}^{(*)}$ (Fin) are called unimodular sets. Analogously, one has the augmented version of presheaves $M \in \operatorname{Pre}^{(*)}\left(\mathrm{Fin}_{+}\right)$such that $M_{[-1]}$ is a one-point set.

Consider the fully faithful functor $\widehat{I_{\text {Fin }}}: \operatorname{Pre}(\operatorname{Fin}) \rightarrow \operatorname{Pre}(\mathcal{P})$ defined as the Yoneda extension (see Appendix A) of the embedding $I_{\text {Fin }}:$ Fin $\rightarrow \mathcal{P}$. If $M$ is a unimodular set, then it is clear that $\widehat{I_{\text {Fin }}}(M)$ is given by by $\widehat{I_{\text {Fin }}}(M)_{P}=M_{n}$ for each $n \in$ Fin and $P \in \mathcal{P}$ with $P \cong I_{\text {Fin }}(n)$, and $\varnothing$ otherwise. We define the dimension of an element $P \in \mathcal{P}$ to be its dimension $\operatorname{dim}(P)$ as a lattice polytope. The dimension of a polyhedral set $M$, denoted $\operatorname{dim}(M)$, is the largest integer $N$ for which there exists a $P$ with $\operatorname{dim}(P)=N$ and $M_{P}$ non-empty. If no such $N$ exist and $M$ is not the empty-presheaf, we call $M$ infinite-dimensional. We say that the empty-presheaf, denoted $\underline{\varnothing}$, is ( -1 )-dimensional. The dimension
of a face $s \in M_{P}$ is $\operatorname{dim}(P)$, and is denoted $\operatorname{dim}(s) . M_{0}$ is the set of vertices of $M$. It is clear that the $P$-polytope $\Delta^{P}$ has dimension $\operatorname{dim}(P)$. Let $M$ be a finite-dimensional polyhedral set. Then $M$ is called irreducible if it cannot be written as a proper union of non-empty polyhedral subsets. Let $s$ be a face of $M$, and consider the corresponding morphism $\zeta_{M}^{s}: \Delta^{s} \rightarrow M$. Then the polyhedral subset corresponding to $s$ is the image $M^{s}=\zeta_{M}^{s}\left(\Delta^{s}\right) \subseteq M$. It is the minimal polyhedral subset of $M$ containing $s . M$ is irreducible if and only if it has (at most) a single equivalence class of facets, and can in general always be written uniquely as a union of its irreducible components.

The monoidal structure on $\operatorname{Pre}(\mathcal{P})$ is given by the Day convolution product (see Definition A.0.7 and IK86, Section 4]). Per Lemma A.0.9 given $M, N \in$ $\operatorname{Pre}\left(\overline{\mathcal{P}_{+}}\right)$, the convolution product $M \star N: \mathcal{P}_{+}^{\mathrm{op}} \rightarrow$ Set is defined as the left Kan extension of the functor $M \times N: \mathcal{P}_{+}^{\text {op }} \times \mathcal{P}_{+}^{\mathrm{op}} \rightarrow$ Set $\times$ Set $\rightarrow^{\times}$Set along the induced comultiplication functor $\star^{\mathrm{op}}: \mathcal{P}_{+}^{\mathrm{op}} \times \mathcal{P}_{+}^{\mathrm{op}} \rightarrow \mathcal{P}_{+}^{\mathrm{op}}$. The characterization of $\star$ as a convolution product - coupled with the fact that it is induced by a discrete fibration - allows us to describe $M \star N$ explicitly. In particular, $\star$ defines a monoidal operation on $\mathcal{C}$.

Proposition 2.2.5. If $M$ and $N$ are augmented polyhedral sets, then their join is an augmented polyhedral set, and is given by

$$
\begin{equation*}
(M \star N)_{R}=\coprod_{\{(P, Q) \mid P \star Q=R\}} M_{P} \times N_{Q} \tag{2.1}
\end{equation*}
$$

for each $R \in \mathcal{P}_{+}$. The functorial structure is given as follows. For any arrow $h: R \rightarrow R^{\prime}$, and for each pair $\left(P_{1}, Q_{1}\right)$ with $P_{1} \star Q_{1}=R^{\prime}$, let $h_{1}: P_{0} \rightarrow P_{1}$ and $h_{2}: Q_{0} \rightarrow Q_{1}$ be the unique pair of arrows such that $h=h_{1} \star h_{2}$. Then the map $h^{M \star N}:(M \star N)_{R^{\prime}} \rightarrow(M \star N)_{R}$ is given by $h_{1}^{M} \star h_{2}^{N}: M_{P_{1}} \times N_{Q_{1}} \rightarrow M_{P_{0}} \times N_{Q_{0}}$ on components.

Proof. The formulas follow from Lemma A.0.6 a) and b), which we may apply here since $\star$ is a discrete fibration by Lemma 2.1.1 It follows immediately from this that $M \star N$ also satisfies ( $*$ ).

Remark 2.2.6. The inclusion $i: \mathcal{C} \rightarrow \operatorname{Pre}^{(*)}\left(\mathcal{P}_{+}\right)$is given by adjoining a singleton set at $\varnothing$. By applying $i$, the join operation formula 2.1) makes sense for polyhedral sets $M, N \in \mathcal{C}$ as well, with the empty-presheaf $\underline{\varnothing}$ as a unit. Hence the category $\mathcal{C}$ of polyhedral sets is a monoidal category with respect to $\star$. The inclusion functor $i$ preserves $\star$ and all connected colimits.
Remark 2.2.7. One analogously defines the join of two unimodular set via the monoidal operation $+:$ Fin $_{+} \times$Fin $_{+} \rightarrow$ Fin $_{+}$. Since $I_{\text {Fin }_{+}}:$Fin $_{+} \rightarrow \mathcal{P}_{+}$is a strong monoidal functor by Lemma 2.1.2 the inclusion $\operatorname{Pre}^{(*)}(\Delta) \rightarrow \mathcal{C}$ is a strong monoidal functor. As in Proposition 2.2.5 one has

$$
(M \star N)_{n}=\coprod_{[m]+[r]=[n]} M_{m} \times N_{r}
$$

for any pair of unimodular sets $M, N$.

The following proposition is a consequence of Proposition A.0.8
Proposition 2.2.8 (Geometric realization). The strong monoidal functor $\Re_{+}$: $\mathcal{P}_{+} \rightarrow$ Top induces a cocontinuous strong monoidal geometric realization functor
 is a natural isomorphism

$$
|M \star N| \stackrel{\cong}{\Longrightarrow}|M| \star|N|
$$

for each $M, N \in \operatorname{Pre}\left(\mathcal{P}_{+}\right)$. Note that since the inclusion $i: \operatorname{Pre}(\mathcal{P}) \rightarrow \operatorname{Pre}\left(\mathcal{P}_{+}\right)$ preserves $\star$, the geometric realization functor $|-|: \mathcal{C} \rightarrow$ Top also preserves $\star$.

### 2.3 The face ring of a polyhedral set

Let $\mathscr{D}$ denote the category of positively graded $k$-algebras. $\mathscr{D}$ is a monoidal category, with the ordinary tensor product operation $\otimes_{k}$ and unit $k$. We recall some definitions from CLS11]. The affine semigroup associated to a polytope $P$ is defined as $A_{P}=\mathbb{N}\left[\left(P \cap \mathbb{Z}^{n}\right) \times\{1\}\right]$, and consists of all linear combinations of lattice points in $P \times\{1\} \subseteq \mathbb{Z}^{n+1}$ with non-negative integral coefficients. This notation is consistent if $P$ is the empty-polytope, in which case we have $A_{\varnothing}=0$. If $f: P \rightarrow Q$ is an arrow in $\mathcal{P}_{+}$represented by an affine transformation $x \mapsto u+A x$ with character $\lambda_{f}$, then one obtains an inclusion of affine semi-groups $A_{f}: A_{P} \rightarrow A_{Q}$ given by $(m, d) \mapsto\left(d f_{\mathbb{R}}\left(\frac{m}{d}\right), d\right)=(u d+A(m), d)$. This is easily seen to define a functor $A: \mathcal{P}_{+} \rightarrow$ SemiGrp. We will now define the face ring of a polyhedral set. Consider the contravariant functor $\Gamma^{\prime}: \mathcal{P}_{+} \rightarrow \mathscr{D}$ given on objects by $\Gamma^{\prime}(P)=k\left[A_{P}\right]$, where

$$
k\left[A_{P}\right]=\bigoplus_{d=0}^{\infty} \bigoplus_{m \in d P} k \cdot \chi^{m}
$$

is the homogeneous coordinate ring (generated in degree 1) associated to the affine semigroup $A_{P}$. For any arrow $f: P \rightarrow Q$, we let $\Gamma^{\prime}(f): \Gamma^{\prime}(Q) \rightarrow \Gamma^{\prime}(P)$ be given by $\chi^{A_{f}(m)} \mapsto \lambda_{f}(m) \chi^{m}$ (and $\chi^{m} \mapsto 0$ otherwise).
Lemma 2.3.1. The functor $\Gamma^{\prime}: \mathcal{P}_{+} \rightarrow \mathscr{D}$ is strong monoidal, where $\mathscr{D}$ is equipped with the tensor product operation.

Proof. Note that $\Gamma^{\prime}(\varnothing)=k$ is the unit of $\mathscr{D}$. Let $P, Q \in \mathcal{P}_{+}$, and consider the inclusions $i_{1}: P \rightarrow P \star Q, i_{2}: Q \rightarrow P \star Q$ given by $x \mapsto(x, 0,0)$ and $y \mapsto(0,1, y)$ respectively. A lattice point $m \in d(P \star Q)$ can always be written uniquely as ( $m_{1}, s, m_{2}$ ) for some integer $0 \leq s \leq d$, where $m_{1}$ and $m_{2}$ are lattice points such that $m_{1} \in(d-s) P$ and $m_{2} \in s Q$. The decomposition $(m, d)=A_{i_{1}}\left(m_{1}, d-s\right)+$ $A_{i_{2}}\left(m_{2}, s\right)$ is unique, so the (natural) homomorphism $\Gamma^{\prime}(P \star Q) \rightarrow \Gamma^{\prime}(P) \otimes_{k} \Gamma^{\prime}(Q)$ given by $\chi^{(m, d)} \mapsto \chi^{\left(m_{1}, s\right)} \otimes \chi^{\left(m_{2}, d-s\right)}$ is an isomorphism.

By Proposition A.0.8 $\Gamma^{\prime}$ induces a strong monoidal monoidally cocontinuous functor $\Gamma: \operatorname{Pre}\left(\mathcal{P}_{+}\right) \rightarrow \mathscr{D}$. Recall that the inclusion $i: \operatorname{Pre}(\mathcal{P}) \rightarrow \operatorname{Pre}\left(\mathcal{P}_{+}\right)$given
by adjoining a singleton at $\varnothing$ preserves $\star$ and all connected colimits. Hence the restricted functor $\Gamma:=\widehat{\Gamma} \circ i: \operatorname{Pre}(\mathcal{P}) \rightarrow \mathscr{D}$ preserves all connected colimits, and is strong monoidal with respect to $\star$.

Definition 2.3.2. For a polyhedral set $M, \Gamma(M)$ is called the face ring of $M$.
From the preceding we have the following proposition.
Proposition 2.3.3. The face ring functor $\Gamma: \mathcal{C} \rightarrow \mathscr{D}$ is a strong monoidal, contravariant functor preserving all connected colimits, such that $\Gamma\left(\Delta^{P}\right)=k\left[A_{P}\right]$ for all $P \in \mathcal{P}$. Thus there are natural isomorphisms

$$
\Gamma(M \star N) \cong \Gamma(M) \otimes_{k} \Gamma(N)
$$

for any pair of polyhedral sets $M, N$. We remark that while $\Gamma\left(\Delta^{P}\right)=k\left[A_{P}\right]$ is a standard graded ring for each $P$, this is not necessarily the case for $\Gamma(M)$ in general.

Remark 2.3.4. Let $M$ be a polyhedral set. It can be written as the colimit of a diagram $\theta_{M}: F_{M} \rightarrow \mathcal{C}$, where $F_{M}$ is the category of elements of $M$. Endow $F_{M}$ with an initial object $*$, and let $\mathcal{F}_{M}$ denote the endowed category. Consider the extended diagram $\Theta_{M}: \mathcal{F}_{M} \rightarrow \mathcal{C}$ given by $\Theta_{M}(*)=\underline{\varnothing}$, where $\underline{\varnothing}: \mathcal{P}^{\text {op }} \rightarrow$ Set is the empty-presheaf, also the initial presheaf. Then $M$ is the colimit of the diagram $\Theta_{M}: \mathcal{F}_{M} \rightarrow \mathcal{C}$. Since $\mathcal{F}_{M}$ is connected, we have

$$
\Gamma(M)=\lim _{\leftrightarrows} \Gamma \circ \Theta_{M} .
$$

Note that this procedure may be carried out for any (possibly disconnected) diagram $H: I \rightarrow \mathcal{C}$ with $\underset{\longrightarrow}{\lim } H=M$. We highlight this fact in the following remark.

Remark 2.3.5. Let $H: I \rightarrow \operatorname{Pre}(\mathcal{P})$ be a diagram of polyhedral sets, and assume that $M=\underset{\underline{\mathcal{I}}}{\lim } H \in \mathcal{C}$. Endow $I$ with an initial object $*$, and extend $H$ to a functor $\mathcal{H}: \overrightarrow{\mathcal{I}} \rightarrow \operatorname{Pre}(\mathcal{P})$, where $\mathcal{I}$ denotes the endowed category, and $\mathcal{H}(*)=\underline{\varnothing}$. Then $\lim \mathcal{H}=M$, and $\Gamma(M)=\lim \Gamma \circ \mathcal{H}$. In particular, for a coproduct $M=\coprod_{i} \vec{M}_{i}$, the face ring $\Gamma(M)$ is the wide pullback of $\left\{\Gamma\left(M_{i}\right)\right\}_{i}$ over $k$. Explicitly, $\Gamma(M)_{0}=k$, and $\Gamma(M)_{d}=\prod_{i} \Gamma\left(M_{i}\right)_{d}$ for each integer $d>0$.

### 2.4 The canonical pushout square

Let $M$ be a polyhedral set. For each face $s$ of $M$, consider the corresponding morphism $\zeta_{M}^{s}: \Delta^{s} \rightarrow M$. These morphisms are natural in the following sense. Let $\phi: M \rightarrow N$ be a morphism, $s \in M_{P}$ and $t=\phi(s)$. Then the diagram

commutes. For each integer $\mathbf{n} \geq-1$, we define the $\mathbf{n}$-truncation $M^{\mathbf{n}}$ as the polyhedral subset of $M$ given by $M_{P}^{\mathrm{n}}=M_{P}$ for all $P$ with $\operatorname{dim}(P) \leq \mathbf{n}$, and $\varnothing$ otherwise. Let $\iota_{M}: M^{\mathbf{n}-1} \rightarrow M^{\mathbf{n}}$ denote the natural inclusion.
Definition 2.4.1. Consider the equivalence relation on $\mathcal{P}$ given by $P \sim Q$ whenever $P \cong Q$. For each equivalence class $[P]$, choose (once and for all) some canonical representative $P^{\text {can }} \in[P]$. Recall that two faces $s, t$ of $M$ are called equivalent if there exists an isomorphism $f:|s| \rightarrow|t|$ such that $f^{M}(t)=s$. For each isomorphism class $[s]$, choose some canonical representative $s^{\text {can }} \in M_{P \text { can }}$. We define $J_{M}^{\mathbf{n}} \subseteq \coprod_{\operatorname{dim}(P)=\mathbf{n}} M_{P}$ as the subset of $\mathbf{n}$-dimensional faces $s$ such that $s=s^{\text {can }}$. Let $M^{\text {can }}=\bigsqcup_{\mathrm{n} \geq 0} J_{M}^{\mathrm{n}}$ denote the set of canonical representatives.

Consider the indexed set of polytopes $\left\{\Delta^{s}\right\}_{s \in J_{M}^{n}}$. For each $\mathbf{n}$-dimensional polytope $\Delta^{P}$, let $\partial \Delta^{P}$ denote the $(\mathbf{n}-1)$-truncation $\left(\Delta^{P}\right)^{\mathbf{n}-1}$. This induces natural morphisms $\zeta_{M}^{s \prime}: \partial \Delta^{s} \rightarrow M^{\mathrm{n}-1}$ for each $s \in J_{M}^{\mathrm{n}}$. By the condition ( $*$ ), there is exactly one arrow $f:\left|s^{\mathrm{can}}\right| \rightarrow|s|$ such that $f^{M}(s)=s^{\mathrm{can}}$ for each $s \in M$. Hence it is easy to see that $M^{\mathbf{n}}$ is the colimit in the following natural diagram

or for easier notation,


Definition 2.4.2 (The canonical pushout square). For each integer $\mathbf{n} \geq-1$, define $\Delta_{M}^{\mathbf{n}}=\coprod_{s \in J_{M}^{\mathrm{n}}} \Delta^{s}$, and let $\partial \Delta_{M}^{\mathrm{n}}$ denote the ( $\mathbf{n}-1$ )-truncation $\left(\Delta_{M}^{\mathrm{n}}\right)^{\mathbf{n}-1}=$ $\coprod_{s \in J_{M}^{\mathrm{n}}} \partial \Delta^{s}$. The natural morphisms $\alpha_{M}: \Delta_{M}^{\mathrm{n}} \rightarrow M^{\mathrm{n}}$ and $\alpha_{M}^{\prime}: \partial \Delta_{M}^{\mathrm{n}} \rightarrow M^{\mathrm{n}-1}$ are induced via the morphism $\zeta_{M}^{s}: \Delta^{s} \rightarrow M . M^{\mathrm{n}}$ fits into the natural pushout square

called the canonical pushout square for $M$ of level $\mathbf{n}$. If $\phi: N \rightarrow M$ is a morphism polyhedral sets, we denote each individual morphism in the morphism
of diagrams by $\phi: M^{\mathbf{n}} \rightarrow N^{\mathbf{n}}, \phi^{\Delta}: \Delta_{N}^{\mathrm{n}} \rightarrow \Delta_{M}^{\mathrm{n}}, \phi^{\prime}: N^{\mathbf{n}-1} \rightarrow M^{\mathbf{n}-1}$ and $\phi^{\partial \Delta}: \partial \Delta_{N}^{\mathbf{n}} \rightarrow \partial \Delta_{M}^{\mathrm{n}}$.

Definition 2.4.3. For each $P \in \mathcal{P}$, let $L(P)$ (resp. $L^{*}(P)$ ) denote the set of lattice points (resp. interior lattice points) of $P$. For any arrow $f: Q \rightarrow P$, we define $L(f): L(Q) \rightarrow L(P)$ as the restriction of $f_{\mathbb{R}}$. This defines a functor $L: \mathcal{P} \rightarrow$ Set. Consider the Yoneda extension $L: \mathcal{C} \rightarrow$ Set. For each polyhedral set $M$, we have $L(M)=\lim _{L^{*}} \Delta^{P} \rightarrow M$. There is clearly a bijective correspondence $L(M) \cong \bigsqcup_{s \in M^{\text {can }}} L^{*}(|s|)$.

### 2.5 CW structure

We will now see that the geometric realization of a polyhedral set $M$ is a CW complex. Specifically, the realization of the diagram 2.4 determines the cell structure on $|M|$ and its characteristic maps. See GJ09. Proposition 2.3] for the parallell situation in the case of simplicial sets.
Proposition 2.5.1. Let $M$ be a polyhedral set. Then the geometric realization $|M|$ is a $C W$ complex with an $\mathbf{n}$-cell for each face $s \in J_{M}^{\mathrm{n}}$. Moreover, if $\phi: M \rightarrow N$ is a morphism, then $|\phi|:|M| \rightarrow|N|$ maps $\mathbf{n}$-cells of $|M|$ homeomorphically to $\mathbf{n}$-cells of $|N|$.

Proof. Let $\mathbf{n} \geq 1$ be an integer. Then for each face $s \in M_{P} \subseteq J_{M}^{\mathrm{n}}$, the geometric realization of $\Delta^{s}$ is $|P| \cong \mathbb{D}^{\mathbf{n}}$, the $\mathbf{n}$-disc. Consider the polyhedral facets $F \subseteq P$, and note that

$$
\begin{equation*}
\partial \Delta^{s}=\bigcup_{F \text { facet of } P} \Delta^{F} \tag{2.6}
\end{equation*}
$$

Thus we may write

$$
\left|\partial \Delta^{s}\right|=\bigcup_{F \text { facet of } P} F
$$

But this is the topological boundary of $|P|$, hence homeomorphic to the $(\mathbf{n}-1)$ sphere $\mathbb{S}^{\mathbf{n}-1}$. It follows that the induced map $\left|\iota_{\Delta^{s}}\right|: \mathbb{S}^{\mathbf{n}-1} \rightarrow \mathbb{D}^{\mathbf{n}}$ is the standard inclusion. The colimit diagram (2.4) defines a CW complex structure on $|M|$ in the following way. The space $\left|M^{0}\right|$ is a discrete set of points, and defines the 0 -skeleton of $|M|$. For $\mathbf{n} \geq 1,\left|M^{\mathbf{n}}\right|$ is the $\mathbf{n}$-skeleton of $|M|$, and $\left|M^{\mathbf{n}}\right|$ is determined by $\left|M^{\mathbf{n}-1}\right|$ and the characteristic maps $\left|\zeta_{M}^{s}\right|: \mathbb{D}^{\mathbf{n}} \rightarrow\left|M^{\mathbf{n}}\right|$ and $\left|\zeta_{M}^{s \prime}\right|: \mathbb{S}^{\mathbf{n}} \rightarrow\left|M^{\mathbf{n}-1}\right|$ in the colimit diagram


Since $M$ is the colimit of the sequence of inclusions $M^{0} \rightarrow M^{1} \rightarrow \cdots \rightarrow M^{\mathbf{n}} \rightarrow$ $\cdots$ as well, $|M|$ is the colimit of $\left|M^{0}\right| \rightarrow\left|M^{1}\right| \rightarrow \cdots \rightarrow\left|M^{\mathbf{n}}\right| \rightarrow \cdots$, which
shows that the topology on $|M|$ agrees with the standard CW complex (weak) topology. If $\phi: M \rightarrow N$ is a morphism, naturality of 2.2 shows that that each $\mathbf{n}$-cell of $|M|$ is mapped homeomorphically to an $\mathbf{n}$-cell of $|N|$.

For a polyhedral set $M$ of dimension $\mathbf{n}$, we may form the CW chain complex $C_{\bullet}^{M}$ arising from the CW structure of the geometric realization $|M|$. It consists of the abelian groups $C_{i}^{M}=\bigoplus_{s \in J_{M}^{i}} \mathbb{Z} s$ for each $i \geq 0$, freely generated by $i$-dimensional faces $s$ which are canonical representatives. The canonical pushout square 2.5 for $M$ of level $\mathbf{n}$ gives rise to an exact sequence of chain complexes

$$
\begin{equation*}
0 \rightarrow C_{\bullet}^{\partial \Delta_{M}} \xrightarrow{\left(\iota_{M^{*}},-\alpha_{M *}^{\prime}\right)} C_{\bullet}^{\Delta_{M}^{\mathrm{n}}} \oplus C_{\bullet}^{M^{\mathrm{n}-1}} \xrightarrow{\alpha_{M *} \oplus \iota_{M *}} C_{\bullet}^{M^{\mathrm{n}}} \rightarrow 0 \tag{2.8}
\end{equation*}
$$

To see this, note that

$$
\begin{gather*}
\left(\Delta_{M}^{\mathbf{n}}\right)_{P} \xrightarrow{\uparrow} \xrightarrow{\alpha_{M}} M_{P}^{\mathbf{n}}  \tag{2.9}\\
\left.\iota_{M}\right|^{\iota_{M}} \\
\left(\partial \Delta_{M}^{\mathbf{n}}\right)_{P} \xrightarrow{\alpha_{M}^{\prime}} M_{P}^{\mathbf{n}-1},
\end{gather*}
$$

are pushout squares for each $P \in \mathcal{P}$, with $\left(\iota_{M}\right)_{P}$ and $\left(\iota_{\Delta_{M}}\right)_{P}$ both bijections for $\operatorname{dim}(P)<\mathbf{n}$, and inclusions of the empty set for $\operatorname{dim}(P)=\mathbf{n}$. Furthermore, $\left(\alpha_{M}\right)_{P}$ is a bijection when $\operatorname{dim}(P)=\mathbf{n}$. It easily follows that 2.8 is exact.

### 2.6 Polyhedral complexes

We will now review two types of combinatorial structures: simplicial complexes Sta96 and polyhedral complexes BG02 BG09 Sta87. See BR05, OY09 and BKR08] for the related concept of monoidal complexes and its associated toric face ring. First, we need a simpler version of polyhedral sets, called rigid polyhedral sets.

Definition 2.6.1. Let $\mathcal{P}^{\prime}$ denote the monoidal subcategory of $\mathcal{P}$ consisting of the same objects, but where $\operatorname{Hom}_{\mathcal{P}^{\prime}}(P, Q) \subseteq \operatorname{Hom}_{\mathcal{P}}(P, Q)$ consists of the arrows with trivial character $1: \mathbb{Z}^{n} \rightarrow \mathbf{G}_{m}$. A presheaf $M \in \operatorname{Pre}^{(*)}\left(\mathcal{P}^{\prime}\right)$ is called a rigid polyhedral set. One can make the analogous definitions for $\mathrm{Fin}^{\prime} \subseteq$ Fin.

There is an obvious pair of strict monoidal functors $U: \mathcal{P} \rightarrow \mathcal{P}^{\prime}$ and $V: \mathcal{P}^{\prime} \rightarrow \mathcal{P}$, defined as follows. Both $U$ and $V$ are the identity on objects. On arrows, $U\left(f, \lambda_{f}\right)=f$, and $V(f)=(f, 1)$. Taking Yoneda extensions, we obtain cocontinuous strong monoidal functors $\mathbb{U}: \operatorname{Pre}(\mathcal{P}) \rightarrow \operatorname{Pre}\left(\mathcal{P}^{\prime}\right)$ and $\mathbb{V}$ : $\operatorname{Pre}\left(\mathcal{P}^{\prime}\right) \rightarrow \operatorname{Pre}(\mathcal{P})$. By considering canonical pushout squares 2.5), it follows from Lemma 2.2.2 that $\mathbb{U}$ and $\mathbb{V}$ restricts to functors $\mathbb{U}: \operatorname{Pre}^{(*)}(\mathcal{P}) \rightarrow \operatorname{Pre}^{(*)}\left(\mathcal{P}^{\prime}\right)$ and $\mathbb{V}: \operatorname{Pre}^{(*)}\left(\mathcal{P}^{\prime}\right) \rightarrow \operatorname{Pre}^{(*)}(\mathcal{P})$. By abuse of notation, we let $U:$ Fin $\rightarrow \mathrm{Fin}^{\prime}$ and $V:$ Fin $^{\prime} \rightarrow$ Fin denote the respective restrictions of $U$ and $V$, and similarly for $\mathbb{U}: \operatorname{Pre}^{(*)}($ Fin $) \rightarrow \operatorname{Pre}^{(*)}\left(\operatorname{Fin}^{\prime}\right)$ and $\mathbb{V}: \operatorname{Pre}^{(*)}\left(\right.$ Fin $\left.^{\prime}\right) \rightarrow \operatorname{Pre}^{(*)}($ Fin $)$. Note that since $U V=\mathrm{id}_{\mathrm{Fin}^{\prime}}$, there is a natural equivalence $\mathbb{U V} \cong \operatorname{id}_{\operatorname{Pre}^{(*)}\left(\mathcal{P}^{\prime}\right)}$.

Definition 2.6.2. A simplicial complex $K$ consists of a set of vertices $V(K)$, and a set of faces $S(K)$. $S(K)$ consists of finite subsets of $V(K)$, such that $\{v\} \in S(K)$ for all $v \in V(K)$, and if $t \subseteq s \in S(K)$, then $t \in S(K)$. The dimension of a face $s=\left\{v_{0}, \ldots, v_{n}\right\}$ is $n$.

More generally, there is the notion of polyhedral complexes. The following definition is a version of [BG02, Definition 2.1], which is also equivalent with BG09. Definition 1.74].

Definition 2.6.3. A (lattice) polyhedral complex $\Pi$ consists of a set of vertices $V(\Pi)$, and a set $S(\Pi)$ of subsets of $V(\Pi)$ such that $\{v\} \in S(\Pi)$ for all $v \in V(\Pi)$, and if $s, t \in S(\Pi)$, then $s \cap t \in S(\Pi)$. It furthermore comes equipped with the following data:

1) an embedding $s \rightarrow \mathbb{R}^{n_{s}}$ for each $s \in S(\Pi)$, such that the image of $s$ constitutes the vertex set of an $n_{s}$-dimensional lattice polytope $s^{*} \subseteq \mathbb{R}^{n_{s}}$;
2) an embedding $\iota_{s t}: s^{*} \rightarrow t^{*}$ for each inclusion $s \subset t$ in $S(\Pi)$, such that $\iota_{s t}$ is an isomorphism of $s^{*}$ with a face of $t^{*}$ as lattice polytopes.

These embeddings are subject to the following compatibility conditions:
3) $\iota_{t u} \iota_{s t}=\iota_{s u}$ for each $s \subset t \subset u$ in $S(\Pi)$;
4) For each $t \in S(\Pi)$, and each face $F$ of $t^{*}$, there exists an element $s \in S(\Pi)$ such that $s \subset t$ and $\iota\left(s^{*}\right)=F$.

We may consider a polyhedral complex $\Pi$ as a rigid polyhedral set as follows. For each inclusion $s \subseteq t$, the embedding $\iota_{s t}$ from 3) corresponds to a unique affine transformation $\mathbb{Z}^{n_{s}} \rightarrow \mathbb{Z}^{n_{t}}$. Via condition 4), this gives the operation $\Pi \rightarrow \operatorname{pre}\left(\mathcal{P}^{\prime}\right)$ defined by $s \mapsto \Delta^{s^{*}}$ the structure of a functor. We let $M(\Pi)=\underset{s \in \Pi}{\lim _{\longrightarrow} \Delta^{s^{*}}}$. One can similarly defines the rigid unimodular set $M(K)$ corresponding to a simplicial complex $K$. If $M$ is a polyhedral set and $s$ is a face of $M$, recall that $M^{s}$ is the image of $\zeta_{M}^{s}: \Delta^{s} \rightarrow M$. If a rigid polyhedral set $M$ comes from a polyhedral complex, then it satisfies the following two conditions:

1) $\zeta_{M}^{s}: \Delta^{s} \rightarrow M$ is injective for all faces $s$;
2) For every pair of faces $s$ and $t, M^{s} \cap M^{t}=M^{u}$ for some face $u$;

In fact, these three conditions characterizes the finite rigid polyhedral sets which are polyhedral complexes, and analogously the finite rigid unimodular polyhedral sets which are simplicial complexes. Indeed, one recovers the polyhedral complex $\Pi$ up to isomorphism from $M(\Pi)$ by defining $V(\Pi)=M_{0}$, and defining $S(\Pi)$ to be the set of subsets $M_{0}^{s} \subseteq M_{0}$ for faces $s$ of $M$ which are canonical representatives. The embeddings $M_{0}^{s} \rightarrow \mathbb{R}^{\operatorname{dim}(s)}$ are given by the inclusions $|s| \subseteq \mathbb{R}^{\operatorname{dim}(s)}$. If $M$ is unimodular, then condition 1) characterizes what is called simplicial posets (see Sta91] or LP11]).

Lemma 2.6.4. If $\psi: \partial \Delta^{n} \rightarrow \partial \Delta^{n}$ is an automorphism such that $\mathbb{U}(\psi)=\operatorname{id}_{\partial \Delta^{n}}$, then there exists a unique automorphism $\widetilde{\psi}: \Delta^{n} \rightarrow \Delta^{n}$ satisfying $\left.\widetilde{\psi}\right|_{\partial \Delta^{n}}=\psi$.

Proof. We may write $\partial \Delta^{n}$ as a coequalizer

$$
\coprod_{0 \leq i<j<=n-1} \Delta^{n-2} \rightrightarrows \coprod_{0 \leq i \leq n-1} \Delta^{n-1} \rightarrow \partial \Delta^{n}
$$

where the arrows $\Delta^{n-2} \rightrightarrows \Delta^{n-1}$ for the index $(i, j)$ are $d_{i}$ and $d_{j-1}$. An automorphism $\psi$ satisfying $\mathbb{U}(\psi)=\operatorname{id}_{\partial \Delta^{\mathrm{n}}}$ corresponds to automorphisms $\psi_{i}$ of $\Delta^{n-1}$ satisfying $\mathbb{U}\left(\psi_{i}\right)=\operatorname{id}_{\Delta^{n-1}}$ for each $i$, and $\psi_{i} d_{j-1}=\psi_{j} d_{i}$ for $i<j$. Each $\psi_{i}$ corresponds to a character $\lambda_{i}: \mathbb{Z}^{n-1} \rightarrow \mathbf{G}_{m}$, and the above requirement translates to $\lambda_{i}\left(e_{d_{j-1}(k)}\right)=\lambda_{j}\left(e_{d_{i}(k)}\right)$. Clearly, there is a unique character $\lambda: \mathbb{Z}^{n} \rightarrow \mathbf{G}_{m}$ restricting to $\lambda_{i}$ via $d_{i}:[n-1] \rightarrow[n]$ for each $i$, and the result follows.

Proposition 2.6.5. For every finite-dimensional unimodular set $N:$ Fin $^{\text {op }} \rightarrow$ Set, there exists a rigid unimodular set $M: \mathrm{Fin}^{\prime \mathrm{op}} \rightarrow$ Set such that $\mathbb{V}(M) \cong N$.

Proof. We will show the following by induction on $\mathbf{n} \geq-1$ :

1) For any $\mathbf{n}$-dimensional $N, Z \in \operatorname{Pre}^{(*)}\left(\right.$ Fin $\left.^{\prime}\right)$ and any morphism $\phi: \mathbb{V}(N) \rightarrow$ $\mathbb{V}(Z)$, there exists a unique automorphism $\psi$ of $\mathbb{V}(N)$ satisfying $\mathbb{U}(\psi)=\mathrm{id}_{N}$ and $\phi=\mathbb{V} \mathbb{U}(\phi) \psi$.
2) For any $\mathbf{n}$-dimensional $N \in \operatorname{Pre}^{(*)}($ Fin $)$, there exists $M \in \operatorname{Pre}^{(*)}\left(\right.$ Fin $\left.^{\prime}\right)$ such that $\mathbb{V}(M) \cong N$.

Each case is trivial for $\mathbf{n}=-1$, so assume that $\mathbf{n} \geq 0$. Let $N \in \operatorname{Pre}^{(*)}$ (Fin) be $\mathbf{n}$-dimensional. By 2), there exists an ( $\mathbf{n}-1$ )-dimensional $M^{\prime} \in \operatorname{Pre}^{(*)}\left(\mathrm{Fin}^{\prime}\right)$ and an isomorphism $\phi^{\prime}: N^{\mathbf{n}-1} \rightarrow \mathbb{V}\left(M^{\prime}\right)$. Consider the morphism $\alpha_{N}^{\prime} \phi^{\prime}: \partial \Delta_{N}^{\mathbf{n}-1} \rightarrow$ $\mathbb{V}\left(M^{\prime}\right)$. By 1), there exists a unique automorphism $\psi$ of $\partial \Delta_{N}^{\text {n-1 }}$ such that $\mathbb{U}(\psi)=\operatorname{id}_{\partial \Delta_{N}^{\mathrm{n}-1}}$ and $\phi^{\prime} \alpha_{N}^{\prime}=\mathbb{V} \mathbb{U}\left(\phi^{\prime}\right) \alpha_{N}^{\prime} \psi$. By Lemma 2.6.4, there is a unique morphism $\widetilde{\psi}^{N}: \Delta_{N}^{\mathrm{n}} \rightarrow \Delta_{N}^{\mathrm{n}}$ satisfying $\left.\widetilde{\psi}\right|_{\partial \Delta_{N}^{\mathrm{n}}}=\psi$. Now, consider the pushout diagram


Since $\mathbb{V}$ preserves colimits, this induces a pushout diagram


But the isomorphism of diagrams

induces a unique isomorphism $\phi: N \rightarrow \mathbb{V}(M)$. This shows 2). Next, let $\phi: \mathbb{V}(N) \rightarrow \mathbb{V}(Z)$ be any morphism as in 1$)$. Consider the induced morphism $\phi^{\prime}: \mathbb{V}\left(N^{\mathbf{n}-1}\right) \rightarrow \mathbb{V}\left(Z^{\mathbf{n}-1}\right)$. By the inductive hypothesis, there is a unique automorphism $\psi^{\prime}$ of $\mathbb{V}\left(N^{\mathbf{n}-1}\right)$ satisfying $\mathbb{U}\left(\psi^{\prime}\right)=\operatorname{id}_{N^{\mathbf{n}-1}}$ and $\phi^{\prime}=\mathbb{V} \mathbb{U}\left(\phi^{\prime}\right) \psi^{\prime}$. For the induced morphism $\phi^{\Delta}: \Delta_{\mathbb{V}(N)}^{\mathbf{n}} \rightarrow \Delta_{\mathbb{V}(Z)}^{\mathbf{n}}$, there clearly exists a unique automorphism $\psi^{\Delta}$ of $\Delta_{\mathbb{V}(N)}^{\mathbf{n}}$ satisfying $\mathbb{U}\left(\psi^{\Delta}\right)=\operatorname{id}_{\Delta_{\mathbb{V}(N)}^{\mathrm{n}}}$ and $\phi^{\Delta}=\mathbb{V} \mathbb{U}\left(\phi^{\Delta}\right) \psi^{\Delta}$, which necessarily restricts to an automorphism $\psi^{\Delta^{\prime}}$ of $\partial \Delta_{\mathbb{V}(N)}^{\mathrm{n}}$ satisfying $\mathbb{U}\left(\psi^{\Delta^{\prime}}\right)=\mathrm{id}_{\partial \Delta_{\mathbb{V}(N)}^{\mathrm{n}}}$ and $\phi^{\Delta^{\prime}}=\mathbb{V} \mathbb{U}\left(\phi^{\Delta}\right) \psi^{\Delta^{\prime}}$. Next we will show that $\alpha_{\mathbb{V}(N)}^{\prime} \psi^{\Delta^{\prime}}=\psi^{\prime} \alpha_{\mathbb{V}(N)}^{\prime}$. If so, we have an isomorphism of diagrams

inducing an isomorphism $\psi: \mathbb{V}(N) \rightarrow \mathbb{V}(N)$. So, by the inductive hypothesis 1), there is a unique automorphism $\pi$ of $\partial \Delta_{N}^{\mathrm{n}}$ satisfying $\mathbb{U}(\pi)=\operatorname{id}_{\partial \Delta_{N}^{\mathrm{n}}}$ and $\psi^{\prime} \alpha_{\mathbb{V}(N)}^{\prime}=\alpha_{\mathbb{V}(N)}^{\prime} \pi$. Thus we have

$$
\alpha_{\mathbb{V}(Z)}^{\prime} \phi^{\Delta^{\prime}}=\phi^{\prime} \alpha_{\mathbb{V}(N)}^{\prime}=\mathbb{V} \mathbb{U}\left(\phi^{\prime}\right) \psi^{\prime} \alpha_{\mathbb{V}(N)}^{\prime}=\mathbb{V} \mathbb{U}\left(\phi^{\prime}\right) \alpha_{\mathbb{V}(N)}^{\prime} \pi=\alpha_{\mathbb{V}(Z)}^{\prime} \mathbb{V} \mathbb{U}\left(\phi^{\Delta^{\prime}}\right) \pi
$$

However, $\psi^{\Delta^{\prime}}$ is the unique morphism satisfying $\alpha_{\mathbb{V}(Z)}^{\prime} \phi^{\Delta^{\prime}}=\alpha_{\mathbb{V}(Z)}^{\prime} \mathbb{V} \mathbb{U}\left(\phi^{\Delta^{\prime}}\right) \psi^{\Delta^{\prime}}$, which means that $\pi=\psi^{\Delta^{\prime}}$. It follows that $\alpha_{\mathbb{V}(N)}^{\prime} \psi^{\Delta^{\prime}}=\psi^{\prime} \alpha_{\mathbb{V}(N)}^{\prime}$. Next, we consider the morphism $\mathbb{V} \mathbb{U}(\phi) \psi$. By the universal property of pushouts, we have $\mathbb{U}(\psi)=\operatorname{id}_{\mathbb{V}(N)}$ and $\phi=\mathbb{V} \mathbb{U}(\phi) \psi$. To show uniqueness of $\psi$, suppose that $\psi_{0}$ is any other automorphism of $\mathbb{V}(N)$ satisfying $\mathbb{U}\left(\psi_{0}\right)=\operatorname{id}_{\mathbb{V}(N)}$ and $\mathbb{V} \mathbb{U}(\phi) \psi_{0}=\phi$. By the inductive hypothesis, we have $\psi_{0}^{\prime}=\psi^{\prime}$ and $\psi_{0}^{\Delta^{\prime}}=\psi^{\Delta^{\prime}}$. It follows immediately from Lemma 2.6.4 that $\psi_{0}^{\Delta}=\psi^{\Delta}$.

### 2.7 The face ring of a polyhedral complex

See Sta96 and MS05 for a reference on Stanley-Reisner rings of simplicial complexes. Note that the Stanley-Reisner of the $n$-simplex $\operatorname{SR}\left(\Delta^{n}\right)$ is equal to the free polynomial algebra $k\left[x_{0}, \ldots, x_{n}\right]$ on the vertices of $\Delta^{n}$. In PRV04 it is noted that $\operatorname{SR}(K) \cong \lim _{s \in K} k\left[x_{0}, \ldots, x_{|s|}\right]$, which in our notation means that
$\operatorname{SR}(K) \cong \Gamma(M(K))$. In LP11] it is showed that the face ring of a simplicial poset (originally defined in |Sta91]) satisfies the corresponding limit formula. The polyhedral algebra $k[\Pi]$ of a polyhedral complex $\Pi$ was defined in BG02, which satisfies the limit formula $\lim _{s \in S(\Pi)} k\left[A_{|s|}\right]$. So more generally, we have $k[\Pi] \cong \Gamma(M(\Pi))$ for polyhedral complexes $\Pi$.

Definition 2.7.1 ( $[\overline{B G 02}, \mathrm{p} .4])$. Let $\Pi$ be a polyhedral complex. The polyhedral algebra associated to $\Pi$ is defined as the $k$-algebra $k[\Pi]$ specified by the following conditions:

1) $k[\Pi]$ is generated by indeterminates $x_{m}$ for $m \in L(\Pi)$ (here $L(\Pi)$ denotes the set of lattice points of $\Pi$, as defined in Definition 2.4.3;
2) for any element $s \in S(\Pi)$, the subalgebra of $k[\Pi]$ generated by $L\left(s^{*}\right)$ is naturally isomorphic to the $k$-algebra $k\left[A_{s^{*}}\right]$ associated to the affine semigroup $A_{s^{*}}$;
3) if $x_{m_{1}}, \ldots, x_{m_{n}} \in L(\Pi)$, and there is no $t \in S(\Pi)$ such that each $x_{m_{i}}$ belong to $L\left(t^{*}\right)$, then $x_{m_{1}} \ldots x_{m_{n}}=0$.

One can alternatively describe the polyhedral algebra as follows:

$$
\begin{equation*}
k[\Pi]=k\left[x_{m} \mid m \in L(\Pi)\right] /\left(I^{\mathrm{bin}}+I^{\mathrm{mon}}\right) \tag{2.10}
\end{equation*}
$$

where $I^{\text {bin }}=\sum_{s \in S(\Pi)} \operatorname{ker}\left(\phi_{s}\right)$, where $\phi_{s}: k\left[\chi^{m} \mid m \in L(\Pi)\right] \rightarrow k\left[A_{s^{*}}\right]$ is the homomorphism given by $x_{m} \mapsto \chi^{(m, 1)}$, and $I^{\text {mon }}$ is the ideal of monomials $x_{m_{1}} \cdots x_{m_{n}}$ for which there exists no $t \in S(\Pi)$ such that $m_{1}, \ldots, m_{n} \in L(t)$. We summarize the preceding in the following proposition.

Proposition 2.7.2. Let $M \in \mathcal{C}$ be a polyhedral complex. Then its face ring $\Gamma(M)$ is isomorphic to the polyhedral algebra given by the formula 2.10. Hence if M is a simplicial complex, then $\Gamma(M)$ is the Stanley-Reisner ring of $M$.
Corollary 2.7.3. Let $P \in \mathcal{P}$. Then the homomorphism $\Gamma\left(\Delta^{P}\right) \rightarrow \Gamma\left(\partial \Delta^{P}\right)$ is surjective.

Proof. Both $\Delta^{P}$ and $\partial \Delta^{P}$ are polyhedral complexes. Note that the induced map of lattice points $L\left(\partial \Delta^{P}\right) \rightarrow L\left(\Delta^{P}\right)$ is injective. Via the formula 2.10, the homomorphism $\Gamma\left(\Delta^{P}\right) \rightarrow \Gamma\left(\partial \Delta^{P}\right)$ is surjective onto the generators of $\Gamma\left(\partial \Delta^{P}\right)$.

### 2.8 Properties of the face ring

In contrast with polyhedral and simplicial complexes, the face ring $\Gamma(M)$ for general polyhedral sets $M$ does not have a neat representation. This section will be devoted to examining the algebraic properties of $\Gamma(M)$ from a more abstract perspective.

Definition 2.8.1 (The Milnor square for $\Gamma(M)$ ). Let $M$ be a polyhedral set, and $\mathbf{n} \geq-1$ an integer. Consider the canonical pushout square of $M$ of level $\mathbf{n}$ from Definition 2.4.2 By Proposition 2.3.3, $\Gamma$ is preserves connected colimits, so applying $\Gamma$ to 2.5 yields a natural pullback square

called the Milnor square for $\Gamma(M)$ of level $\mathbf{n}$. To justify this definition, we must verify that it indeed is a Milnor square (see Theorem B.1.1). Write $\Delta_{M}^{\mathrm{n}}=\coprod_{s \in J_{M}^{\mathrm{n}}} \Delta^{s}$ and $\partial \Delta_{M}^{\mathrm{n}}=\coprod_{s \in J_{M}^{\mathrm{n}}} \partial \Delta^{s}$, and note that each homomorphism $\Gamma\left(\iota_{\Delta^{s}}\right): \Gamma\left(\Delta^{s}\right) \rightarrow \Gamma\left(\partial \Delta^{s}\right)$ is surjective by Corollary 2.7.3. By the description in Remark 2.3.5 $\Gamma\left(\Delta_{M}^{\mathbf{n}}\right)$ and $\Gamma\left(\partial \Delta_{M}^{\mathbf{n}}\right)$ are wide pullbacks over $k$, so the homomorphism $\Gamma\left(\iota_{\Delta_{M}}\right): \Gamma\left(\Delta_{M}^{\mathrm{n}}\right) \rightarrow \Gamma\left(\partial \Delta_{M}^{\mathrm{n}}\right)$ is surjective. It follows that 2.11) is a Milnor square.

That (2.11) is a Milnor square is a central observation, as it permits use of the machinery of Appendix B It will be useful for inductive arguments in this and future chapters, in particular via Definition 3.0.2 The following proposition will have extensive applications.
Proposition 2.8.2. Let $\phi: M \rightarrow N$ be a morphism of finite-dimensional polyhedral sets. If $\phi$ is injective (resp. surjective), then $\Gamma(\phi): \Gamma(N) \rightarrow \Gamma(M)$ is surjective (resp. injective).

Proof. Let $\mathbf{n} \geq-1$ be an integer, and let $N$ be of dimension $\mathbf{n}$. We proceed by induction on $\mathbf{n}$, noting that when $\mathbf{n}=-1$, the result follows trivially. Note that $\phi_{M}^{\Delta}: \Delta_{M}^{\mathrm{n}} \rightarrow \Delta_{N}^{\mathrm{n}}$ is injective (resp. surjective). Consider the Milnor squares for $\Gamma(M)$ and $\Gamma(N)$ from Definition 2.8.1 $\Gamma\left(\Delta_{M}^{\mathbf{n}}\right)$ and $\Gamma\left(\Delta_{N}^{\mathbf{n}}\right)$ are the wide pullbacks of $\left\{\Gamma\left(\Delta^{s}\right)\right\}_{s \in J_{M}^{\mathrm{n}}}$ and $\left\{\Gamma\left(\Delta^{t}\right)\right\}_{t \in J_{N}^{\mathrm{n}}}$ over $k$ respectively, and similarly for $\Gamma\left(\partial \Delta_{M}^{\mathbf{n}}\right)$ and $\Gamma\left(\partial \Delta_{N}^{\mathbf{n}}\right)$. It follows that each individual vertical arrow of the homomorphism of exact sequences

is surjective (resp. injective). Consider the homomorphism of exact sequences

coming from B.3. By the inductive hypothesis we may assume that $\Gamma\left(N^{\mathbf{n}-1}\right) \rightarrow$ $\Gamma\left(M^{\mathbf{n}-1}\right)$ is surjective (resp. injective). Since $\operatorname{ker} \Gamma\left(\iota_{\Delta_{N}}\right) \rightarrow \operatorname{ker} \Gamma\left(\iota_{\Delta_{M}}\right)$ is surjective (resp. injective) as well, it follows immediately that $\Gamma\left(N^{\mathbf{n}}\right) \rightarrow \Gamma\left(M^{\mathbf{n}}\right)$ is surjective (resp. injective).

Lemma 2.8.3. For any polyhedral set $M, \Gamma(M)$ is reduced.

Proof. By Remark 2.3.4, $\Gamma(M)$ is a limit of reduced rings, hence reduced.

Proposition 2.8.4. Let $M$ be a polyhedral set, and $M_{1}, M_{2}$ polyhedral subsets of $M$ with corresponding injections $i_{1}: M_{1} \rightarrow M, i_{2}: M_{2} \rightarrow M$. Consider the polyhedral subsets $M_{1} \cup M_{2}$ and $M_{1} \cap M_{2}$ of $M$, with corresponding injections $\phi: M_{1} \cup M_{2} \rightarrow M, \psi: M_{1} \cap M_{2} \rightarrow M$. Then $\operatorname{ker} \Gamma\left(i_{1}\right) \cap \operatorname{ker} \Gamma\left(i_{2}\right)=\operatorname{ker} \Gamma(\phi)$, and $\operatorname{ker} \Gamma\left(i_{1}\right)+\operatorname{ker} \Gamma\left(i_{2}\right)=\operatorname{ker} \Gamma(\psi)$.

Proof. By Proposition 2.8.2 the homomorphisms $\Gamma\left(i_{1}\right), \Gamma\left(i_{2}\right), \Gamma(\phi)$ and $\Gamma(\psi)$ are surjective, so we may assume that $M=M_{1} \cup M_{2}$. Consider the pushout square

where $j_{1}: M_{1} \cap M_{2} \rightarrow M_{1}$ and $j_{2}: M_{1} \cap M_{2} \rightarrow M_{1}$ are the induced injections. We must show that $\operatorname{ker} \Gamma\left(i_{1}\right) \cap \operatorname{ker} \Gamma\left(i_{2}\right)=0$, and $\operatorname{ker} \Gamma\left(i_{1}\right)+\operatorname{ker} \Gamma\left(i_{2}\right)=\operatorname{ker} \Gamma(\psi)$. Now, since $\Gamma$ preserves connected colimits, 2.12 gives a pullback square

hence an exact sequence

$$
\begin{equation*}
0 \rightarrow \Gamma(M) \rightarrow \Gamma\left(M_{1}\right) \times \Gamma\left(M_{2}\right) \rightarrow \Gamma\left(M_{1} \cap M_{2}\right) \rightarrow 0 \tag{2.14}
\end{equation*}
$$

which we may write as

$$
0 \rightarrow \Gamma(M) \rightarrow\left(\Gamma(M) / \operatorname{ker} \Gamma\left(i_{1}\right)\right) \times\left(\Gamma(M) / \operatorname{ker} \Gamma\left(i_{2}\right)\right) \rightarrow \Gamma(M) / \operatorname{ker} \Gamma(\psi) \rightarrow 0
$$

The result follows immediately.

### 2.9 Deforming to a subdivison

We recall the definition of a polyhedral subdivision of a polytope GKZ08. Chapter 7, Section 2] (we restrict to the case of lattice polytopes):

Definition 2.9.1. A marked (lattice) polytope is a pair $(P, A)$, where $P \subseteq \mathbb{R}^{n}$ is a full-dimensional polytope, and $A$ is a subset of $L(P)=P \cap \mathbb{Z}^{n}$ containing all the vertices of $P$. A polyhedral subdivision of $P$ is a family $\left\{\left(P_{i}, A_{i}\right)\right\}_{i \in I}$ of marked $n$-dimensional lattice polytopes $P_{i} \subseteq P$ such that $A_{i} \subseteq A, A_{i} \cap Q_{j}=A_{j} \cap P_{i}$ and such that $\bigcup_{i \in I} P_{i}=P$. Such a subdivision is called regular (or coherent) if it is induced by a function $\psi: A \rightarrow \mathbb{R}$ in the following manner: Define $G_{\psi}=\operatorname{Conv}((w, y) \mid w \in A, y \in \mathbb{R}, y \geq \psi(w)) \subseteq \mathbb{R}^{n} \times \mathbb{R}$. The lower boundary of $G_{\psi}$ is the graph of the piecewise linear function $g_{\psi}: P \rightarrow \mathbb{R}$ defined by $g_{\psi}(x)=\min \left\{y \mid(x, y) \in G_{\psi}\right\}$. Now let the polytopes $P_{i} \subseteq P$ be given as the set of domains of linearity of $g_{\psi}$ (i.e. the convex subsets of $P$ where $g_{\psi}$ is an affine linear function), and let $A_{i}=\left\{w \in P_{i} \cap A \mid g_{\psi}(w)=\psi(w)\right\}$.

Remark 2.9.2. For any given regular subdivision of $P$, we may assume that $\psi$ takes integral values. Indeed, if $\psi: A \rightarrow \mathbb{R}$ is any function, then a sufficiently approximate function $A \rightarrow \mathbb{Q}$ produces the same subdivision. Clearing denominators, the induced function $A \rightarrow \mathbb{Z}$ still produces the same subdivision.

Let $S(\psi)=\left\{\left(P_{i}, A_{i}\right)\right\}_{i \in I}$ denote the subdivision associated to $\psi: A \rightarrow \mathbb{Z}$. We can think of a subdivision $S(\psi)$ as the polyhedral complex $P S(P, \psi)=\bigcup_{i \in I} \Delta^{P_{i}}$ it gives rise to. This construction is functorial in the following sense. Let $f: Q \rightarrow P$ be a some arrow in $\mathcal{P}$. Consider the marked polytope $\left(Q, f_{\mathbb{R}}^{-1}(A)\right)$ and the function $\psi f: f_{\mathbb{R}}^{-1}(A) \rightarrow \mathbb{Z}$. Then the subdivision $S(\psi f)$ is given as $\left\{\left(Q \cap f_{\mathbb{R}}^{-1}\left(P_{i}\right), A_{i}\right)\right\}_{i \in J}$ for the subset $J \subseteq I$ of indices such that $Q \cap f_{\mathbb{R}}^{-1}\left(P_{i}\right) \neq \varnothing$. Moreover, the arrow $f: Q \rightarrow P$ restricts to an arrow $f_{i}: Q \cap P_{i} \rightarrow P_{i}$ (with $\lambda_{f_{i}}=\lambda_{f}$ ) for each $i \in J$. These arrows induces a morphism $P S(\psi f) \rightarrow P S(\psi)$. To formalize this, let $\overline{\mathcal{P}}$ denote the category of pairs $(P, \psi: A \rightarrow \mathbb{Z})$, where $(P, A)$ is a marked polyotope, and where the function $A_{P} \rightarrow \mathbb{Q}$ given by $(m, d) \mapsto$ $d g_{\psi}\left(\frac{m}{d}\right)$ takes integral values. An arrow $(Q, \phi: B \rightarrow \mathbb{Z}) \rightarrow(P, \psi: A \rightarrow \mathbb{Z})$ is an arrow $f: Q \rightarrow P$ in $\mathcal{P}$ such that $B=f_{\mathbb{R}}^{-1}(A)$ and $\phi=\psi f$. Then $P S$ defines a functor $P S: \overline{\mathcal{P}} \rightarrow \mathcal{C}$. By taking the Yoneda extension one obtains the subdivision functor $P S: \operatorname{Pre}(\overline{\mathcal{P}}) \rightarrow \operatorname{Pre}(\mathcal{P})$ which preserves all colimits. By imposing the condition $(*)$ on presheaves $\overline{\mathcal{P}}^{\mathrm{op}} \rightarrow$ Set, one obtains the subdivision functor $P S: \operatorname{Pre}^{(*)}(\overline{\mathcal{P}}) \rightarrow \mathcal{C}$. We also have the forgetful functor $U: \overline{\mathcal{P}} \rightarrow \mathcal{P}$ given by $(P, \psi) \mapsto P$. Let $\mathbb{U}: \operatorname{Pre}^{(*)}(\overline{\mathcal{P}}) \rightarrow \mathcal{C}$ denote the Yoneda extension of $U$.

One can think of an element of $\operatorname{Pre}^{(*)}(\overline{\mathcal{P}})$ in the following way. Let $M$ be a polyhedral set. Then a marked pair structure on $M$ consists of a marked lattice polytope on the form $\left(A_{s},|s|\right)$ and a function $\psi_{s}: A_{s} \rightarrow \mathbb{Z}$ for each face $s$ of $M$, satisfying the condition of Remark 2.9.2, and also the following condition: for each arrow $f: P \rightarrow Q$ in $\mathcal{P}$ and each $s \in M_{Q}$, we have $A_{f^{M}(s)}=f_{\mathbb{R}}^{-1}\left(A_{s}\right)$ and $\psi_{s} f=\psi_{f^{M}(s)}$. In other words, a marked pair structure on $M$ is a presheaf $\widehat{M} \in \operatorname{Pre}^{(*)}(\overline{\mathcal{P}})$ such that $\mathbb{U}(\widehat{M}) \cong M$. Note that the data consisting of the marked pairs $\left\{|s|, \psi_{s}: A_{S} \rightarrow \mathbb{Z}\right\}$ is equivalent to a function
$\Psi: A \rightarrow \mathbb{Z}$, where $A=\lim _{\leftarrow}{ }_{s \in M} A_{s}$. Hence the category $\operatorname{Pre}^{(*)}(\overline{\mathcal{P}})$ is equivalent with the category of marked pairs $(M, \Psi: A \rightarrow \mathbb{Z}$ ), where $M \in \mathcal{C}, A \subseteq L(M)=$ $\lim _{\longrightarrow \Delta^{P} \rightarrow M} L(P)=\coprod_{s \in M^{\text {can }}} L^{*}(|s|)$, and each restriction $\left.\Psi\right|_{A_{s}}$ satisfies the conditions of Remark 2.9.2. A morphism $(N, \Phi: B \rightarrow \mathbb{Z}) \rightarrow(M, \Psi: A \rightarrow \mathbb{Z})$ is simply a morphism $\phi: N \rightarrow M$ such that $L(\phi)^{-1}(A)=B$ and $\left.\Psi \circ L(\phi)\right|_{B}=\Phi$.

Definition 2.9.3. Let $M$ be a polyhedral set, and let $(M, \Psi)$ be a marked pair structure on $M$. Then the polyhedral set $P S(M, \Psi)$ is called a polyhedral subdivision of $M$.

The functor $\mathbb{U}$ is given by $(M, \Psi) \mapsto M$. There is an isomorphism $|U(P, \psi)| \cong$ $|P S(P, \psi)|$ of topological spaces given by the inclusions $Q_{i} \subseteq P$. This is natural in $(P, \psi) \in \overline{\mathcal{P}}$, so by the universal property of the Yoneda extension, there is an induced isomorphism $|\mathbb{U}(M, \Psi)| \cong|P S(M, \Psi)|$, natural in $(M, \Psi) \in \operatorname{Pre}^{(*)}(\overline{\mathcal{P}})$.

### 2.9.1 Unimodular triangulations

Definition 2.9.4. Let $P$ be a polytope. For each integer $n \geq 1$, consider the scaling functor $n: \mathcal{P} \rightarrow \mathcal{P}$ defined by $P \mapsto n P$, where $n P$ denotes the Minkowski multiple of $P$. On arrows $f: Q \rightarrow P$, we let $(n f)_{\mathbb{R}}=f_{\mathbb{R}}$ and $\lambda_{n f}=\lambda_{f}$. Let $n: \mathcal{C} \rightarrow \mathcal{C}$ denote the Yoneda extension. Then for any polyhedral set $M$, we have $n M=\lim _{\Delta^{P} \rightarrow M} \Delta^{n P}$. This is called the scaling of $M$ by $n$.

The scaling functor $n: \mathcal{P} \rightarrow \mathcal{P}$ extends to a scaling functor $n: \overline{\mathcal{P}} \rightarrow \overline{\mathcal{P}}$ as follows. For a marked pair $(P, \psi: A \rightarrow \mathbb{Z}) \in \overline{\mathcal{P}}$, we define $n(P, \psi)=(n P, \psi)$, where $\psi$ now denotes the function $n A=\{n m \mid m \in A\} \rightarrow \mathbb{Z}$ given by $m \mapsto$ $n \psi\left(\frac{m}{n}\right)$ for each $m \in A$. The Yoneda extension $n: \operatorname{Pre}^{(*)}(\overline{\mathcal{P}}) \rightarrow \operatorname{Pre}^{(*)}(\overline{\mathcal{P}})$ is given by $(M, \Psi) \mapsto(n M, \Psi)$ (where $\Psi$ here is given by the functions $\psi_{s}: n A_{s} \rightarrow \mathbb{Z}$ for each face $s$ of $M$ ).

Lemma 2.9.5. For each integer $n \geq 1$, there is an isomorphism $\Gamma_{k}(n P) \xrightarrow{\cong}$ $\Gamma(P)^{[n]}:=\bigoplus_{d=0} \Gamma(P)_{d n}$ natural in $P \in \mathcal{P}$. Consequently, there is an isomorphism $\Gamma_{k}(n M) \xrightarrow{\cong} \Gamma_{k}(M)^{[n]}$ natural in $M \in \mathcal{C}$. Analogously, the natural homeomorphism $P \rightarrow n P$ induces a natural homeomorphism $|M| \xlongequal{\cong}|n M|$.

Proof. The first statement follows from the fact that $A_{n P}=\left\{(m, d) \in A_{P} \mid\right.$ $n$ divides $d\}$. Since the functor $(-)^{[n]}$ preserves limits, the rest is a consequence of the universal property of Yoneda extensions.

Definition 2.9.6. Let $M$ be a polyhedral set, and assume that $L^{*}(|s|)$ is nonempty for every $s \in M^{\text {can }}$. Choose a lattice point $m_{s} \in L^{*}(|s|)$ for each $s$, and let $A=\left\{m_{s} \in L(M) \mid s \in M^{\text {can }}\right\}$. Let $\Psi: A \rightarrow \mathbb{Z}$ be a function such that $\Psi\left(m_{s}\right)>\Psi\left(m_{t}\right)$ whenever $\operatorname{dim}(s)>\operatorname{dim}(t)$ (and suitably scaled so that the condition of Remark 2.9.2 is satisfied). Then $(M, \Psi)$ is called a barycentric marked pair, and the resulting subdivision $\operatorname{PS}(M, \Psi)$ is called a barycentric subdivision of $M$.

If $\phi: N \rightarrow M$ is a morphism, then a marked pair $(M, \Psi: A \rightarrow \mathbb{Z})$ of $M$ pulls back to a marked pair $\left(N,\left.\Psi\right|_{N}:\left(\phi^{\text {can }}\right)^{-1}\right)(A) \rightarrow \mathbb{Z}$ of $N$, where $\Psi_{N}(m):=\Psi\left(\phi^{\mathrm{can}}(m)\right)$.
Proposition 2.9.7. Let $M$ be a finite polyhedral set such that $L^{*}(|s|)$ is nonempty for every $s \in M^{\text {can }}$, and let $(M, \Psi)$ be a barycentric marked pair. Then the barycentric subdivision $\operatorname{PS}(M, \Psi)$ satisfies condition 1) of Section 2.6. If $M$ already satisfies 1), then $P S(M, \Psi)$ satisfies 2) as well (i.e. $\mathbb{U} P S(M, \Psi)$ is a polyhedral complex).

Proof. We proceed by induction on the dimension $\mathbf{n}$ of $M$. Both statements are trivial for $\mathbf{n}=-1$, so we may assume that $\mathbf{n} \geq 0$. Let $t$ be any face of $P S(M, \Psi)$. We will show that $\zeta_{P S(M, \Psi)}^{t}: \Delta^{t} \rightarrow P S(M, \Psi)$ is injective. Since $P S$ preserves colimits, $P S(M, \Psi)$ can be written as the pushout of $P S\left(M^{\mathrm{n}-1},\left.\Psi\right|_{M^{\mathrm{n}-1}}\right) \leftarrow P S\left(\partial \Delta_{M}^{\mathrm{n}},\left.\Psi\right|_{\partial \Delta_{M}^{\mathrm{n}}}\right) \rightarrow P S\left(\Delta_{M}^{\mathrm{n}}, \Psi_{\Delta_{M}^{\mathrm{n}}}\right)$. Thus either $\zeta_{P S(M, \Psi)}^{t}$ factors through $P S\left(M^{\mathbf{n}-1},\left.\Psi\right|_{M^{\mathbf{n}-1}}\right)$ or $\Delta^{s}$ for an $\mathbf{n}$-dimensional face of $P S(M, \Psi)$. By the inductive hypothesis, we reduce to the latter case, and we may furthermore assume that $t$ is a facet. Since $(M, \Psi)$ is a barycentric marked pair, $\Delta^{t} \cap P S\left(\partial \Delta_{M}^{\mathrm{n}},\left.\Psi\right|_{\partial \Delta_{M}^{\mathrm{n}}}\right)=\Delta^{u}$ for some face $u$ of $\Delta^{t}$ (we allow $|u|=\varnothing$ here). But $\Delta^{t} \backslash \Delta^{u} \rightarrow P S(M, \Psi)$ factors through $P S\left(\Delta_{M}^{\mathrm{n}},\left.\Psi\right|_{\Delta_{M}^{\mathrm{n}}}\right) \backslash P S\left(\partial \Delta_{M}^{\mathrm{n}},\left.\Psi\right|_{\partial \Delta_{M}^{\mathrm{n}}}\right) \subseteq$ $P S(M, \Psi)$, and $\Delta^{u}$ (or $\varnothing$ ) factors (injectively) through $P S\left(M^{\mathbf{n}-1},\left.\Psi\right|_{M^{\mathbf{n}-1}}\right)$, hence we are done.

Next, assume that $M$ satisfies 1). It is clear that $P S$ preserves injections, so $P S\left(\zeta_{M}^{u}\right): P S\left(\Delta^{u},\left.\Psi\right|_{\Delta^{u}}\right) \rightarrow P S(M, \Psi)$ is injective for each face $u$. Let $s, t$ be a pair of faces of $P S(M, \Psi)$. Now, $P S\left(\Delta^{u},\left.\Psi\right|_{\Delta^{u}}\right)$ is a polyhedral complex, so if both $M^{s}$ and $M^{t}$ are contained in the image of $P S\left(\zeta_{M}^{u}\right)$, we have that $M^{s} \cap M^{t}=M^{u^{\prime}}$ for some face $u^{\prime}$. So assume otherwise. Again, we have that $\Delta^{s} \cap P S\left(\partial \Delta_{M}^{\mathrm{n}},\left.\Psi\right|_{\partial \Delta_{M}^{\mathrm{n}}}\right)=\Delta^{u_{1}}$ and $\Delta^{s} \cap P S\left(\partial \Delta_{M}^{\mathrm{n}},\left.\Psi\right|_{\partial \Delta_{M}^{\mathrm{n}}}\right)=\Delta^{u_{2}}$ for some pair of faces $u_{1}$ and $u_{2}$ of $\Delta^{s}$ and $\Delta^{t}$ respectively. Since $M^{s}$ and $M^{t}$ are not contained in the image of any $\operatorname{PS}\left(\zeta_{M}^{u}\right)$, the intersection $M^{s} \cap M^{t}$ must be contained in the image of $P S\left(\partial \Delta_{M}^{\mathrm{n}},\left.\Psi\right|_{\partial \Delta_{M}^{\mathrm{n}}}\right)$, and is therefore contained in $P S\left(M^{\mathrm{n}-1}, \Psi_{M^{\mathrm{n}-1}}\right)$. By the inductive hypothesis, $M^{s} \cap M^{t}=M^{u}$ for some face $u$, verifying 2)

Theorem 2.9.8 ( $\widehat{\mathrm{BG} 09}$, Theorem 3.17]). Let $M$ be a polyhedral complex. Then there exists an integer $n \geq 1$ and a marked pair $(n M, \Psi)$ such that the subdivision $P S(n M, \Psi)$ of $n M$ is unimodular (i.e. consists of unimodular simplices).

Theorem 2.9.9. Let $M$ be a finite polyhedral set. Via repeated application of scaling $(M \mapsto n M)$ and subdivisions $(M \mapsto P S(M, \Psi))$, one obtains a simplicial complex (i.e. a unimodular set which is isomorphic to $\mathbb{V}(Z)$ for some simplicial complex Z).

Proof. Apply Proposition 2.9.7 twice, scaling each time if necessary to ensure that $L^{*}(|s|)$ is non-empty for all faces $s$, to produce a polyhedral set $N$ such that $\mathbb{U}(N)$ is a polyhedral complex. By Theorem 2.9.8, there is a subdivision $(\mathbb{U}(N), \Psi)$ such that $P S(\mathbb{U}(N), \Psi)=\mathbb{U} P S(N, \Psi)$ is a simplicial complex. In
particular, $P S(N, \Psi)$ is unimodular. So by Proposition 2.6.5, there exists a simplicial complex $Z$ such that $\mathbb{V}(Z) \cong P S(N, \Psi)$.

### 2.9.2 A generalized face ring construction

We will now generalize the face ring construction to elements of $\overline{\mathcal{C}}$. Let $R$ be a $k$-algebra DVR where $t \in R$ is a uniformizing parameter. Let $K$ denote its field of fractions. Then we may define a contravariant functor $\Gamma_{R}^{\prime}: \overline{\mathcal{P}_{+}} \rightarrow \mathscr{D}$ as follows. For each $(P, \psi: A \rightarrow \mathbb{Z}) \in \overline{\mathcal{P}_{+}}$, let $\Gamma_{R}^{\prime}(P, \psi)$ be the $R$-subalgebra of $K\left[\mathbb{Z}^{n+1}\right]=K\left[\chi^{(m, d)} \mid(m, d) \in \mathbb{Z}^{n+1}\right]$ generated by $t^{d g_{\psi}\left(\frac{m}{d}\right)} \chi^{(m, d)}$, where $(m, d) \in A_{P_{i}}$ for some $i$. This is a modified version of Ale02, Definition 2.8.3]. If $f:(Q, \phi: B \rightarrow \mathbb{Z}) \rightarrow(P, \psi: A \rightarrow \mathbb{Z})$ is an arrow in $\mathcal{\mathcal { P }}$, then we define the $R$ algebra homomorphism $\Gamma_{R}^{\prime}(f): \Gamma_{R}^{\prime}(P, \psi) \rightarrow \Gamma_{R}^{\prime}(Q, \phi)$ by $t^{h} \chi^{A_{f}(m, d)} \mapsto t^{h} \chi^{(m, d)}$, where $A_{f}: A_{Q} \rightarrow A_{P}$ denotes the usual homomorphism of affine semigroups (this homomorphism is induced by $t^{d g_{\psi}\left(\frac{m}{d}\right)} \chi^{A_{f}(m, d)} \mapsto t^{d g_{\psi f}\left(\frac{m}{d}\right)} \chi^{(m, d)}$ on generators). $\Gamma_{R}^{\prime}$ extends as a Yoneda extension to a functor $\widehat{\Gamma}_{R}: \operatorname{Pre}\left(\overline{\mathcal{P}_{+}}\right) \rightarrow \mathscr{D}$, and as in Section 2.3 restricts to a functor $\Gamma_{R}: \mathcal{C} \rightarrow \mathscr{D}$, preserving all connected colimits. Note that each $\Gamma_{R}^{\prime}(P, \psi)$ is torsion-free as an $R$-module, so the same is true for the limit $\Gamma_{R}(M, \Psi)={\underset{\zeta}{\leftrightarrows}}_{Y_{\overline{\mathcal{P}}}(P, \psi) \rightarrow(M, \Psi)} \Gamma_{R}(P, \psi)$. It follows that $\Gamma_{R}(M, \Psi)$ is a flat $R$-module. To avoid confusion, we will write $\Gamma_{k}(M)$ for the face ring of $M$ over a field $k$, and similarly $\mathbf{P}_{k}(M)$ for the face scheme of $M$.

Proposition 2.9.10. There is a natural isomorphism $\Gamma_{R}(P, \psi) \otimes_{R} K \xrightarrow{\cong} \Gamma_{K}(P)$, where $\Gamma_{K}(P)$ denotes the usual face-ring associated to $P$ over the field $K$. Let $k=R /(t)$ be the residue field of $R$. Then there is a natural isomorphism $\Gamma_{R}(P, \psi) \otimes_{R} k \xrightarrow{\cong} \Gamma_{k}(P S(P, \psi))$.

Proof. The first part is clear, as $\Gamma_{R}(P, \psi) \otimes_{R} K$ is given as the $K$-subalgebra of $K\left[\mathbb{Z}^{n+1}\right]$ generated by $\chi^{(m, d)}$ for $(m, d) \in \bigcup_{i} A_{P_{i}}$, in particular $\chi^{(m, 1)}$, for every $m \in L(P)$. The isomorphism is given by $\chi^{(m, d)} \otimes r \mapsto r \chi^{(m, d)}$. For the other part, we follow along the lines of Ale02, Lemma 2.8.4.]. Note first that $\Gamma_{R}(P, \psi) \otimes_{R} k \cong \Gamma_{R}(P, \psi) / t \Gamma_{R}(P, \psi)$ by flatness of $\Gamma_{R}(P, \psi)$. Consider now a product of generators in $\Gamma_{R}(P, \psi) / t \Gamma_{R}(P, \psi)$ :

$$
\prod_{j} t^{d_{j} g_{\psi}\left(\frac{m_{j}}{d_{j}}\right)} \chi^{\left(m_{j}, d_{j}\right)}=t^{\sum_{j} d_{j} g_{\psi}\left(\frac{m_{j}}{d_{j}}\right)} \chi^{\left(\sum_{j} m_{j}, \sum_{j} d_{j}\right)} .
$$

Here

$$
\sum_{j} d_{j} g_{\psi}\left(\frac{m_{j}}{d_{j}}\right) \geq \sum_{j} d_{j} g_{\psi}\left(\frac{\sum_{j} m_{j}}{\sum_{j} d_{j}}\right)
$$

with equality if and only if every $\left(m_{j}, d_{j}\right)$ is contained in the same $A_{P_{i}}$ (i.e. $\left.\frac{m_{j}}{d_{j}} \in P_{i}\right)$. This follows from the fact that $g_{\psi}$ is convex and that the $P_{i}$ 's are its domains of linearity. Thus any element of $\Gamma_{R}(P, \psi) \otimes_{R} k$ can be written as a sum of elements on the form $t^{d g_{\psi}\left(\frac{m}{d}\right)} \chi^{(m, d)} \otimes r$ for $r \in k$ and $(m, d) \in A_{P_{i}}$ for some
i. Thus we may define a homomorphism $\Gamma_{R}(P, \psi) / t \Gamma_{R}(P, \psi) \rightarrow \Gamma_{k}(P S(P, \psi))$ by $t^{d g_{\psi}\left(\frac{m}{d}\right)} \chi^{(m, d)} \otimes r \mapsto r \chi^{(m, d)}$ (see Definition 2.7.1 for the presentation of the face ring of a polyhedral complex). This is evidently a natural isomorphism.

Theorem 2.9.11. There are natural isomorphisms $\Gamma_{R}(M, \Psi) \otimes_{R} K \xrightarrow{\cong} \Gamma_{K}(M)$ and $\Gamma_{R}(M, \Psi) \otimes_{R} k \xrightarrow{\cong} \Gamma_{k}(P S(M, \Psi))$ for finite polyhedral sets $M$.

Proof. The natural homomorphisms in question are well-defined by Proposition 2.9.10 It remains to show that they are isomorphisms. We proceed by induction on the dimension $\mathbf{n}$ of $M$. The initial case of $\mathbf{n}=-1$ is trivial. It is easy to verify that the colimit diagram (2.4) for $M$ induces a colimit diagram

$$
\begin{gather*}
\left\{\left(\Delta^{s},\left.\Psi\right|_{\Delta^{s}}\right)\right\} \xrightarrow{\iota_{\Delta^{s}} \uparrow} \underset{\substack{\iota_{M}^{s}}}{(M, \Psi)} \underset{\substack{\iota_{M}}}{\substack{\zeta_{M}^{s \prime}}}\left(M^{\mathbf{n}-1},\left.\Psi\right|_{M^{\mathbf{n}-1}}\right) . \tag{2.15}
\end{gather*}
$$

Applying $\Gamma_{R}: \overline{\mathcal{C}} \rightarrow \mathscr{D}$ to 2.15 yields an exact sequence
$0 \rightarrow \Gamma_{R}(M, \Psi) \rightarrow \prod_{s \in J_{M}^{\mathrm{n}}} \Gamma_{R}\left(\Delta^{s},\left.\Psi\right|_{\Delta^{s}}\right) \times \Gamma_{R}\left(M^{\mathbf{n}-1},\left.\Psi\right|_{M^{\mathrm{n}-1}}\right) \rightarrow \prod_{s \in J_{M}^{\mathrm{n}}} \Gamma_{R}\left(\partial \Delta^{s},\left.\Psi\right|_{\partial \Delta^{s}}\right)$.
Now, consider the homomorphism $\Gamma_{R}\left(\iota_{\Delta^{s}}\right): \Gamma_{R}\left(\Delta^{s},\left.\Psi\right|_{\Delta^{s}}\right) \rightarrow \Gamma_{R}\left(\partial \Delta^{s},\left.\Psi\right|_{\partial \Delta^{s}}\right)$. By Nakayama's lemma, $\Gamma_{R}\left(\iota_{\Delta^{s}}\right)$ is surjective if and only if $\Gamma_{R}\left(\iota_{\Delta^{s}}\right) \otimes_{R} k$ is. By Proposition 2.9.10 and the inductive hypothesis, this is equivalent with the statement that $\Gamma_{k}\left(P S\left(\iota_{\Delta^{s}}\right)\right): \Gamma_{k}\left(P S\left(\Delta^{s},\left.\Psi\right|_{\Delta^{s}}\right)\right) \rightarrow \Gamma_{k}\left(P S\left(\partial \Delta^{s},\left.\Psi\right|_{\partial \Delta^{s}}\right)\right)$ is surjective. But this follows from Proposition 2.8.2 We conclude that 2.16) is right exact. Now, tensor 2.16 with $K$ and compare with the exact sequence

$$
\begin{equation*}
0 \rightarrow \Gamma_{K}(M) \rightarrow \prod_{s \in J_{M}^{\mathrm{n}}} \Gamma_{K}\left(\Delta^{s}\right) \times \Gamma_{K}\left(M^{\mathbf{n}-1}\right) \rightarrow \prod_{s \in J_{M}^{\mathrm{n}}} \Gamma_{K}\left(\partial \Delta^{s}\right) \rightarrow 0 \tag{2.17}
\end{equation*}
$$

By the inductive hypothesis and Proposition 2.9.10, it follows that $\Gamma_{R}(M, \Psi) \otimes_{R}$ $K \rightarrow \Gamma_{K}(M)$ is an isomorphism. Next, applying the functor $P S$ to 2.15 yields a new colimit diagram. It follows that the sequence

$$
\begin{align*}
0 \rightarrow \Gamma_{k}(P S(M, \Psi)) \rightarrow \prod_{s \in J_{M}^{\mathrm{n}}} \Gamma_{k}\left(P S\left(\Delta^{s},\left.\Psi\right|_{\Delta^{s}}\right)\right) & \times \Gamma_{k}\left(P S\left(M^{\mathbf{n}-1},\left.\Psi\right|_{M^{\mathrm{n}-1}}\right)\right) \\
& \rightarrow \prod_{s \in J_{M}^{\mathrm{n}}} \Gamma_{k}\left(P S\left(\partial \Delta^{s},\left.\Psi\right|_{\partial \Delta^{s}}\right)\right) \tag{2.18}
\end{align*}
$$

is exact. Since the functor $\operatorname{Tor}_{1}^{R}\left(\Gamma_{R}\left(\partial \Delta^{s},\left.\Psi\right|_{\partial \Delta^{s}}\right),-\right)$ is trivial, tensoring 2.16) with $k$ yields another exact sequence. Comparing this with 2.18) shows that $\Gamma_{R}(M, \Psi) \otimes_{R} k \rightarrow \Gamma_{k}(P S(M, \Psi))$ is an isomorphism.

Lemma 2.9.12. Let $M$ be a finite polyhedral set of dimension $\mathbf{n}$. Then,

1) if $M$ is irreducible, then $\Gamma(M)$ is an integral domain;
2) there exists an integer $n>0$ such that $\Gamma(M)^{[n]}$ is a finitely generated $k$-algebra of dimension $\mathbf{n}+1$;
3) if $\phi: M \rightarrow N$ is a surjective morphism of polyhedral sets, then the homomorphism $\Gamma(\phi)^{[n]}: \Gamma(N)^{[n]} \rightarrow \Gamma(M){ }^{[n]}$ is finite for some $n>0$.

Proof. 1) Let $s \in M^{\text {can }}$ be a facet of $M$, and let $P=|s|$. Since $\Delta^{s} \rightarrow M$ is surjective, $\Gamma\left(\zeta_{M}^{s}\right): \Gamma(M) \rightarrow \Gamma\left(\Delta^{P}\right)$ is an injective by Proposition 2.8.2 where $\Gamma\left(\Delta^{P}\right)=k\left[A_{P}\right]$ is an integral domain. 2) Assume first that $M$ is a simplicial complex. Then $\Gamma(M)$ is the Stanley-Reisner ring of $M$, and the result is wellknown. By Lemma 2.9.5 the property in question is invariant under scaling $M \mapsto n M$. By Theorem 2.9.11, Nakayama's lemma implies that it is invariant under subdivisions $M \mapsto P S(M, \Psi)$ as well. Finally, by Theorem 2.9.9, one may iteratively scale and subdivide to end up with a simplicial complex of the same dimension. Hence we are done.
3) As in the proof of 2), this property is invariant under scaling and subdivision of $N$. Indeed, if $(N, \Psi)$ is a marked pair structure on $N$, one obtains a marked pair structure $\left(M,\left.\Psi\right|_{M}\right)$ on $M$, and a morphism $\phi:\left(M,\left.\Psi\right|_{M}\right) \rightarrow(N, \Psi)$. If $P S(N, \Psi)$ is a simplicial complex, then $P S\left(M,\left.\Psi\right|_{M}\right)$ is one as well, hence we have reduced to the case where both $M$ and $N$ are simplicial complexes. In this case, $\Gamma(\phi)$ is given by $x_{w} \mapsto \sum_{\phi(v)=w} x_{v}$. We will show that $\Gamma(M)$ is generated over $\Gamma(N)$ by its square-free monomials, of which there are finitely many. Choose some total order on the vertices of $M$, and assume for contradiction that $\mathbf{m}=x_{v_{0}}^{a_{0}} \cdots x_{v_{n}}^{a_{n}}$ is some monomial of $\Gamma(M)$ which cannot be generated by square-free monomials over $\Gamma(N)$. Here $v_{0}<\cdots<v_{n}, n$ is assumed to be maximal, and $\left(a_{0}, \ldots, a_{n}\right)$ is assumed to be minimal in lexicographical order. Let $i$ be an integer such that $a_{i}>1$, and define $w=\phi\left(v_{i}\right)$. Note that if $v \in M_{0}$ satisfies $\phi(v)=w$, then either $v=v_{i}$ or $v \notin\left\{v_{0}, \ldots, v_{n}\right\}$. This is because $\left.\phi\right|_{\Delta^{s}}: \Delta^{s} \rightarrow N$ is injective for every face $s$ of $M$. It follows that

$$
\Gamma(\phi)\left(x_{w}\right) \cdot x_{v_{0}}^{a_{0}} \cdots x_{v_{i}}^{a_{i}-1} \cdots x_{v_{n}}^{a_{n}}=\mathbf{m}+\text { monomials with }>n+1 \text { variables. }
$$

The left hand side is generated by monomials since $\left(a_{0}, \ldots, a_{i}-1 \ldots, a_{n}\right)<$ $\left(a_{0}, \ldots, a_{n}\right)$. Since $n$ was chosen maximal, we may rearrange the equation and write $\mathbf{m}$ as a linear combination of square-free monomials, which is a contradiction.

## Chapter 3

## The face scheme

Let $\mathcal{C}_{f}$ denote the full subcategory of $\mathcal{C}$ consisting of finite polyhedral sets. By Proposition 2.2.5, joins of finite polyhedral sets are finite, so $\mathcal{C}_{f}$ inherits a monoidal structure from $\mathcal{C}$. If $\phi: M \rightarrow N$ is a morphism of finite polyhedral sets, then $\Gamma(\phi)^{[n]}: \Gamma(M)^{[n]} \rightarrow \Gamma(N)^{[n]}$ is finite for some $n>0$ by Lemma 2.9.12 3), inducing a well-defined morphism of schemes $\operatorname{Proj} \Gamma(M) \rightarrow \operatorname{Proj} \Gamma(N)$. This permits the following definition.

Definition 3.0.1. For a finite polyhedral set $M$, define $\mathbf{P}(M)=\operatorname{Proj} \Gamma(M)$. We will call this the face scheme of $M$. This defines a functor $\mathbf{P}: \mathcal{C}_{f} \rightarrow \operatorname{Sch}_{k}$ from the category of finite polyhedral sets to the category of schemes over Spec $k$. Note that $\mathbf{P}\left(\Delta^{P}\right)$ is the ordinary toric variety associated with the polytope $P$ (denoted $X_{P}$ in CLS11). If $\phi: M \rightarrow N$ is a morphism in $\mathcal{C}_{f}$, we will let $\phi$ denote the morphism $\mathbf{P}(\phi): \mathbf{P}(M) \rightarrow \mathbf{P}(N)$ whenever it is unambiguous. We will also denote the structure sheaf $\mathcal{O}_{\mathbf{P}(M)}$ by $\mathcal{O}_{M}$, and cohomology groups $H^{i}(\mathbf{P}(M), \mathcal{F})$ by $H^{i}(M, \mathcal{F})$ for sheaves $\mathcal{F}$ on $\mathbf{P}(M)$.

The main goals of this chapter is first to establish some basic properties of the face scheme of polyhedral sets, and then prove the classification theorem of Section 3.3. Next, in Section 3.4 we will prove that there is a natural isomorphism of $k$-vector spaces $H^{i}(M ; k) \xrightarrow{\cong} H^{i}\left(M, \mathcal{O}_{M}\right)$ for each integer $i \geq 0$ Theorem 3.4.1. Here $H^{i}(M ; k)$ denotes the cellular cohomology groups of $M$ with coefficients in $k$, which are naturally isomorphic to the singular cohomology groups $H^{i}(|M| ; k)$. In Section 3.5 we will prove that the Picard group $\operatorname{Pic}(\mathbf{P}(M))$ is naturally isomorphic to $\operatorname{Deg}_{M} \times H^{1}\left(M ; k^{\times}\right)$Theorem 3.5.2. Here $\operatorname{Deg}_{M}$ is a finitely generated free abelian group specifying the degree of the line bundle Definition 3.5.1). Finally, we will consider the cohomology of the twisting sheaves $\mathcal{O}_{M}(d)$ in order to compute the Hilbert polynomial of $\Gamma(M)$.

Now, let $A$ be a finitely generated and positively graded ring, and let $X=$ $\operatorname{Proj}(A)$. Then for each integer $n$, the sheaf $\mathcal{O}_{X}(n)$ is defined as $\widetilde{A(n)}$. The graded $k$-algebras we will consider will be finitely generated, but not in general standard graded. This complicates things; for example, $\mathcal{O}_{X}(1)$ may potentially fail to be ample, or even locally free. See Dol82, Section 1.5] for examples of these pathologies and more. However, $X$ is always projective over $k$, and there exists an integer $n>0$ such that $\mathcal{O}_{X}(n)$ is very ample. In Section 3.2 we will see that none of the pathologies from Dol82] are present for $\mathbf{P}(M)$. For now, we will focus on the categorical properties of $\mathbf{P}$. From here on, all polyhedral sets will be assumed to be finite.

Definition 3.0.2 (The Milnor square for $\mathbf{P}(M)$ ). Let $M$ be a polyhedral set, and $\mathbf{n} \geq-1$ an integer. Consider the Milnor square for $\Gamma(M)$ of level $\mathbf{n}$ from

Definition 2.8.1. Applying $\mathbf{P}$ to this pullback square yields the diagram

which by Proposition B.2.1 b) is a pushout square of schemes. We call this the Milnor square for $\mathbf{P}(M)$ of level $\mathbf{n}$.
Proposition 3.0.3. The functor $\mathbf{P}: \mathcal{C}_{f} \rightarrow \mathrm{Sch}_{k}$ preserves all finite colimits. In other words, $\mathbf{P}: \mathcal{C}_{f} \rightarrow \mathrm{Sch}_{k}$ is the pointwise Yoneda extension of the functor $\mathcal{P} \rightarrow \mathrm{Sch}_{k}$ given by $P \mapsto \mathbf{P}\left(\Delta^{P}\right)$. As a consequence, if $G$ is a finite group acting on a polyhedral set $M$, then $\mathbf{P}(M) \rightarrow \mathbf{P}(M / G)$ is a group quotient for the induced action on $\mathbf{P}(M)$ in the category of schemes.

Proof. We first observe that any finite colimit in $\mathcal{C}_{f}$ (resp. colimit in $\mathcal{C}$ ) can be computed pointwise. Indeed, this follows immediately from the fact that there does not exist any morphism $\phi: M \rightarrow N$ in $\operatorname{Pre}(\mathcal{P})$, where $N$ is in $\mathcal{C}_{f}($ resp. $\mathcal{C})$ and $M$ is not. Thus we may always assume that a colimit in $\mathcal{C}_{f}$ (resp. $\mathcal{C}$ ) is a colimit in $\operatorname{Pre}(\mathcal{P})$ of the same diagram. Let $\mathbf{n} \geq-1$, and consider the canonical pushout square for $M \in \mathcal{C}_{f}$ of level $\mathbf{n}$ from Definition 2.4.2 Since the diagram is natural, it forms a pointwise pushout square of functors $\mathcal{C}_{f} \rightarrow \mathcal{C}_{f}$ :


The functors $(-)^{\mathbf{n}}, \Delta_{-}^{\mathrm{n}},(-)^{\mathrm{n}}, \partial \Delta_{-}^{\mathrm{n}}: \mathcal{C} \rightarrow \mathcal{C}$ are respectively given by $M \mapsto M^{\mathbf{n}}$, $M \mapsto \Delta_{M}^{\mathrm{n}}, M \mapsto M^{\mathrm{n}-1}$ and $M \mapsto \partial \Delta_{M}^{\mathrm{n}}$. We will show that each of these four functors are cocontinuous. The functors $(-)^{\mathbf{n}}$ and $(-)^{\mathbf{n - 1}}$ are clearly cocontinuous, and $\partial \Delta_{-}^{\mathbf{n}}$ is the composition of $(-)^{\mathrm{n}-1}$ with $\Delta_{-}^{\mathrm{n}}$, so we only need to verify that $\Delta_{-}^{\mathbf{n}}$ is cocontinuous. Restricting these functors to $\mathcal{C}_{f}$ and composing with $\mathbf{P}$ yields the four functors $\mathbf{P} \circ(-)^{\mathbf{n}}, \mathbf{P} \circ \Delta_{-}^{\mathbf{n}}, \mathbf{P} \circ(-), \mathbf{P} \circ \partial \Delta_{-}: \mathcal{C}_{f} \rightarrow \operatorname{Sch}_{k}$. By induction on $\mathbf{n}$ we will show that $\mathbf{P} \circ(-)^{\mathbf{n}}$ preserves all finite colimits. By the inductive hypothesis and the fact that $\partial \Delta_{-}$is cocontinuous, we may assume that $\mathbf{P} \circ(-)^{\mathbf{n}-1}$ and $\mathbf{P} \circ \partial \Delta_{-}^{\mathbf{n}}$ preserves all finite colimits. We will show by an explicit computation that $\mathbf{P} \circ \Delta_{-}^{\mathbf{n}}$ preserves all finite colimits. The Milnor square for $\mathbf{P}(M)$ of level $\mathbf{n}$ from Definition 3.0.2 is (pointwise in $M \in \mathcal{C}_{f}$ ) the pushout square 3.2 composed with $\mathbf{P}$ :


We are now in a purely categorical situation. If $G, G_{1}, G_{2}, G_{3}: C \rightarrow A$ are functors in a pointwise pushout square of functors

where each $G_{j}$ preserves all finite colimits, then I claim that $G$ preserves all finite colimits (even if we don't know that $\underset{\longrightarrow}{\lim } G \circ F$ exists for finite diagrams $F: I \rightarrow A)$. Note that since it is a pointwise pushout, it is a pushout in the functor category $[C, A]$. The dual statement in a more general setting is noted in FK72, p.1]. It is a routine verification. In conclusion, $\mathbf{P} \circ(-1)^{\mathbf{n}}$ preserves all finite colimits. Now, let $F: I \rightarrow \mathcal{C}_{f}$ be a finite diagram with $\lim F=M$. Let $\mathbf{n}$ be the maximal dimension of $F(i)$ for each $i \in I$. Then $\operatorname{dim} \vec{M}=\mathbf{n}$, and $\mathbf{P} \circ(-)^{\mathbf{n}} \circ F=\mathbf{P} \circ F$. Since $\mathbf{P} \circ(-)^{\mathbf{n}}$ preserves all colimits, it follows that $\mathbf{P}(M)$ is the colimit of the diagram $\mathbf{P} \circ F: I \rightarrow \operatorname{Sch}_{k}$. Hence $\mathbf{P}$ preserves all finite colimits. It remains to show the following: 1) $\Delta_{-}^{\mathrm{n}}: \mathcal{C}_{f} \rightarrow \mathcal{C}_{f}$ is cocontinuous; 2) $\mathbf{P} \circ \Delta_{-}^{\mathbf{n}}: \mathcal{C}_{f} \rightarrow \operatorname{Sch}_{k}$ preserves all finite colimits.

For 1) we may equivalently show that that $\Delta_{-}^{\mathbf{n}}$ preserves finite coproducts and coequalizers. First, let $\left\{M_{i}\right\}_{i \in I}$ be a finite family of polyhedral sets, and let $M=\coprod_{i \in I} M_{i}$. Then it is clear that the induced function $J_{M} \rightarrow \coprod_{i \in I} J_{M_{i}}^{\mathrm{n}}$ is a bijection. It follows that $\Delta_{M} \rightarrow \coprod_{i \in I} \Delta_{M_{i}}^{\mathrm{n}}$ is an isomorphism. Second, let $\phi_{1}, \phi_{2}: M \rightarrow N$ be a pair of morphisms of polyhedral sets, and let $M \rightrightarrows N \xrightarrow{\psi} Z$ be corresponding coequalizer diagram. Then $J_{M}^{\mathrm{n}} \rightrightarrows J_{N}^{\mathrm{n}} \rightarrow J_{Z}^{\mathrm{n}}$ is a coequalizer diagram of sets, and it follows easily that $\Delta_{M}^{\mathrm{n}} \rightrightarrows \Delta_{N}^{\mathrm{n}} \rightarrow \Delta_{Z}^{\mathrm{n}}$ is a coequalizer diagram.

We follows the same strategy for 2). In the same notation as above, $\Gamma\left(\coprod_{i \in I} M_{i}\right)$ is given as the wide pullback of $\left\{\Gamma\left(M_{i}\right)\right\}_{i \in I}$ over $k$ via the description in Remark 2.3.5. Since the unique graded $k$-algebra homomorphism $\Gamma\left(\coprod_{i \in I} M_{i}\right) \rightarrow \prod_{i \in I} \Gamma\left(M_{i}\right)$ is an isomorphism in all degrees $d>0$, it follows that $\coprod_{i \in I} \operatorname{Proj} \Gamma\left(M_{i}\right) \xrightarrow{\cong} \operatorname{Proj}\left(\Gamma\left(\coprod_{i \in I} M_{i}\right)\right)$. Since $\Delta_{-}^{\mathbf{n}}$ preserves finite coproducts from 1), it follows now that $\mathbf{P} \circ \Delta_{-}^{\mathbf{n}}$ does as well. Next, let $\phi_{1}, \phi_{2}: M \rightarrow N$ be a pair of morphisms of polyhedral sets, which from 1) induces a coequalizer diagram $\Delta_{M}^{\mathrm{n}} \rightrightarrows \Delta_{N}^{\mathrm{n}} \rightarrow \Delta_{Z}^{\mathrm{n}}$. We may write the induced diagram $\mathbf{P}\left(\Delta_{M}^{\mathrm{n}}\right) \rightrightarrows$ $\mathbf{P}\left(\Delta_{N}^{\mathbf{n}}\right) \rightarrow \mathbf{P}\left(\Delta_{Z}^{\mathbf{n}}\right)$ as $\coprod_{u \in J_{M}^{\mathrm{n}}} \mathbf{P}\left(\Delta^{u}\right) \rightrightarrows \coprod_{t \in J_{N}^{\mathrm{n}}} \mathbf{P}\left(\Delta^{t}\right) \rightarrow \coprod_{s \in J_{Z}^{\mathrm{n}}} \mathbf{P}\left(\Delta^{s}\right)$. This is easily seen to be a coequalizer diagram of schemes.

### 3.1 The category of vector bundles

We will use Appendix B. 3 as a general reference for this section. Let $M$ be a polyhedral set, and fix an integer $\mathbf{n} \geq-1$. Consider the Milnor square (3.1) for $\mathbf{P}(M)$ of level $\mathbf{n}$, arising from the Milnor square (2.11) of $\Gamma(M)$ of level $\mathbf{n}$. By Proposition B.3.3 there is a an equivalence of categories

$$
\begin{equation*}
\beta_{M}: \operatorname{VB}\left(M^{\mathbf{n}}\right) \rightarrow \mathrm{VB}\left(\Delta_{M}^{\mathbf{n}}\right) \times_{\mathrm{VB}\left(\partial \Delta_{M}^{\mathrm{n}}\right)} \mathrm{VB}\left(M^{\mathbf{n}-1}\right) \tag{3.5}
\end{equation*}
$$

given by $\mathcal{E} \mapsto\left(\alpha_{M}^{*} \mathcal{E}, \iota_{M}^{*} \mathcal{E}\right)$, where this pair is equipped with the canonical isomorphism $h:\left(\alpha_{M}^{\prime}\right)^{*} \iota_{M}^{*} \mathcal{E} \rightarrow \iota_{\partial \Delta_{M}}^{*} \alpha_{M}^{*} \mathcal{E}$. We also have the inverse

$$
\begin{equation*}
\theta_{M}: \operatorname{VB}\left(\Delta_{M}^{\mathbf{n}}\right) \times_{\mathrm{VB}\left(\partial \Delta_{M}^{\mathbf{n}}\right)} \operatorname{VB}\left(M^{\mathbf{n}-1}\right) \rightarrow \operatorname{VB}\left(M^{\mathbf{n}}\right) \tag{3.6}
\end{equation*}
$$

where $\theta_{M}$ maps a pair $\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right)$ equipped with an isomorphism $h:\left(\alpha_{M}^{\prime}\right)^{*} \mathcal{E}_{2} \rightarrow$ $\iota_{\partial \Delta_{M}}^{*} \mathcal{E}_{1}$ to the vector bundle $\mathcal{E}$ determined by the pullback square


Let $\phi: N \rightarrow M$ be a morphism of polyhedral sets. Then the morphism $\phi: \mathbf{P}(M) \rightarrow \mathbf{P}(N)$ induces a pullback functor $\phi^{*}: \mathrm{VB}(M) \rightarrow \mathrm{VB}(N)$, defining the functor $\mathrm{VB}(-): \mathcal{C}_{f} \rightarrow$ Cat. Since Cat is a 2 -category, this is really a 2 -functor. Recall the morphisms $\phi: M^{\mathbf{n}} \rightarrow N^{\mathbf{n}}, \phi^{\Delta}: \Delta_{N}^{\mathbf{n}} \rightarrow \Delta_{M}^{\mathrm{n}}, \phi^{\prime}: N^{\mathbf{n}-1} \rightarrow M^{\mathbf{n}-1}$ and $\phi^{\partial \Delta}: \partial \Delta_{N}^{\mathrm{n}} \rightarrow \partial \Delta_{M}^{\mathrm{n}}$ from Definition 2.4.2 These induces pullback functors $\phi^{*}: \operatorname{VB}\left(M^{\mathbf{n}}\right) \rightarrow \operatorname{VB}\left(N^{\mathbf{n}}\right), \phi^{* *}: \operatorname{VB}\left(M^{\mathbf{n}-1}\right) \rightarrow \operatorname{VB}\left(N^{\mathbf{n}-1}\right), \phi^{\Delta *}: \operatorname{VB}\left(\Delta_{M}^{\mathbf{n}}\right) \rightarrow$ $\operatorname{VB}\left(\Delta_{N}^{\mathbf{n}}\right)$ and $\phi^{\Delta^{\prime *}}: \operatorname{VB}\left(\partial \Delta_{M}^{\mathbf{n}}\right) \rightarrow \operatorname{VB}\left(\partial \Delta_{N}^{\mathbf{n}}\right)$, and defines a functor

$$
\begin{equation*}
\left(\phi^{\Delta *}, \phi^{*}\right): \operatorname{VB}\left(\Delta_{M}^{\mathbf{n}}\right) \times_{\mathrm{VB}\left(\partial \Delta_{M}^{\mathbf{n}}\right)} \mathrm{VB}\left(M^{\mathbf{n}-1}\right) \rightarrow \mathrm{VB}\left(\Delta_{N}^{\mathbf{n}}\right) \times_{\mathrm{VB}\left(\partial \Delta_{N}\right)} \operatorname{VB}\left(N^{\mathbf{n}-1}\right) \tag{3.7}
\end{equation*}
$$

given by the following. On objects, a pair $\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right)$ equipped with an isomorphism $h_{M}: \alpha_{M}^{\prime *} \mathcal{E}_{2} \rightarrow \iota_{\Delta_{M}}^{*} \mathcal{E}_{1}$ is mapped to the pair $\left(\phi^{\Delta *} \mathcal{E}_{1}, \phi^{\prime *} \mathcal{E}_{2}\right)$ equipped with the isomorphism

$$
\begin{equation*}
h_{N}: \alpha_{N}^{\prime *} \phi^{\prime *} \mathcal{E}_{2} \rightarrow \iota_{\Delta_{N}}^{*} \phi^{\Delta *} \mathcal{E}_{1} . \tag{3.8}
\end{equation*}
$$

induced by $\phi^{\Delta^{\prime} *} h_{M}: \phi^{\Delta^{\prime} *} \alpha_{M}^{\prime *} \mathcal{E}_{2} \rightarrow \phi^{\Delta^{\prime} *} \iota_{\Delta_{M}}^{*} \mathcal{E}_{1}$. A morphism of pairs $\left(g_{1}, g_{2}\right)$ : $\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right) \rightarrow\left(\mathcal{F}_{1}, \mathcal{F}_{2}\right)$ is mapped to the morphism $\left(\phi^{\Delta *} g_{1}, \phi^{\prime *} g_{2}\right):\left(\phi^{\Delta *} \mathcal{E}_{1}, \phi^{*} \mathcal{E}_{2}\right) \rightarrow$ $\left(\phi^{\Delta *} \mathcal{F}_{1}, \phi^{\prime *} \mathcal{F}_{2}\right)$. It is easily seen that the pair of morphisms $\left(\phi^{\Delta *} g_{1}, \phi^{\prime *} g_{2}\right)$ satisfies the condition B.13, and is therefore well-defined. This defines the functor

$$
\operatorname{VB}\left(\Delta_{-}^{\mathbf{n}}\right) \times_{\mathrm{VB}\left(\partial \Delta_{-}^{\mathbf{n}}\right)} \operatorname{VB}\left((-)^{\mathbf{n}-1}\right): \mathcal{C}_{f} \rightarrow \text { Cat. }
$$

Proposition 3.1.1. The equivalences of categories $\beta_{M}$ and $\theta_{M}$ define natural equivalences of functors

$$
\beta: \mathrm{VB}\left((-)^{\mathbf{n}}\right) \stackrel{\cong}{\leftrightarrows} \mathrm{VB}\left(\Delta_{-}^{\mathbf{n}}\right) \times_{\mathrm{VB}\left(\partial \Delta_{-}^{\mathbf{n}}\right)} \mathrm{VB}\left((-)^{\mathbf{n}-1}\right): \theta,
$$

Proof. To show that $\beta_{M}$ defines a natural equivalence $\beta$, we need to verify that for any morphism of polyhedral sets $\phi: M \rightarrow N$, there are natural equivalences of functors

$$
\begin{equation*}
\beta_{N} \circ \phi^{*} \cong\left(\phi^{\Delta *}, \phi^{\prime *}\right) \circ \beta_{M} \text { and } \phi^{*} \circ \theta_{M} \cong \theta_{N} \circ\left(\phi^{\Delta *}, \phi^{\prime *}\right) . \tag{3.9}
\end{equation*}
$$

Let $\mathcal{E}$ be a vector bundle on $\mathbf{P}\left(M^{\mathbf{n}}\right)$, and consider the canonical isomorphisms $\alpha_{N}^{*} \phi^{*} \mathcal{E} \cong \phi^{\Delta *} \alpha_{M}^{*} \mathcal{E}$ and $\iota_{N}^{*} \phi^{*} \mathcal{E} \cong \phi^{\prime *} \iota_{M}^{*} \mathcal{E}$. Then it is easily seen that the induced natural isomorphism

$$
\begin{equation*}
\beta_{M}\left(\phi^{*} \mathcal{E}\right)=\left(\alpha_{N}^{*} \phi^{*} \mathcal{E}, \iota_{N}^{*} \phi^{*} \mathcal{E}\right) \stackrel{\cong}{\leftrightarrows}\left(\phi^{\Delta *} \alpha_{M}^{*} \mathcal{E}, \phi^{\prime *} \iota_{M}^{*} \mathcal{E}\right)=\left(\phi^{\Delta *}, \phi^{\prime *}\right)\left(\beta_{M}(\mathcal{E})\right) \tag{3.10}
\end{equation*}
$$

satisfies the condition B.13), and is therefore a morphism of pairs. This shows that $\beta_{M}$ defines a natural equivalence $\beta$, and it follows formally that $\theta_{M}$ defines a natural equivalence $\theta$ as well.

### 3.2 Properties of the face scheme

The results of Section 2.8 and Section 2.9 regarding face rings immediately translates to facts about face schemes, which we summarize now.

Proposition 3.2.1. Let $M$ and $N$ be polyhedral sets. Then,
a) $\mathbf{P}(M)$ is a reduced projective scheme over $k$ of dimension $\operatorname{dim}(M)$;
b) if $\phi: M \rightarrow N$ is an injective morphism, then $\phi: \mathbf{P}(M) \rightarrow \mathbf{P}(N)$ is a closed immersion;
c) if $M_{1}, M_{2}$ are polyhedral subsets of $M$, then $\mathbf{P}\left(M_{1}\right) \cup \mathbf{P}\left(M_{2}\right)=\mathbf{P}\left(M_{1} \cup M_{2}\right)$ and $\mathbf{P}\left(M_{1}\right) \cap \mathbf{P}\left(M_{2}\right)=\mathbf{P}\left(M_{1} \cap M_{2}\right)$ as closed subschemes of $\mathbf{P}(M)$;
d) if $M$ is irreducible, then $\mathbf{P}(M)$ is an irreducible scheme;
e) if $\left\{M_{i}\right\}_{i=1}^{n}$ are the irreducible components of $M$, then $\left\{\mathbf{P}\left(M_{i}\right)\right\}_{i=1}^{n}$ are the irreducible components of $\mathbf{P}(M)$;
f) if $\phi: M \rightarrow N$ is any morphism, then $\phi: \mathbf{P}(M) \rightarrow \mathbf{P}(N)$ is a finite morphism;
g) if $\phi: M \rightarrow N$ is a surjective morphism, then $\phi: \mathbf{P}(M) \rightarrow \mathbf{P}(N)$ is surjective, and $\phi^{\sharp}: \mathcal{O}_{N} \rightarrow \phi_{*} \mathcal{O}_{M}$ is injective;

Proof. a) Being reduced is stable under localization, so $\mathbf{P}(M)$ is reduced by Lemma 2.8.3. There is an integer $n>0$ such that $\Gamma^{[n]}(M)$ is a finitely generated $(\mathbf{n}+1)$-dimensional $k$-algebra by Lemma 2.9.12 2 ). Since $\mathbf{P}(M) \cong \operatorname{Proj} \Gamma^{[n]}(M)$, it is projective over $k$ of dimension $\mathbf{n}$. b) follows from Proposition 2.8.2, c) follows from Proposition 2.8.4, d) follows from Lemma 2.9.12 1). e) follows from c) and d). f) $\Gamma^{[n]}(\phi)$ is finite for some $n>0$ by Lemma 2.9.12 3), so $\phi^{\sharp}$ is finite as well. Since $\mathbf{P}(\phi)$ is induced by a morphism of graded rings, it is affine - and therefore finite. g) $\Gamma(\phi)$ is injective by Proposition 2.8.2 and localization preserves injections, hence $\phi^{\sharp}$ is injective. Since $\phi$ is finite, it must be surjective.

Proposition 3.2.2. Let $M$ be a polyhedral set, and $n, m$ integers.
a) The canonical morphism

$$
\begin{equation*}
\mathcal{O}_{M}(n) \otimes \mathcal{O}_{M}(m) \rightarrow \mathcal{O}_{M}(n+m) \tag{3.11}
\end{equation*}
$$

is an isomorphism. Hence $\mathcal{O}_{M}(d)$ is an invertible sheaf for every integer $d$.
b) The line bundle $\mathcal{O}_{M}(1)$ is ample.
c) Let $\phi: N \rightarrow M$ be a morphism of polyhedral sets, and let $d$ be an integer. Then the canonical morphism

$$
\begin{equation*}
\phi^{*}\left(\mathcal{O}_{M}(d)\right) \rightarrow \mathcal{O}_{N}(d) \tag{3.12}
\end{equation*}
$$

is an isomorphism.
Proof. We will prove a), b) and c) simultaneously by induction. Let $\mathbf{n} \geq$ -1 be an integer, and suppose that the assertions holds for all maximally ( $\mathbf{n}-1$ )-dimensional polyhedral sets. Assume that $M$ is $\mathbf{n}$-dimensional, and consider the Milnor square 2.11) for $\Gamma(M)$ of level $\mathbf{n}$. Choosing $P=\Gamma(M)(d)$, Proposition B.2.1 a) yields a pullback square


Since $\Gamma\left(\Delta_{M}^{\mathbf{n}}\right)$ and $\Gamma\left(\partial \Delta_{M}^{\mathbf{n}}\right)$ are standard graded, the canonical morphism $\iota_{\Delta_{M}}^{*}$ : $\mathcal{O}_{\Delta_{M}^{\mathrm{n}}}(d) \rightarrow \mathcal{O}_{\partial \Delta_{M}^{\mathrm{n}}}(d)$ is an isomorphism. By the inductive hypothesis, the canonical morphism $\left(\alpha_{M}^{M}\right)^{*} \mathcal{O}_{M^{\mathrm{n}-1}}(d) \rightarrow \mathcal{O}_{\partial \Delta_{M}^{\mathrm{n}}}(d)$ is an isomorphism. Hence by Proposition B.3.1. $\mathcal{O}_{M}(d)$ is a vector bundle. Now, consider the pair $\left(\mathcal{O}_{\Delta_{M}}(d), \mathcal{O}_{\left.M^{\mathrm{n}-1}(d)\right)}\right.$ equipped with the canonical isomorphism $\left(\alpha_{M}^{\prime}\right)^{*} \mathcal{O}_{M^{\mathrm{n}-1}}(d) \rightarrow \iota_{\Delta_{M}}^{*} \mathcal{O}_{\Delta_{M}^{\mathrm{n}}}(d)$. Since 3.13 is a pullback square and $\mathcal{O}_{M}(d)$ is a vector bundle, it follows by definition that $\theta_{M}\left(\mathcal{O}_{\Delta_{M}^{\mathrm{n}}}(d), \mathcal{O}_{M^{\mathrm{n}-1}}(d)\right) \cong \mathcal{O}_{M}(d)$. Again, since $\Gamma\left(\Delta_{M}\right)$ is standard graded, the canonical morphism $\mathcal{O}_{\Delta_{M}^{\mathrm{n}}}(n) \otimes \mathcal{O}_{\Delta_{M}^{\mathrm{n}}}(m) \rightarrow \mathcal{O}_{\Delta_{M}^{\mathrm{n}}}(n+m)$ is an isomorphism. By the inductive hypothesis, we may assume that the canonical morphism $\mathcal{O}_{M^{\mathrm{n}-1}}(n) \otimes \mathcal{O}_{M^{\mathrm{n}-1}}(m) \rightarrow \mathcal{O}_{M^{\mathrm{n}-1}}(n+m)$ is an isomorphism. By Proposition B.3.4 b), it follows that the canonical morphism $\mathcal{O}_{M}(n) \otimes \mathcal{O}_{M}(m) \rightarrow$ $\mathcal{O}_{M}(n+m)$ is an isomorphism, showing a). Now, there exists an integer $n$ such that $\mathcal{O}_{M}(n)$ is very ample. Since $\mathcal{O}_{M}(1)^{\otimes n} \cong \mathcal{O}_{M}(n)$, it follows that $\mathcal{O}_{M}(1)$ is ample, showing b). Let now $\phi: N \rightarrow M$ be a morphism. Since $\Gamma\left(\Delta_{M}^{\mathrm{n}}\right) \rightarrow \Gamma\left(\Delta_{N}^{\mathrm{n}}\right)$ is a homomorphism of standard graded rings, the canonical morphism $\phi^{\Delta *}\left(\mathcal{O}_{\Delta_{M}^{n}}(d)\right) \rightarrow \mathcal{O}_{\Delta_{N}^{\mathrm{n}}}(d)$ is an isomorphism. By the inductive hypothesis, the canonical morphism $\phi^{*}\left(\mathcal{O}_{M^{\mathrm{n}-1}}(d)\right) \rightarrow \mathcal{O}_{N^{\mathrm{n}-1}}(d)$ is an isomorphism. The isomorphism $\phi^{*} \theta_{M}\left(\mathcal{O}_{\Delta_{M}^{\mathrm{n}}}(d), \mathcal{O}_{M^{\mathrm{n}-1}}(d)\right) \cong \theta_{N}\left(\phi^{\Delta *}\left(\mathcal{O}_{\Delta_{M}^{\mathrm{n}}}(d)\right), \phi^{\prime *}\left(\mathcal{O}_{M^{\mathrm{n}-1}}(d)\right)\right)$ is provided by naturality of $\theta_{M}$ from Proposition 3.1.1 This shows that the canonical morphism $\phi^{*}\left(\mathcal{O}_{M}(d)\right) \rightarrow \mathcal{O}_{N}(d)$ is an isomorphism. This shows c). By induction, we are done.

Definition 3.2.3. Let $M$ be a polyhedral set, and $\mathbf{n} \geq-1$ an integer. Then we define $T_{M}^{\mathbf{n}}=\mathbf{P}\left(M^{\mathbf{n}}\right) \backslash \mathbf{P}\left(M^{\mathbf{n}-1}\right)$. With Definition 2.8.1 in mind, Proposition B.2.1 implies that $\alpha_{M}: \Delta_{M}^{\mathbf{n}} \rightarrow M^{\mathbf{n}}$ induces an isomorphism $\alpha_{M}^{-1}\left(T_{M}^{\mathbf{n}}\right) \stackrel{\cong}{\leftrightarrows} T_{M}^{\mathrm{n}}$. But the ideal sheaf of $\mathbf{P}\left(\Delta_{M}^{\mathbf{n}}\right) \backslash \alpha_{M}^{-1}\left(T_{M}^{\mathbf{n}}\right)$ in $\mathbf{P}\left(\Delta_{M}^{\mathbf{n}}\right)$ is equal to the ideal sheaf of $\mathbf{P}\left(\partial \Delta_{M}^{\mathbf{n}}\right)$ by Lemma B.3.2 a). Thus $\alpha_{M}$ restricts to an isomorphism $\alpha_{M}: T_{\Delta_{M}}^{\mathrm{n}} \rightarrow T_{M}^{\mathrm{n}}$, which furthermore is natural in $M$.

Lemma 3.2.4. Let $\phi: M \rightarrow N$ be a morphism of polyhedral sets. Then,
a) the scheme-theoretic image $\phi(\mathbf{P}(M))$ in $\mathbf{P}(N)$ is equal to $\mathbf{P}(\phi(M))$;
b) if $Z \subseteq N$ is a polyhedral subset, then the preimage $\phi^{-1}(\mathbf{P}(Z))$ is equal to $\mathbf{P}\left(\phi^{-1}(Z)\right)$ as closed subsets of $\mathbf{P}(M)$.

Proof. a) The morphism $\phi: \mathbf{P}(M) \rightarrow \mathbf{P}(N)$ factors as a surjective morphism $\mathbf{P}(M) \rightarrow \mathbf{P}(\phi(M))$ followed by a closed immersion $\mathbf{P}(\phi(M)) \rightarrow \mathbf{P}(N)$. Since the scheme-theoretic image of a reduced scheme is reduced, it follows that $\phi(\mathbf{P}(M))$ and $\mathbf{P}(\phi(M))$ are equal as closed subschemes of $\mathbf{P}(N)$. b) We will show that $\mathbf{P}\left(\phi^{-1}(Z)\right)=\phi^{-1}(\mathbf{P}(Z))$ set-theoretically. We proceed by induction on the dimension of $N$, noting that equality is immediate for the base case of $N=\underline{\varnothing}$. Let $N$ be $\mathbf{n}$-dimensional, and consider the restricted morphism $\phi: T_{M}^{\mathbf{n}} \rightarrow T_{N}^{\overline{\mathbf{n}}}$. But note that $\mathbf{P}(Z) \cap T_{N}^{\mathbf{n}}=T_{Z}^{\mathbf{n}}$, and that $\mathbf{P}\left(N^{\mathbf{n}-1}\right) \cap \mathbf{P}(Z)=\mathbf{P}\left(Z^{\mathbf{n}-1}\right)$ by Proposition 3.2.1 c). Hence $\phi^{-1}(\mathbf{P}(Z))=\phi^{-1}\left(T_{Z}^{\mathbf{n}}\right) \cup \phi^{-1}\left(\mathbf{P}\left(Z^{\mathbf{n}-1}\right)\right)$. By the inductive hypothesis, $\phi^{-1}\left(\mathbf{P}\left(Z^{\mathbf{n}-1}\right)\right)=\mathbf{P}\left(\phi^{-1}\left(Z^{\mathbf{n}-1}\right)\right)$ as a subset of $\mathbf{P}\left(M^{\mathbf{n}-1}\right)$, hence of $\mathbf{P}(M)$ as well. Via the isomorphisms $\alpha_{M}: T_{\Delta_{M}}^{\mathrm{n}} \rightarrow T_{M}^{\mathrm{n}}$ and $\alpha_{Z}$ : $T_{\Delta_{Z}^{\mathrm{n}}}^{\mathrm{n}} \rightarrow T_{Z}^{\mathrm{n}}, \phi^{-1}\left(T_{Z}^{\mathrm{n}}\right)$ is easily seen to be equal to $T_{\phi^{-1}(Z)}^{\mathrm{n}}$. We conclude that $\mathbf{P}\left(\phi^{-1}(Z)\right)=\phi^{-1}(\mathbf{P}(Z))$ as closed subsets of $\mathbf{P}(M)$.

### 3.3 An equivalence between groupoids of pairs

Lemma 3.3.1. Let $M$ be a polyhedral set, and let $S$ be the set of canonical representatives of facets of $M$. Define $\bar{M}=\coprod_{s \in S} \Delta^{s}$. Then the induced morphism $\nu: \mathbf{P}(\bar{M}) \rightarrow \mathbf{P}(M)$ is the normalization of $\mathbf{P}(M)$. In particular, if $M$ is pure of dimension $\mathbf{n}$, meaning that the facets are all $\mathbf{n}$-dimensional, then $\alpha_{M}: \mathbf{P}\left(\Delta_{M}^{\mathrm{n}}\right) \rightarrow \mathbf{P}(M)$ is the normalization of $\mathbf{P}(M)$.

Proof. We will first show that if $M$ is an irreducible polyhedral set with canonical facet $s$, then $\zeta_{M}^{s}: \mathbf{P}\left(\Delta^{s}\right) \rightarrow \mathbf{P}(M)$ is the normalization of $M$. Since $\mathbf{P}\left(\Delta^{s}\right)$ is normal, $\zeta_{M}^{s}$ is finite and both $\mathbf{P}\left(\Delta^{s}\right)$ and $\mathbf{P}(M)$ contain a copy of $T_{M}^{\operatorname{dim}(s)}$ (see Definition 3.2.3) as an open subset, the claim immediately follows. For a general polyhedral set $M$, the irreducible components of $\mathbf{P}(M)$ are on the form $\mathbf{P}\left(M^{s}\right)$ for canonical facets $s$ of $M$, and the result follows.

If $A$ is a reduced Noetherian ring such that its normalization $A \rightarrow \bar{A}$ is finite (i.e. $A$ is a Noetherian Mori ring), then the seminormalization of $A$ in $\bar{A}$ is the largest subring $A^{\prime} \subseteq \bar{A}$ containing $A$ such that the following conditions hold.

1) for all $p \in \operatorname{Spec} A$, there exists at most one $q \in \operatorname{Spec} A^{\prime}$ over $p$ (i.e. such that $q \cap A=p$ ),
2) the canonical homomorphism $k(p) \rightarrow k(q)$ is an isomorphism.
$A$ is a seminormal ring it it is equal to its seminormalization. A Noetherian normal ring is automatically seminormal. See Tra70, Swa80 and GT80 for further details. For our purposes, the following fact will be useful:
Lemma 3.3.2 (Tra70, Lemma 1.3]). Let A be a seminormal ring, and let $\bar{A}$ be its normalization. Then the conductor ideal $\mathrm{Ann}_{A}(\bar{A} / A)$ of $A$ in $\bar{A}$ is radical.

A locally Noetherian scheme is called called seminormal if any affine open subscheme is the spectrum of a seminormal ring.
Lemma 3.3.3. Let $M$ be a polyhedral set. Then $\mathbf{P}(M)$ a seminormal scheme.
Proof. By Swa80, Corollary 3.3], an arbitrary limit of seminormal rings is seminormal. Now, $\Gamma(M)$ can be written as a limit of rings on the form $\Gamma\left(\Delta^{P}\right)$ as in the proof of Lemma 2.8.3. Since each $\mathbf{P}\left(\Delta^{P}\right)$ is a normal scheme, its local affine pieces $\Gamma\left(\Delta^{P}\right)_{(f)}$ are normal as well. Thus the local affine pieces of $\mathbf{P}(M)$ can be written as a limit of normal rings, and is therefore a seminormal scheme.

Definition 3.3.4. Fix an $\mathbf{n}$-dimensional torus $T \cong \mathbf{G}_{m}^{\mathbf{n}}$ over a field $k$. Let Pairs $(T)$ be the category of pairs $(X, L)$, where

1) $X$ is a projective, seminormal scheme over a field $k$ of dimension $\mathbf{n}$;
2) $L$ is an ample invertible sheaf on $X$;
3) $T$ acts on the normalization $\bar{X}$ with finitely many orbits (then $\bar{X}$ is necessarily a disjoint union $\coprod_{j} Z_{j}$ of toric varieties, where the torus acting on $Z_{j}$ is the quotient of $T$ with the stabilizer of its generic point);
4) If $\mathcal{O} \subseteq \bar{X}$ is an orbit, then $\left.\nu\right|_{\mathcal{O}}: \mathcal{O} \rightarrow X$ is injective, where $\nu: \bar{X} \rightarrow X$ denotes the normalization morphism;
5) If $C \subseteq \bar{X}$ is an orbit closure, then $C \rightarrow \nu(C)$ is the normalization of $\nu(C)$. We moreover assume that the automorphisms between components over $\nu(C)$ are torus-equivariant.
A morphism $(X, L) \rightarrow\left(X^{\prime}, L^{\prime}\right)$ of pairs is a pair $(f, g)$ where $f: X \rightarrow X^{\prime}$ is a finite surjection such that $\bar{f}: \bar{X} \rightarrow \overline{X^{\prime}}$ is $T$-equivariant and an isomorphism restricted componentwise, and $g$ is an isomorphism $f^{*} L^{\prime} \rightarrow L$.

Let $C(X)=\bar{X} \times_{X} X_{n n}$ denote the conductor locus. Then $X$ fits into a pushout diagram


This can be seen locally: Let $A$ be a seminormal ring. Then ideal of the conductor locus is the largest common ideal $I$ of $A$ and $\bar{A}$. Hence

$$
0 \rightarrow A \rightarrow \bar{A} \times A / I \rightarrow \bar{A} / I
$$

is exact, meaning that 3.14 is a pushout diagram for $X=\operatorname{Spec}(A)$. The projective case easily follows from Proposition B.2.1

Lemma 3.3.5. If $X$ is a scheme satisfying the above conditions, then $C(X)$ is torus-invariant.

Proof. It follows from Item 5) that $\nu^{-1} \nu(C)$ is torus-invariant whenever $C$ is an orbit closure. Indeed, any component $C^{\prime}$ of it must satisfy $\nu\left(C^{\prime}\right)=\nu(C)$. The uniquely induced isomorphism $C \stackrel{\cong}{\rightrightarrows} C^{\prime}$ is per assumption torus-equivariant, which implies torus-invariance of $C^{\prime}$.

Let $S$ be the set of orbit closures in $\bar{X}$, and let $Z$ be the union of those $C \in S$ for which there exists a different $C^{\prime} \in S$ such that $\nu\left(C^{\prime}\right)=\nu(C)$. We will show that $C(X)=Z$. To see that $Z \subseteq C(X)$, suppose that $x \in \bar{X} \backslash C(X)$. Then there is an open subset $U \subseteq X$ containing $\nu(x)$ such that $\left.\nu\right|_{\nu^{-1}(U)}: \nu^{-1}(U) \rightarrow U$ is an isomorphism. Assume that $x \in Z$. Then there exists a pair of distinct orbit closures $C, C^{\prime} \in S$ such that $x \in C$ and $\nu(C)=\nu\left(C^{\prime}\right)$. But then $U \cap \nu(C)=$ $U \cap \nu\left(C^{\prime}\right)$ is a dense open subset of $\nu(C)=\nu\left(C^{\prime}\right)$. Thus we may choose points $y \in \mathcal{O} \subseteq C$ and $y^{\prime} \in \mathcal{O}^{\prime} \subseteq C^{\prime}$ in their respective open dense orbits such that $\nu(y)=\nu\left(y^{\prime}\right) \in U$. But since $C$ and $C^{\prime}$ are different, $\mathcal{O}$ and $\mathcal{O}^{\prime}$ must be disjoint. This violates Item 4)

Conversely, suppose that $x \in C(X)$. We will use the following fact, which will be proved later: if $A$ is a seminormal $k$-algebra of finite type such that $\operatorname{Spec}(\bar{A}) \rightarrow \operatorname{Spec}(A)$ is bijective and induces an isomorphism of residue fields of closed points, then $A$ is normal. Note that the residue fields of the closed points of $\bar{X}$ are isomorphic to $k$. Hence $\bar{X} \rightarrow X$ induces an isomorphism of residue fields of closed points. Let $x$ be such that $\nu(x) \in C(X)$. By the fact above, there exists $y \neq x$ such that $\nu(y)=\nu(x)$. Let $C_{x}$ denote the closure of the orbit of $x$, and similarly for $y$. Now, $y \in \nu^{-1} \nu\left(C_{x}\right)$, which implies that $C_{y} \subseteq \nu^{-1} \nu\left(C_{x}\right)$ by torus-invariance. Hence $\nu\left(C_{x}\right)=\nu\left(C_{y}\right)$. If $C_{x}=C_{y}$, then $x=y$ by Item 4) which is a contradiction. Hence $C_{x} \neq C_{y}$, which implies that $x \in Z$. To prove the fact we mentioned, let $m$ be a maximal ideal of $A$, and consider the homomorphism $A_{m} \rightarrow \bar{A}_{m}$. In Tra70], seminormality of $A$ means that $A=A+m^{\prime} \bar{A}_{m}$, where $m^{\prime}$ is the unique maximal ideal of $\bar{A}$ lying over $m$. Hence $m=m^{\prime}$, which by Nakayama's lemma implies that $A_{m} \cong \bar{A}_{m}$. This works for all maximal ideals, so $A=\bar{A}$.

Proposition 3.3.6. There is a natural bijective correspondence between isomorphisms $\left(f, \lambda_{f}\right): P \rightarrow Q$ in $\mathcal{P}$ and pairs $(\psi, \iota)$, where $\psi: X_{P} \xrightarrow{\cong} X_{Q}$ is a torusequivariant isomorphism of projective toric varieties, and $\iota: \psi^{*} \mathcal{O}_{X_{Q}}\left(D_{Q}\right) \xrightarrow{\cong}$ $\mathcal{O}_{X_{P}}\left(D_{P}\right)$ is an isomorphism of line bundles.

Proof. First, let $\psi: X_{P} \rightarrow X_{Q}$ be a toric isomorphism such that $\psi^{*} \mathcal{O}_{X_{Q}}\left(D_{Q}\right) \cong$ $\mathcal{O}_{X_{P}}\left(D_{P}\right)$. In the notation of CLS11, Theorem 3.3.4], $\psi$ corresponds to an isomorphism of lattices $\bar{\psi}: N_{1} \rightarrow N_{2}$, where for each cone $\sigma_{R} \subseteq \Sigma_{P}, \bar{\psi}_{\mathbb{R}}\left(\sigma_{R}\right)=$ $\sigma_{R^{\prime}}$ for some cone $\sigma_{R^{\prime}} \subseteq \Sigma_{Q}$. Consider the dual isomorphism $\bar{\psi}^{\vee}: M_{2} \rightarrow M_{1}$. In the notation of CLS11, Theorem 6.2.7], there exists a unique torus-invariant cartier divisor $D^{\prime}$ on $X_{P}$ such that $\psi_{D^{\prime}}=\psi_{D_{Q}} \bar{\psi}$ and $\mathcal{O}_{X_{P}}\left(D^{\prime}\right) \cong \psi^{*} \mathcal{O}_{X_{Q}}\left(D_{Q}\right)$. The cartier data for $D_{P}$ is $\{v\}_{v \in P}$ (ranging over the vertices $v \in P$ ), which will allow us to compute the cartier data for $D^{\prime}$. Let $v \in P$ be a vertex, and let $\sigma_{v^{\prime}}$ be the image of $\sigma_{v}$ under $\bar{\psi}_{\mathbb{R}}$. Then we know that for all $u \in \sigma_{v}, \psi_{D^{\prime}}(u)=\psi_{D_{Q}}(\bar{\psi})$, i.e. $\left\langle m_{\sigma_{v}}, u\right\rangle=\left\langle v^{\prime}, \bar{\psi}(u)\right\rangle=\left\langle\bar{\psi}^{\vee}\left(v^{\prime}\right), u\right\rangle$. It follows that $m_{\sigma_{v}}=\bar{\psi}^{\vee}\left(v^{\prime}\right)$. Next, since $D^{\prime} \sim D_{P}$, we know that $D^{\prime}-D_{P}=\operatorname{div}\left(\chi^{m}\right)$. Hence $\left\langle\bar{\psi}^{\vee}\left(v^{\prime}\right)-v, u\right\rangle=\langle m, u\rangle$ for all $u \in \sigma(v)$ (here we're using that $\{m\}_{v \in P}$ is cartier data for $\chi^{m}$ ). It follows that $\bar{\psi}^{\vee}\left(v^{\prime}\right)=v+m$. Hence $\bar{\psi}^{\vee}: M_{2} \rightarrow M_{1}$ maps $Q$ isomorphically to the translated polytope $P+m$. Thus $f=\bar{\psi}^{\vee}-m$ defines a affine transformation $P \rightarrow Q$.

Next, note that a torus-equivariant isomorphism $\psi: X_{P} \rightarrow X_{Q}$ is exactly the same as a toric isomorphism $\psi^{\prime}: X_{P} \rightarrow X_{Q}$ composed with multiplication from the torus $\lambda: X_{P} \rightarrow X_{P}$ by some element $\lambda \in T$, which corresponds to some homomorphism $\lambda_{0}: \mathbb{Z}^{n} \rightarrow \mathbf{G}_{m}$. Moreover, the isomorphism $\iota: \psi^{*} \mathcal{O}_{X_{Q}}\left(D_{Q}\right) \rightarrow$ $\mathcal{O}_{X_{P}}\left(D_{P}\right)$ induces an isomorphism $\mathcal{O}_{X_{Q}}\left(D_{Q}\right) \rightarrow \psi_{*} \mathcal{O}_{X_{P}}\left(D_{P}\right)$, which is just $\psi^{\sharp}$ composed with multiplication $t: \mathcal{O}_{X_{Q}}\left(D_{Q}\right) \rightarrow \mathcal{O}_{X_{Q}}\left(D_{Q}\right)$ by some from $t \in \mathbf{G}_{m}$. Let $f: P \rightarrow Q$ be the affine transformation induced by $\psi^{\prime}$, and define $\lambda_{f}: \mathbb{Z}^{\operatorname{dim}(P)+1} \rightarrow \mathbf{G}_{m}$ by $\lambda_{f}(m, d)=t^{d} \lambda_{0}(m)$. The isomorphism $\left(f, \lambda_{f}\right): P \rightarrow Q$ in $\mathcal{P}$ induces an isomorphism $\Gamma\left(\Delta^{Q}\right) \rightarrow \Gamma\left(\Delta^{P}\right)$, which in turn induces the isomorphism $\psi: X_{P} \rightarrow X_{Q}$ and the isomorphism $\iota: \psi^{*} \mathcal{O}_{X_{Q}}\left(D_{Q}\right) \rightarrow \mathcal{O}_{X_{P}}\left(D_{P}\right)$. This provides the bijective correspondence.

Let $\mathcal{C}_{f_{s}}^{\mathbf{n}}$ denote the subcategory of $\mathcal{C}_{f}$ consisting of $\mathbf{n}$-dimensional finite polyhedral sets, where morphisms $\phi: M \rightarrow N$ are required to be surjective. If $\phi: M \rightarrow N$ is a surjection, then $\phi: \mathbf{P}(M) \rightarrow \mathbf{P}(N)$ is finite, surjective, and induces isomorphisms over components on normalizations. Furthermore, the homomorphism $\Gamma(N) \rightarrow \Gamma(M)$ induces an isomorphism $\iota_{\phi}: \phi^{*} \mathcal{O}_{N}(1) \xrightarrow{\cong}$ $\mathcal{O}_{M}(1)$. Hence there is a well-defined functor $\mathbf{P}_{\mathrm{p}}: \mathcal{C}_{f s}^{\mathrm{n}} \rightarrow \operatorname{Pairs}(T)$, given by $M \mapsto\left(\mathbf{P}(M), \mathcal{O}_{M}(1)\right)$, and $\phi \mapsto\left(\mathbf{P}(\phi), \iota_{\phi}\right)$.
Theorem 3.3.7. The functor $\mathbf{P}_{\mathrm{p}}: \mathcal{C}_{f s}^{\mathrm{n}} \rightarrow \operatorname{Pairs}(T)$ is an equivalence of categories.
Proof. We will show essential surjectivity, then fullness and faithfulness by induction on the dimension $\mathbf{n}$ of $T$ (the base case of $\mathbf{n}=-1$ is trivial). So let $(X, L) \in \operatorname{Pairs}(T)$. Then $\bar{X}$ is a disjoint union of toric varieties $\coprod_{j} Z_{j}$, and via the ample line bundles $\left.L\right|_{Z_{j}}$, we may assume that $Z_{j}=\mathbf{P}\left(\Delta^{P_{j}}\right)$ and that $\left.L\right|_{\mathbf{P}\left(\Delta^{P_{j}}\right)} \cong \mathcal{O}_{\Delta^{P_{j}}}(1)$. So choose isomorphisms $\psi_{j}:\left.L\right|_{Z_{j}} \rightarrow \mathcal{O}_{\Delta^{P_{j}}}(1)$. Since $C(X)$ is torus-invariant, it is necessarily on the form $\coprod_{j} \mathbf{P}\left(N_{j}\right)$ for polyhedral subsets $N_{j} \subseteq \Delta^{P_{j}}$. Moreover, the isomorphisms $\psi_{j}$ induces isomorphisms $\psi_{j}^{\prime}: L_{\mathbf{P}\left(N_{j}\right)} \rightarrow \mathcal{O}_{N_{j}}(1)$. Now, any orbit closure of $\bar{X}$ is on the form $\mathbf{P}\left(\Delta^{Q}\right)$ for
some face $Q \subseteq P_{j}$ and some $j$. Consider the set $S$ of maximal orbit closures in $\coprod \mathbf{P}\left(N_{j}\right)$. These cover $X_{n n}$, and the disjoint union of the orbit closures of a subset of $S$ forms the normalization $\overline{X_{n n}}$ of $X_{n n}$ by Item 5) There is a naturally induced action of $T$ on $\overline{X_{n n}}$. This induces a commutative square

where $\pi: \overline{X_{n n}} \rightarrow \bar{X}$ is torus-equivariant. We may write $\overline{X_{n n}}=\coprod_{i} \mathbf{P}\left(\Delta^{Q_{i}}\right)$, and the torus acting on $\mathbf{P}\left(\Delta^{Q_{i}}\right)$ is on the form $T / \operatorname{Stab}\left(\eta_{j}\right)$, where $\eta_{j}$ is the generic point of $\mathbf{P}\left(\Delta^{Q_{i}}\right)$. Let $T^{\prime}$ be an $(\mathbf{n}-1)$-dimensional torus, and choose some homomorphism $\mu: T^{\prime} \rightarrow T$ inducing a surjection $T^{\prime} \rightarrow T / \operatorname{Stab}\left(\eta_{j}\right)$ for each $j$. Via the action of $T^{\prime}$ on $\overline{X_{n n}}$, the pair ( $X_{n n},\left.L\right|_{X_{n n}}$ ) now satisfies all conditions above, except possibly seminormality. That is seen as follows: By [Kol96, Theorem 7.2.5], the morphism $C(X) \rightarrow X_{n n}$ is seminormal. Since $\overline{C(X)}$ is seminormal, the morphism $\overline{C(X)} \rightarrow X_{n n}$ is seminormal as well. But the normalization $\overline{X_{n n}} \rightarrow X_{n n}$ clearly factors through $\overline{C(X)} \rightarrow X_{n n}$ via a seminormal morphism $\overline{X_{n n}} \rightarrow \overline{C(X)}$, so we conclude that $\overline{X_{n n}} \rightarrow X_{n n}$ is seminormal. Hence $X_{n n}$ is seminormal as well. By the inductive hypothesis, there exists a finite $(\mathbf{n}-1)$-dimensional polyhedral set $M^{\prime}$ such that the pair $\left(X_{n n},\left.L\right|_{X_{n n}}\right)$ is isomorphic to $\left(\mathbf{P}\left(M^{\prime}\right), \mathcal{O}_{M^{\prime}}(1)\right)$. Recall from Lemma 3.3.1 that the normalization of $\mathbf{P}\left(M^{\prime}\right)$ is on the form $\mathbf{P}\left(\overline{M^{\prime}}\right)$.

Consider the morphism $C(X) \rightarrow \mathbf{P}\left(M^{\prime}\right)$. Note that the action of $T^{\prime}$ on $\overline{X_{n n}}$ can be extended to an action on $\overline{C(X)}$ by Item 5) (which is compatible with the action of $T$ ). Thus the induced morphism $\phi: \overline{C(X)} \rightarrow \mathbf{P}\left(\overline{M^{\prime}}\right)$ is $T^{\prime}$-equivariant, and also an isomorphism over components. There is also a canonical isomorphism $\psi^{\prime}:\left.\phi^{*} \mathcal{O}_{M^{\prime}}(1) \rightarrow L\right|_{C(X)}$. By the inductive hypothesis, the morphism $\left(\phi, \psi^{\prime}\right):\left(C(X),\left.L\right|_{C(X)}\right) \rightarrow\left(\mathbf{P}\left(M^{\prime}\right), \mathcal{O}_{M^{\prime}}(1)\right)$ corresponds to a surjection $\phi: \coprod_{j} N_{j} \rightarrow M^{\prime}$. We define $M$ as the following pushout:


This forms a pushout square

and by comparing with 3.14 there is a unique induced isomorphism $f: X \rightarrow$ $\mathbf{P}(M)$. By the choices involved, the diagram $\left.\left.\left.L\right|_{\bar{X}} \rightarrow L\right|_{C(X)} \leftarrow L\right|_{X_{n n}}$ of line
bundles on $X$ is isomorphic to the diagram $\mathcal{O}_{\amalg \Delta^{P_{j}}}(1) \rightarrow \mathcal{O}_{\coprod N_{j}}(1) \leftarrow \mathcal{O}_{M^{\prime}}(1)$, hence by taking pullbacks there is a unique induced isomorphism $L \rightarrow \mathcal{O}_{M}(1)$. We conclude that the pairs $(X, L)$ and $\left(\mathbf{P}(M), \mathcal{O}_{M}(1)\right)$ are isomorphic.

For fullness, let $(f, \iota):\left(\mathbf{P}\left(M_{1}\right), \mathcal{O}_{M_{1}}(1)\right) \rightarrow\left(\mathbf{P}\left(M_{2}\right), \mathcal{O}_{M_{2}}(1)\right)$ be a morphism of pairs. Then $\bar{f}: \mathbf{P}\left(\overline{M_{1}}\right) \rightarrow \mathbf{P}\left(\overline{M_{1}}\right)$ is surjective, $T$-equivariant, and induces an isomorphism on components. Let $\nu_{i}: \overline{M_{i}} \rightarrow M_{i}$ for $i=1,2$ denote the morphisms from Lemma 3.3.1 Via the induced isomorphism $\bar{\iota}=\mathbf{P}\left(\nu_{2}\right)^{*} \iota$ : $\bar{f}^{*} \mathcal{O}_{\overline{M_{2}}}(1) \rightarrow \mathcal{O}_{\overline{M_{1}}}(1)$, the pair $(\bar{f}, \bar{\iota})$ is induced by some morphism $\bar{\phi}: \overline{M_{1}} \rightarrow \overline{M_{2}}$ by Proposition 3.3.6 Let $s$ be any face of $M_{1}$, and let $t$ be a face of $\overline{M_{1}}$ mapping to $s$. Then we may write $\zeta_{M}^{s}=\nu_{1} \zeta_{M_{1}}^{t}$. Hence

$$
\begin{aligned}
(f, \iota) \mathbf{P}_{\mathrm{p}}\left(\zeta_{M_{1}}^{s}\right) & =(f, \iota) \mathbf{P}_{\mathrm{p}}\left(\nu_{1}\right) \mathbf{P}_{\mathrm{p}}\left(\zeta_{M_{1}}^{t}\right)=\mathbf{P}_{\mathrm{p}}\left(\nu_{2}\right)(\bar{f}, \bar{\iota}) \mathbf{P}_{\mathrm{p}}\left(\zeta_{M_{1}}^{t}\right) \\
& =\mathbf{P}_{\mathrm{p}}\left(\nu_{2}\right) \mathbf{P}_{\mathrm{p}}(\bar{\phi}) \mathbf{P}_{\mathrm{p}}\left(\zeta_{M_{1}}^{t}\right)=\mathbf{P}_{\mathrm{p}}\left(\zeta_{M_{2}}^{\nu_{\bar{\phi}}(t)}\right) .
\end{aligned}
$$

So define $\phi: M_{1} \rightarrow M_{2}$ by $\phi(s)=\nu_{2} \bar{\phi}(t)$, where $t$ is some face of $\overline{M_{1}}$ such that $\nu_{1}(t)=s$. This is well-defined, since $\mathbf{P}_{\mathrm{p}}\left(\zeta_{M_{2}}^{t_{1}}\right)=\mathbf{P}_{\mathrm{p}}\left(\zeta_{M_{2}}^{t_{2}}\right)$ if and only if $t_{1}=t_{2}$ (by Proposition 3.3.6. It is easily seen that $\phi$ defines a morphism of polyhedral sets. Now, we have that $(f, \iota) \mathbf{P}_{\mathrm{p}}\left(\zeta_{M_{1}}^{s}\right)=\mathbf{P}_{\mathrm{p}}(\phi) \mathbf{P}_{\mathrm{p}}\left(\zeta_{M_{1}}^{s}\right)$ for all faces $s$. Since $\mathbf{P}\left(M_{1}\right)=\underline{\longrightarrow} \mathbf{l i m} \mathbf{P}\left(\Delta^{s}\right)$, it follows that $\mathbf{P}(\phi)=f$ and $\iota=\iota_{\phi}$, hence that $(f, \iota)=\mathbf{P}_{\mathrm{p}}(\phi)$.

For faithfulness, suppose that $\phi, \phi^{\prime}: M_{1} \rightarrow M_{2}$ is a pair of morphisms such that $\mathbf{P}_{\mathrm{p}}(\phi)=\mathbf{P}_{\mathrm{p}}\left(\phi^{\prime}\right)$. Let $s$ be a face of $M_{1}$. Then $\mathbf{P}_{\mathrm{p}}(\phi) \mathbf{P}_{\mathrm{p}}\left(\zeta_{M_{1}}^{s}\right)=$ $\mathbf{P}_{\mathrm{p}}\left(\phi^{\prime}\right) \mathbf{P}_{\mathrm{p}}\left(\zeta_{M_{1}}^{s}\right)$, so that $\mathbf{P}_{\mathrm{p}}\left(\zeta_{M_{2}}^{\phi(s)}\right)=\mathbf{P}_{\mathrm{p}}\left(\zeta_{M_{2}}^{\phi^{\prime}(s)}\right)$. By Proposition 3.3.6 again, we must have $\phi(s)=\phi^{\prime}(s)$. We conclude that $\phi=\phi^{\prime}$.

Corollary 3.3.8. There is an equivalence of groupoids

$$
\begin{equation*}
\mathbf{P}_{\mathrm{p}}: \operatorname{Isom}\left(\mathcal{C}_{f}\right) \rightarrow \operatorname{Isom}(\operatorname{Pairs}(T)) \tag{3.15}
\end{equation*}
$$

I.e., the groupoid of pairs isomorphic to $(X, L)$ is equivalent to the groupoid of finite polyhedral sets isomorphic to $M$, where $\left(\mathbf{P}(M), \mathcal{O}_{M}(1)\right)$ corresponds to the pair ( $X, L$ ).

### 3.4 Structure sheaf cohomology

We will use Section 2.5 as a general reference for the notation which follows. Consider the function deg : $C_{0}^{M}(k) \rightarrow k$, mapping each generator of $C_{0}^{M}(k)$ to 1 . This induces a natural homomorphism $\operatorname{deg}_{M}: k \rightarrow H^{0}(M ; k)$, which is an isomorphism whenever $M$ is connected and non-trivial. In particular, $\operatorname{deg}_{\Delta^{P}}$ is an isomorphism for each $P \in \mathcal{P}$. Note further that $H^{0}\left(\Delta^{P} ; k\right)$ is the only non-zero cohomology module of $\Delta^{P}$, which follows from the fact that $\left|\Delta^{P}\right| \cong \mathbb{D}^{\operatorname{dim}(P)}$ is contractible. Let $j_{M}: k \rightarrow H^{0}\left(M, \mathcal{O}_{M}\right)$ denote the natural homomorphism induced by the morphism from the constant presheaf to the structure sheaf: $\underline{k} \rightarrow \mathcal{O}_{M}$. Similarly, $j_{M}$ is an isomorphism whenever $M$ is
connected and non-trivial, so in particular $j_{\Delta^{P}}$ is an isomorphism for each $P \in \mathcal{P}$. Moreover, $H^{0}\left(\Delta^{P}, \mathcal{O}_{\Delta^{P}}\right)$ is the only non-zero cohomology module of $\mathcal{O}_{\Delta^{P}}$ by CLS11, Theorem 9.13 b$)$ ].
Theorem 3.4.1. There are natural isomorphisms $\eta_{M}^{i}: H^{i}(M ; k) \rightarrow H^{i}\left(M, \mathcal{O}_{M}\right)$ of contravariant functors $\mathcal{C}_{f} \rightarrow \operatorname{Vec}_{k}$ for each integer $i \geq 0$.

Proof. We will define $\eta_{M}^{i}$ inductively on the dimension of $M$. If $M=\underline{\varnothing}$, then $\eta_{M}^{i}$ is given as the trivial isomorphism for all integers $i \geq 0$. Let $\mathbf{n} \geq 0$, and assume that each $\eta_{M}^{i}$ is defined for and natural in ( $\mathbf{n}-1$ )-dimensional $M$, and such that the diagram

commutes. Note that (3.16) uniquely determines isomorphisms $\eta_{\Delta^{P}}^{i}$ for all $P \in \mathcal{P}$ and $i \geq 0$. Let $M$ be $\mathbf{n}$-dimensional, and consider the canonical pushout square 2.5 for $M$ of level $\mathbf{n}$ :


Since $\Delta_{M}^{\mathrm{n}}=\coprod_{s \in J_{M}^{\mathrm{n}}} \Delta^{s}$, the morphisms $\zeta_{\Delta_{M}^{\mathrm{n}}}^{s}: \Delta^{s} \rightarrow \Delta_{M}^{\mathrm{n}}$ splits the cohomology groups $H^{0}\left(\Delta_{M}^{\mathrm{n}} ; k\right)$ and $H^{0}\left(\Delta_{M}^{\mathrm{n}}, \mathcal{O}_{\Delta_{M}^{\mathrm{n}}}\right)$ into direct sums $\bigoplus_{s \in J_{M}^{\mathrm{n}}} H^{0}\left(\Delta^{s} ; k\right)$ and $\bigoplus_{s \in J_{M}^{\mathrm{n}}} H^{0}\left(\Delta^{s}, \mathcal{O}_{\Delta^{s}}\right)$ respectively. We define $\eta_{\Delta_{M}^{\mathrm{n}}}^{0}: H^{0}\left(\Delta_{M}^{\mathrm{n}} ; k\right) \rightarrow H^{0}\left(\Delta_{M}^{\mathrm{n}}, \mathcal{O}_{\Delta_{M}^{\mathrm{n}}}\right)$ as the unique $k$-linear homomorphism making the diagram

commute. It is clear that $\eta_{\Delta_{M}^{\mathrm{n}}}^{0}$ satisfies commutativity of 3.16. Since $\partial \Delta_{M}^{\mathrm{n}}$ similarly splits as $\coprod_{s \in J_{M}^{\mathrm{n}}} \partial \Delta^{s}$, and 3.16 commutes for $\eta_{\partial \Delta_{M}^{\mathrm{n}}}^{0}$ by the inductive hypothesis, it follows immediately that the diagram
commutes. Via the Milnor square 2.11 of $\Gamma(M)$ of level $\mathbf{n}$, B.12 yields the exact sequence

$$
\begin{equation*}
0 \rightarrow \mathcal{O}_{M} \rightarrow \alpha_{M *} \mathcal{O}_{\Delta_{M}^{\mathrm{n}}} \oplus \iota_{M *} \mathcal{O}_{M^{\mathrm{n}-1}} \rightarrow \gamma_{M *} \mathcal{O}_{\partial \Delta_{M}^{\mathrm{n}}} \rightarrow 0 \tag{3.19}
\end{equation*}
$$

where $\gamma_{M}=\iota_{M} \alpha_{M}^{\prime}$. Consider the partial isomorphism between the long exact sequence induced by 2.8 and the long exact sequences in cohomology for (3.19):


Commutativity of 3.20 is ensured by the inductive hypothesis and commutativity of 3.18. By exactness of both columns, there is a uniquely determined isomorphism $\eta_{M}^{i}: H^{i}(M ; k) \rightarrow H^{i}\left(M, \mathcal{O}_{M}\right)$ for each $i \geq 0$, making the entire diagram commute. This defines $\eta_{M}^{i}$ for all polyhedral sets $M$ of dimension $\mathbf{n}$, and does not conflict with the original definition of $\eta_{\Delta_{M}^{n}}^{i}$. Indeed, since $\alpha_{\Delta_{M}^{\mathrm{n}}}: \Delta_{\Delta_{M}^{\mathrm{n}}}^{\mathrm{n}} \rightarrow \Delta_{M}^{\mathrm{n}}$ is an isomorphism, both definitions coincide. To verify that $\eta_{M}^{0}$ fits into 3.16, it is sufficient to note that

commutes. Now, let $\phi: N \rightarrow M$ be any morphism. We must show that

commutes for each $i \geq 0$. It is clear that

$$
\begin{gather*}
H^{0}\left(\Delta_{M}^{\mathrm{n}} ; k\right) \xrightarrow{\eta_{M_{M}^{n}}^{0}} H^{0}\left(\Delta_{M}, \mathcal{O}_{\Delta_{M}^{\mathrm{n}}}\right) \\
\downarrow^{\phi^{\Delta *}} \stackrel{{ }^{\Delta *}}{\phi^{\Delta \sharp}}  \tag{3.23}\\
H^{0}\left(\Delta_{N}^{\mathrm{n}} ; k\right) \xrightarrow{\eta_{\Delta_{N}^{\mathrm{n}}}^{0}} H^{0}\left(\Delta_{N}, \mathcal{O}_{\Delta_{N}^{\mathrm{n}}}\right)
\end{gather*}
$$

commutes via the defining diagrams 3.17) for $\eta_{\Delta_{M}^{n}}^{0}$ and $\eta_{\Delta_{N}^{n}}^{0}$. By the inductive hypothesis, this yields a pair of homomorphisms of long exact sequences (in simplified notation)

and


Both (3.24) and (3.25) commutes by construction (even if $\operatorname{dim} N<\mathbf{n}$ ). By the inductive hypothesis and commutativity of (3.23), (3.22) commutes as well. By induction, we are done.

### 3.5 Classification of the Picard group

If $M$ is a polyhedral set, we let $\operatorname{Pic}(M)$ denote the Picard group of $\mathbf{P}(M)$.

Definition 3.5.1. Consider the functor Pic : $\mathcal{P}^{\mathrm{op}} \rightarrow \mathrm{Ab}$ given by $P \mapsto \operatorname{Pic}\left(\Delta^{P}\right)$. Let Deg : $\mathcal{C}_{f} \rightarrow \mathrm{Ab}$ be the left Kan-extension of Pic. For each polyhedral set $M$, we have $\operatorname{Deg}_{M}=\lim _{\leftrightarrows \in F_{M}} \operatorname{Pic}\left(\Delta^{s}\right)$, called the group of degree functions. Each morphism $\zeta_{M}^{s}: \mathbf{P}\left(\Delta^{s}\right) \rightarrow \mathbf{P}(M)$ induces a homomorphism $\zeta_{M}^{s *}: \operatorname{Pic}(M) \rightarrow \operatorname{Pic}\left(\Delta^{s}\right)$. This makes $\operatorname{Pic}(M)$ a cone to the diagram, which induces a homomorphism $\omega: \operatorname{Pic}(M) \rightarrow \operatorname{Deg}_{M}$ which is natural in $M$. For each line bundle $\mathcal{E}$ on $\mathbf{P}(M)$, the associated degree function $\omega_{\mathcal{E}} \in \operatorname{Deg}_{M}$ is given by $\omega_{\mathcal{E}}(s)=\zeta_{M}^{s *} \mathcal{E} \in \operatorname{Pic}\left(\mathbf{P}\left(\Delta^{s}\right)\right)$.

Since Deg is defined as left Kan-extension, it preserves finite colimits. In particular, the sequence

$$
\begin{equation*}
1 \rightarrow \operatorname{Deg}_{M^{\mathrm{n}}} \rightarrow \operatorname{Deg}_{\Delta_{M}^{\mathrm{n}}} \times \operatorname{Deg}_{M^{\mathrm{n}-1}} \rightarrow \mathrm{Deg}_{\partial \Delta_{M}^{\mathrm{n}}} \tag{3.26}
\end{equation*}
$$

induced by 2.5 is exact for each integer $\mathbf{n} \geq 0$.
Theorem 3.5.2. Let $M$ be a polyhedral set. Then there exists a natural isomorphism of groups

$$
\begin{equation*}
S_{M}: \operatorname{Pic}(M) \rightarrow \operatorname{Deg}_{M} \times H^{1}\left(M ; \mathbf{G}_{m}\right) \tag{3.27}
\end{equation*}
$$

such that

$$
\begin{equation*}
S_{M}\left(\mathcal{O}_{M}(m)\right)=\left(\omega_{m}, 1\right) \tag{3.28}
\end{equation*}
$$

for each $m \in \mathbb{Z}$, where $\omega_{m} \in \operatorname{Deg}_{M}$ is given by $\omega_{m}(s)=m\left[D_{|s|}\right]$.
Proof. We will define $S_{M}$ inductively on the dimension $\mathbf{n}$ of $M$. If $M$ is 0 dimensional, then $S_{M}$ is given as the trivial isomorphism. So we may assume that $\mathbf{n} \geq 1$. Consider the natural exact sequence

$$
\begin{align*}
& H^{0}\left(\Delta_{M}^{\mathbf{n}}, \mathcal{O}_{\Delta_{M}^{\mathbf{n}}}^{*}\right) \times H^{0}\left(M^{\mathbf{n}-1}, \mathcal{O}_{M^{\mathbf{n}-1}}^{*}\right) \rightarrow H^{0}\left(\partial \Delta_{M}^{\mathbf{n}}, \mathcal{O}_{\partial \Delta_{M}^{\mathbf{n}}}^{*}\right) \rightarrow \operatorname{Pic}(M) \rightarrow \\
& \operatorname{Pic}\left(\Delta_{M}^{\mathbf{n}}\right) \times \operatorname{Pic}\left(M^{\mathbf{n}-1}\right) \rightarrow \operatorname{Pic}\left(\partial \Delta_{M}^{\mathbf{n}}\right) . \tag{3.29}
\end{align*}
$$

from Proposition B.3.5 Via 2.8, $H^{1}\left(M ; \mathbf{G}_{m}\right)$ similarly and naturally fits inside the exact sequence

$$
\begin{align*}
& H^{0}\left(\Delta_{M}^{\mathbf{n}}, \mathbf{G}_{m}\right) \times H^{0}\left(M^{\mathbf{n}-1}, \mathbf{G}_{m}\right) \rightarrow H^{0}\left(\partial \Delta_{M}^{\mathbf{n}}, \mathbf{G}_{m}\right) \rightarrow H^{1}\left(M ; \mathbf{G}_{m}\right) \rightarrow \\
& H^{1}\left(\Delta_{M}^{\mathbf{n}} ; \mathbf{G}_{m}\right) \times H^{1}\left(M^{\mathbf{n}-1} ; \mathbf{G}_{m}\right) \rightarrow H^{1}\left(\partial \Delta_{M}^{\mathbf{n}} ; \mathbf{G}_{m}\right) \tag{3.30}
\end{align*}
$$

Since $H^{1}\left(\Delta_{M}^{\mathbf{n}} ; \mathbf{G}_{m}\right)=0$, adjoining 3.30 and 3.26 yields a natural exact sequence

$$
\begin{align*}
& H^{0}\left(\Delta_{M}^{\mathbf{n}}, \mathbf{G}_{m}\right) \times H^{0}\left(M^{\mathbf{n - 1}}, \mathbf{G}_{m}\right) \rightarrow H^{0}\left(\partial \Delta_{M}^{\mathbf{n}}, \mathbf{G}_{m}\right) \\
& \operatorname{Deg}_{\Delta_{M}^{\mathbf{n}}} \times \operatorname{Deg}_{M^{\mathbf{n}-1}} \times \operatorname{Deg}_{M} \times H^{1}\left(M^{\mathbf{n}-1} ; \mathbf{G}_{m}\right) \rightarrow \operatorname{Deg}_{\partial \Delta_{M}^{\mathbf{n}}} \times H^{1}\left(\partial \Delta_{M}^{\mathbf{n}} ; \mathbf{G}_{m}\right) \tag{3.31}
\end{align*}
$$

Analogously with the proof of Theorem 3.4.1 one obtains a natural isomorphism $H^{0}\left(M, \mathcal{O}_{M}^{*}\right) \rightarrow H^{0}\left(M, \mathbf{G}_{m}\right)$. By the inductive hypothesis, $S$ is welldefined and natural in ( $\mathbf{n}-1$ )-dimensional polyhedral sets. Via the canonical isomorphism $\operatorname{Pic}\left(\Delta^{P}\right) \stackrel{\cong}{\Longrightarrow} \operatorname{Deg}_{\Delta^{P}}$ for $P \in \mathcal{P}$ (which satisfies 3.28 ), one may
extend $S$ to an isomorphism $S_{\Delta_{M}^{\mathrm{n}}}: \operatorname{Pic}\left(\Delta_{M}^{\mathbf{n}}\right) \rightarrow \operatorname{Deg}_{\Delta_{M}^{\mathrm{n}}}$ (cf. (3.17)). Consider the partially defined isomorphism between 3.29) and (3.31). If $\mathbf{n}=1$, then $\operatorname{Pic}\left(M^{\mathbf{n}-1}\right)$ and $\operatorname{Deg}_{M^{\mathbf{n}-1}} \times H^{1}\left(M^{\mathbf{n}-1} ; \mathbf{G}_{m}\right)$ are trivial, so that the image of $\operatorname{Pic}(M)$ (resp. $\left.\operatorname{Deg}_{M} \times H^{1}\left(M ; \mathbf{G}_{m}\right)\right)$ is a subgroup of the free abelian group $\operatorname{Pic}\left(\Delta_{M}^{\mathbf{n}}\right)$ (resp. $\operatorname{Deg}_{\Delta_{M}}$ ). By split-exactness, there is a uniquely induced isomorphism $S_{M}: \operatorname{Pic}(M) \rightarrow \operatorname{Deg}_{M} \times H^{1}\left(M ; \mathbf{G}_{m}\right)$ making the entire diagram commute. On the other hand, if $\mathbf{n} \geq 2$, then $H^{0}\left(\Delta_{M}^{\mathbf{n}}, \mathbf{G}_{m}\right) \rightarrow$ $H^{0}\left(\partial \Delta_{M}^{\mathbf{n}}, \mathbf{G}_{m}\right)\left(\right.$ resp. $\left.H^{0}\left(\Delta_{M}^{\mathbf{n}}, \mathbf{G}_{m}\right) \rightarrow H^{0}\left(\partial \Delta_{M}^{\mathbf{n}}, \mathbf{G}_{m}\right)\right)$ is surjective, so that $\operatorname{Pic}(M)\left(\right.$ resp. $\left.\operatorname{Deg}_{M} \times H^{1}\left(M ; \mathbf{G}_{m}\right)\right)$ injects into $\operatorname{Pic}\left(\Delta_{M}^{\mathbf{n}}\right) \times \operatorname{Pic}\left(M^{\mathbf{n}-1}\right)$ (resp. $\left.\operatorname{Deg}_{\Delta_{M}^{\mathrm{n}}} \times \operatorname{Deg}_{M^{\mathrm{n}-1}} \times H^{1}\left(M^{\mathbf{n}-1} ; \mathbf{G}_{m}\right)\right)$. Thus there is a uniquely induced isomorphism $S_{M}$ in this case as well. One checks naturality of $S$ by the same method as in the proof of Theorem 3.4.1 Naturality applied to the morphisms $\zeta_{M}^{s}: \Delta^{s} \rightarrow M$ moreover verifies (3.28). By induction, we are done.

We finish this section with the following observation particular to unimodular sets.

Proposition 3.5.3. If $M$ is a unimodular set, then $\operatorname{Deg}_{M}$ is naturally isomorphic to $H^{0}\left(|M| \backslash\left|M^{0}\right| ; \mathbb{Z}\right)$. Hence Theorem 3.5.2 takes the form of a natural isomorphism

$$
S_{M}: \operatorname{Pic}(M) \rightarrow H^{0}\left(|M| \backslash\left|M^{0}\right| ; \mathbb{Z}\right) \times H^{1}\left(M ; \mathbf{G}_{m}\right)
$$

Proof. We will show that there is a natural isomorphism of abelian groups $\operatorname{Deg}_{M} \rightarrow H^{0}\left(|M| \backslash\left|M^{0}\right|\right)$. Consider the category $F_{M}$ of faces of $M$, and let $F_{M}^{\geq 1}$ denote the full subcategory consisting of faces of dimension $\geq 1$. Note that since $\operatorname{Pic}\left(\Delta^{n}\right)=\mathbb{Z}$ for each $n \in \Delta, n \neq 0$, the group of degrees $\operatorname{Deg}_{M}$ is a direct sum of copies of $\mathbb{Z}$ for each connected component of $F_{M}^{\geq 1}$. Thus we may write $F_{M}^{\geq 1}=\coprod_{i \in I} F_{M}^{i}$, and $\operatorname{Deg}_{M}=\bigoplus_{i \in I} \mathbb{Z}$. Similarly, $|M| \backslash\left|M^{0}\right|$ splits into a disjoint union $\coprod_{i \in I} Z_{i}$, so that $H^{0}\left(|M| \backslash\left|M^{0}\right|\right) \cong \bigoplus_{i \in I} \mathbb{Z}$. One easily observes that the obvious isomorphism $\operatorname{Deg}_{M} \rightarrow H^{0}\left(|M| \backslash\left|M^{0}\right|\right)$ is natural in $M$.

### 3.6 Hilbert polynomial

In this section we will give an expression for the Hilbert polynomial $P_{M}(d)$ for the face ring $\Gamma(M)$.
Lemma 3.6.1. Let $V\left(\sigma_{Q}\right)$ denote the orbit-closure $\overline{O\left(\sigma_{Q}\right)}$ corresponding to a face $Q$ of a polytope $P$ (see [CLS11, p. 121]). Then $V\left(\sigma_{Q}\right)=\mathbf{P}\left(\Delta^{Q}\right)$ as closed subschemes of $\mathbf{P}\left(\Delta^{P}\right)$.

Proof. We have $V\left(\sigma_{Q}\right)=V\left(I^{Q}\right)$ where $I^{Q}=\left(\chi^{(m, d)} \mid(m, d) \notin A_{Q}\right)$ by GKZ08, Chapter 5, Prop 1.9]. Here $A_{Q}$ is identified with the subgroup of $A_{P}$ under $A_{f}: A_{Q} \rightarrow A_{P}$. Thus, $I^{Q}$ is equal to the kernel of $\Gamma\left(\Delta^{P}\right) \rightarrow \Gamma\left(\Delta^{Q}\right)$, so $V\left(\sigma_{Q}\right)$ is therefore identified with the reduced subscheme $\mathbf{P}\left(\Delta^{Q}\right)$.

The orbit closure $V\left(\sigma_{F}\right)$ for each facet $F$ of a polytope $P$ defines a torusinvariant Weil-divisor $D_{F}$ on $\mathbf{P}\left(\Delta^{P}\right)$, and $K_{P}=-\sum_{F} D_{F}$ is the canonical divisor of $\mathbf{P}\left(\Delta^{P}\right)$ CLS11. Theorem 8.2.3]. If $P$ is given by inequalities $\left\langle u_{F}, m\right\rangle \geq$ $-a_{F}$, then the divisor $D_{P}=\sum_{F} a_{F} D_{F}$ is a very ample divisor corresponding to $\mathcal{O}_{\Delta^{P}}(1)$.

Lemma 3.6.2. Let $M$ be a finite polyhedral set. Then for each integer $\mathbf{n} \geq 1$, there is an exact sequence

$$
\begin{equation*}
0 \rightarrow \bigoplus_{s \in J_{M}^{\mathrm{n}}} \zeta_{M *}^{s} \mathcal{O}_{\Delta^{s}}\left(K_{|s|}\right) \rightarrow \mathcal{O}_{M^{\mathrm{n}}} \rightarrow \iota_{M *} \mathcal{O}_{M^{\mathrm{n}-1}} \rightarrow 0 \tag{3.32}
\end{equation*}
$$

Proof. Via the Milnor square (2.11) of $\Gamma(M)$ of level $\mathbf{n}$, B.11 yields the exact sequence

$$
\begin{equation*}
0 \rightarrow \alpha_{M *} \mathcal{I} \rightarrow \mathcal{O}_{M^{\mathrm{n}}} \rightarrow \iota_{M *} \mathcal{O}_{M^{\mathrm{n}-1}} \rightarrow 0 \tag{3.33}
\end{equation*}
$$

where $\mathcal{I}$ is the ideal sheaf of $\mathbf{P}\left(\partial \Delta_{M}^{\mathrm{n}}\right)$ in $\mathbf{P}\left(\Delta_{M}^{\mathrm{n}}\right)$. Since $\mathbf{P}\left(\Delta_{M}^{\mathrm{n}}\right)=\coprod_{s \in J_{M}^{\mathrm{n}}} \mathbf{P}\left(\Delta^{s}\right)$, and since $\mathbf{P}\left(\partial \Delta^{s}\right)$ is a reduced closed subscheme of $\mathbf{P}\left(\Delta^{s}\right)$ corresponding to the union of $V\left(\sigma_{F}\right)$, we have by [CLS11, Proposition 4.0.28] that the ideal $\mathcal{I}$ is isomorphic to the sheaf $\mathcal{O}_{\Delta^{s}}\left(\bar{K}_{|s|}\right)$. Thus $\sqrt[3.33]{ }$ translates into the exact sequence 3.32.

If $\mathcal{F}$ is a sheaf of $\mathcal{O}_{M}$-modules, we define $\Gamma_{*}(\mathcal{F})=\bigoplus_{d \in \mathbb{Z}} \Gamma(M, \mathcal{F}(d))$, which is a graded $\Gamma_{*}\left(\mathcal{O}_{M}\right)$-module.
Proposition 3.6.3. Let $M$ be an $\mathbf{n}$-dimensional polyhedral set. Then for each integer $d \geq 1$, the natural homomorphism

$$
\begin{equation*}
\Gamma(M)_{d} \rightarrow \Gamma_{*}\left(\mathcal{O}_{M}\right)_{d} \tag{3.34}
\end{equation*}
$$

is an isomorphism. For $d=0$, it is injective and an isomorphism if and only if $M$ is connected. Moreover,

$$
\begin{equation*}
\operatorname{dim}_{k}\left(\Gamma(M)_{d}\right)=\sum_{n=0}^{\mathbf{n}} \sum_{s \in J_{M}^{n}} L^{*}(d|s|) \tag{3.35}
\end{equation*}
$$

for each each integer $d \geq 1$ (recall that $L^{*}(P)$ denotes the number of interior lattice points of $P$ ). For $d=0$, the dimension is 1 .

Proof. Note that $\Gamma(M)$ is positively graded in general, so we have always have $\operatorname{dim}_{k}\left(\Gamma(M)_{0}\right)=1$ as required. The dimension of the vector space $\Gamma_{*}\left(\mathcal{O}_{M}\right)_{0}=$ $H^{0}\left(M, \mathcal{O}_{M}\right)$ is equal to the number of components of $\mathbf{P}(M)$, hence by Proposition 3.2.1 c) equal to the number of components of $M$. This verifies the statements for $d=0$.

If $\mathbf{n}=0$, then $M$ is a simplicial complex. By Proposition 2.7.2 $\Gamma(M)=k\left[x_{v}:\right.$ $\left.v \in J_{M}^{0}\right] /\left(x_{v} x_{w}: v \neq w\right)$, and the formula 3.35) clearly holds. On the other hand, $\mathbf{P}(M)=\coprod_{s \in J_{M}^{0}}$ Spec $k$, so 3.34 is clearly an isomorphism in positive degrees. We proceed by induction on $\mathbf{n}$, and we may assume that $\mathbf{n} \geq 1$. Fix
an integer $d \geq 1$. Since $\Gamma(M) \rightarrow \Gamma\left(M^{\mathbf{n}-1}\right)$ is surjective, it follows from the inductive hypothesis that $\Gamma_{*}\left(\mathcal{O}_{M}\right)_{d} \rightarrow \Gamma_{*}\left(\mathcal{O}_{M^{\mathbf{n}-1}}\right)_{d}$ is surjective. This means that (3.32) induces an exact sequence

$$
0 \rightarrow \Gamma_{*}(\mathcal{I})_{d} \rightarrow \Gamma_{*}\left(\mathcal{O}_{M}\right)_{d} \rightarrow \Gamma_{*}\left(\mathcal{O}_{M^{\mathrm{n}-1}}\right)_{d} \rightarrow 0
$$

Here $\mathcal{I}=\widetilde{I}$, where $I=\operatorname{ker} \Gamma\left(\iota_{\Delta_{M}}\right)$. Consider the induced homomorphism of exact sequences


By the inductive hypothesis, the vertical arrow to the right is an isomorphism. It remains to show that the vertical arrow to the left is an isomorphism. By B.3 and B.11, this arrow also appears in the following homomorphism of exact sequences:


By the inductive hypothesis, $\Gamma\left(\partial \Delta^{s}\right)_{d} \rightarrow H^{0}\left(\partial \Delta^{s}, \mathcal{O}_{\partial \Delta^{s}}(d)\right)$ is an isomorphism for all $s \in J_{M}^{\mathrm{n}}$. Hence it will suffice to show that $\Gamma\left(\Delta^{s}\right)_{d} \rightarrow H^{0}\left(\Delta^{s}, \mathcal{O}_{\Delta^{s}}(d)\right)$ is an isomorphism for all $s \in J_{M}^{\mathrm{n}}$. It is injective since $\Gamma\left(\Delta^{s}\right)$ is reduced, and by CLS11, Theorem 5.4.8] the dimensions agree. Hence it is an isomorphism, and we conclude that $\Gamma(M)_{d} \rightarrow \Gamma_{*}\left(\mathcal{O}_{M}\right)_{d}$ is an isomorphism.

Now, by the inductive hypothesis,

$$
\operatorname{dim}_{k} \Gamma\left(M^{\mathbf{n}-1}\right)_{d}=\sum_{n=0}^{\mathbf{n}-1} \sum_{s \in J_{M}^{n}} L^{*}(d|s|)
$$

Since $\operatorname{dim}_{k} \Gamma(M)_{d}=\operatorname{dim}_{k} \Gamma\left(M^{\mathbf{n}-1}\right)_{d}+\operatorname{dim}_{k} I_{d}$, the formula (3.35) follows if we can show that $\operatorname{dim}_{k} I_{d}=\sum_{s \in J_{M}^{\mathrm{n}}} L^{*}(d|s|)$. For this, it will suffice to show the formula $\operatorname{dim}_{k} I_{d}^{s}=L^{*}(d|s|)$ for each face $s \in J_{M}^{\mathrm{n}}$, where $I^{s}=\operatorname{ker}\left(\Gamma\left(\iota_{\Delta^{s}}\right)\right)$. Since $\coprod_{F \text { facet of }{ }_{P} \Delta^{F} \rightarrow \partial \Delta^{P} \text { is surjective, the homomorphism } \Gamma\left(\partial \Delta^{P}\right) \subseteq \Pi \Gamma\left(\Delta^{F}\right), ~\left(\Delta^{P}\right)}$ is injective. The kernel of $\Gamma\left(\Delta^{P}\right)_{d} \rightarrow \prod_{F} \Gamma\left(\Delta^{F}\right)_{d}$ is clearly $\bigoplus_{m \in L^{*}(d P)} k \cdot \chi^{(m, d)}$, which proves the formula. By induction, we are done.

Proposition 3.6.3 yields the formula $h^{0}\left(\mathcal{O}_{M}(1)\right)=\sum_{n=0}^{\mathbf{n}} \sum_{s \in J_{M}^{n}} L^{*}(|s|)$ for the ample line bundle $\mathcal{O}_{M}(1)$. In particular, if the $\geq 1$-dimensional faces of $M$ correspond to polytopes without interior points (e.g. if $M$ is a unimodular set), then $h^{0}\left(\mathcal{O}_{M}(1)\right)=\left|J_{M}^{0}\right|$.

Lemma 3.6.4. Let $M$ be a polyhedral set of dimension $\mathbf{n} \geq 1$ with no isolated vertices. Then $H^{0}\left(M, \mathcal{O}_{M}(-d)\right)=0$ for all $d>0$.

Proof. First, let $\mathbf{n}=1$. Since $M$ has no isolated vertices, the morphism $\coprod_{n \geq 1} \coprod_{s \in J_{M}^{n}} \Delta^{s} \rightarrow M$ is surjective. By Proposition 3.2.1 f), the induced morphism $\mathcal{O}_{M} \rightarrow \bigoplus \zeta_{M *}^{s} \mathcal{O}_{\Delta^{s}}$ is injective. Twisting with $-d$ for an integer $d>0$ and taking global sections yields an injection $H^{0}\left(M, \mathcal{O}_{M}(-d)\right) \subseteq$ $\bigoplus H^{0}\left(M, \mathcal{O}_{\Delta^{s}}(-d)\right)=0$, and the result follows from this.

Lemma 3.6.5. Let $M$ be a polyhedral set. Then $H^{i}\left(M, \mathcal{O}_{M}(d)\right)=0$ for all integers $i>0$ and $d>0$.

Proof. Let $M$ be $\mathbf{n}$-dimensional. If $\mathbf{n}=0$, then the dimension of $\mathbf{P}(M)$ is 0 and the result follows immediately. We proceed by induction on $\mathbf{n}$, and we may assume that $\mathbf{n} \geq 1$. Consider the exact sequence 3.32 . Twisting with an integer $d>0$ yields an exact sequence

$$
\begin{equation*}
0 \rightarrow \bigoplus_{s \in J_{M}^{\mathrm{n}}} \zeta_{M *}^{s} \mathcal{O}_{\Delta^{s}}\left(d D_{|s|}+K_{|s|}\right) \rightarrow \mathcal{O}_{M}(d) \rightarrow \iota_{M *} \mathcal{O}_{M^{\mathrm{n}-1}}(d) \rightarrow 0 \tag{3.38}
\end{equation*}
$$

If $\mathbf{n} \geq 1$, then by Serre duality $H^{i}\left(\mathcal{O}_{\Delta^{s}}\left(d D_{|s|}+K_{|s|}\right)=H^{\mathbf{n}-i}\left(\mathcal{O}_{\Delta^{s}}\left(-d D_{|s|}\right)\right.\right.$ for all $s \in J_{M}^{\mathrm{n}}$. By application of [CLS11, Theorem 9.2.7], these cohomology groups are trivial for $i>0$. By the inductive hypothesis, the induced long exact sequence in cohomology of (3.38) now immediately yields the result.

Fix an n-dimensional polyhedral set $M$. Then Proposition 3.6.3 gives a formula for the Hilbert polynomial of $\Gamma(M)$ :
Theorem 3.6.6. The Hilbert polynomial of the face ring $\Gamma(M)$ is

$$
H_{M}(d)=\sum_{s \in M^{\text {can }}}(-1)^{\operatorname{dim}(s)} \operatorname{Ehr}_{|s|}(-d),
$$

where $\operatorname{Ehr}_{P}(d)$ denotes the Ehrhart polynomial of $P \in \mathcal{P}$ (see CLS11, Theorem 9.4.2]).

## Chapter 4

## Open categories

An open category over $\mathcal{P}$ is a category $U$ equipped with a discrete Conduché fibration $p: U \rightarrow \mathcal{P}$. Such functors generalizes the notion of discrete fibrations Appendix A.0.2 by relaxing the requirements on $p$. Conduché fibrations also go by the name of unique factorization lifting functors, see Joh99 or BN00 for a reference. An open category $U$ can be universally completed into a polyhedral set $\mathbb{L}(U)$, and we will define the associated a face scheme $\mathbf{A}(U)$ as an open subscheme of $\mathbf{P}(\mathbb{L}(U))$. If $U$ is an open category and $s \in U$, then then comma category $U_{s}=(s \downarrow U)$ is also an open category. If a morphism $\phi: U \rightarrow V$ induces an isomorphism $U_{s} \rightarrow V_{\phi(s)}$ for each $s \in U$, then $\phi$ is called a local isomorphism. The goal of this chapter is proving Theorem 4.4.1 where we will see that a local isomorphism induces an étale morphism $\mathbf{A}(U) \rightarrow \mathbf{A}(V)$ of schemes.

### 4.1 Discrete Conduché fibrations

We will use Appendix A.0.2 as a general reference for the notation in this section. Fix a small category $C$. Then one may extend the category of discrete fibrations $\operatorname{Fib}(C)$ to the larger category $\operatorname{CFib}(C)$ of discrete Conduché fibrations as follows:

Definition 4.1.1 ( $[$ Joh99 ). A discrete Conduché fibration over $C$ (abbreviated Conduché fibration) is a small category $(U, p)$ over $C$ satisfying the following axiom.
(*) Unique factorization lift: For every arrow $h: t \rightarrow s$ in $U$ and factorization $p(t) \xrightarrow{f_{1}} c \xrightarrow{f_{2}} p(s)$ of $p(h)$, there exists a unique factorization $t \xrightarrow{h_{1}} u \xrightarrow{h_{2}} s$ of $h$ such that $p\left(h_{1}\right)=f_{1}$ and $p\left(h_{2}\right)=f_{2}$.

In particular, for every object $s \in U$ and arrow $f: c \rightarrow p(s)$, there exists at most one lifting $h: t \rightarrow s$ of $f$ along $s$. We define the category $\operatorname{CFib}(C)$ as the full subcategory of (Cat $\downarrow C$ ) consisting of Conduché fibrations over $C$.

It follows from uniqueness of lifts that $\operatorname{Fib}(C)$ is a full subcategory of $\operatorname{CFib}(C)$ via the forgetful functor $T: \operatorname{Fib}(C) \rightarrow \operatorname{CFib}(C)$. This defines a functor $\mathbb{T}=T \circ I$ : $\operatorname{Pre}(C) \rightarrow \operatorname{CFib}(C)$. For each Conduché fibration $(U, p)$, consider the diagram $H_{U}=Y_{C} \circ p: U \rightarrow \operatorname{Pre}(C)$. For ease of notation, $C^{s}$ will denote the representable functor $C(-, p(s))$ for each $s \in U$. We define the functor $\mathbb{L}: \operatorname{CFib}(C) \rightarrow \operatorname{Pre}(C)$ by $\mathbb{L}(U)=\lim H_{U}$, which as a colimit comes equipped with associated morphisms $\zeta_{U}^{s}: C^{s} \rightarrow \overrightarrow{\mathbb{L}(U)}$ for each $s \in U$. A morphism $\phi: U \rightarrow V$ of Conduché fibrations induces a natural transformation of diagrams $H_{\phi}: H_{U} \rightarrow H_{V} \phi$, hence a unique natural transformation $\mathbb{L}(\phi): \mathbb{L}(U) \rightarrow \mathbb{L}(V)$ satisfying $\mathbb{L}(\phi) \circ \zeta_{U}^{s}=\zeta_{V}^{\phi(s)}$ for all $s \in U$. This fully defines the functor $\mathbb{L}: \operatorname{CFib}(C) \rightarrow \operatorname{Pre}(C)$.

Proposition 4.1.2. The pair $(\mathbb{L}, \mathbb{T})$ forms an adjunction $\mathbb{L}: \operatorname{CFib}(C) \leftrightarrows \operatorname{Pre}(C)$ : $\mathbb{T}$. Thus $\mathbb{L}$ preserves all colimits, and $\mathbb{T}$ preserves all limits.

Proof. Let $(U, p)$ be a Conduché fibration, and $M$ a presheaf. We define the unit $\eta_{U}: U \rightarrow \mathbb{T L}(U)$ of the adjunction by $\eta_{U}(s)=\left(p(s), \zeta_{U}^{s}\left(\operatorname{id}_{p(s)}\right)\right)$. The morphisms $\zeta_{M}^{s}: C^{s} \rightarrow M$ for each element $s \in M(c)$ induces a unique isomorphism $\epsilon_{M}: \mathbb{L} \mathbb{T}(M) \rightarrow M$ such that $\epsilon_{M} \circ \zeta_{\mathbb{L} \mathbb{T}(M)}^{(c, s)}=\zeta_{M}^{s}$, which defines the counit. It is straight-forward to check that these natural transformations creates an adjoint pair $(\mathbb{L}, \mathbb{T})$.

Let $(U, p)$ be a Conduché fibration, and let $s \in U$. Consider the comma category $U_{s}=(s \downarrow U)$, and the forgetful functor $\gamma(s): U_{s} \rightarrow U$ defined on objects by $(t, f: s \rightarrow t) \mapsto t$. The composition $p_{s}: U_{s} \xrightarrow{\gamma(s)} U \xrightarrow{p} C$ makes $\left(U_{s}, p_{s}\right)$ a category over $C$. Any morphism $\phi: U \rightarrow V$ of Conduché fibrations induces a functor $\phi_{s}: U_{s} \rightarrow V_{\phi(s)}$ defined by $(t, f) \mapsto(\phi(t), \phi(f))$. We say that $\phi$ is a local isomorphism if $\phi_{s}$ is an isomorphism for all $s \in U$. If $M$ is a presheaf, we will denote $\mathbb{T}(M)_{(c, s)}$ by $M_{s}$ for any $c \in C$ and $s \in M(c)$. We will occasionally denote objects $(t, f)$ of $U_{s}$ by $s \xrightarrow{f} t$.
Proposition 4.1.3. For every $s \in U,\left(U_{s}, p_{s}\right)$ is a Conduché fibration. Moreover, for each $s \in U, \gamma(s): U_{s} \rightarrow U$ is a local isomorphism.

Proof. Let $h:\left(t_{1}, f_{1}\right) \rightarrow\left(t_{2}, f_{2}\right)$ be an arrow in $U_{s}$, and suppose that $p\left(t_{1}\right) \xrightarrow{g_{1}}$ $c \xrightarrow{g_{2}} p\left(t_{2}\right)$ is a factorization of $p(h)$. Since $h: t_{1} \rightarrow t_{2}$ is an arrow in $U$, there is a factorization $t_{1} \xrightarrow{h_{1}} t \xrightarrow{h_{2}} t_{2}$ of $h$ in $U$ such that $p\left(h_{1}\right)=g_{1}$ and $p\left(h_{2}\right)=g_{2}$. But then $\left(t_{1}, f_{1}\right) \xrightarrow{h_{1}}\left(t, h_{1} f_{2}\right) \xrightarrow{h_{2}}\left(t_{2}, f_{2}\right)$ is a factorization of $h:\left(t_{1}, f_{1}\right) \rightarrow\left(t_{2}, f_{2}\right)$ with $p_{s}\left(h_{1}\right)=g_{1}$ and $p_{s}\left(h_{2}\right)=g_{2}$. Thus $U_{s}$ satisfies the unique factorization lift axiom.

Next we will now show that $\gamma(s): U_{s} \rightarrow U$ is a local isomorphism. So pick an object $(t, f: s \rightarrow t)$ in $U_{s}$, and consider the induced morphism $(\gamma(s))_{(t, f)}$ : $\left(U_{s}\right)_{(t, f)} \rightarrow U_{t}$. This morphism sends an object $((u, g: s \rightarrow u), h:(t, f) \rightarrow(u, g))$ to $(u, h: t \rightarrow s)$. We will define an inverse morphism $\gamma^{\prime}: U_{t} \rightarrow\left(U_{s}\right)_{(t, f)}$ as follows. On objects, let $(u, h) \mapsto((u, h f), h:(t, f) \rightarrow(u, h f))$. An arrow $g$ : $(u, h) \rightarrow\left(u^{\prime}, h^{\prime}\right)$ in $U_{t}$ may also be considered as an arrow $g:(u, h f) \rightarrow\left(u^{\prime}, h^{\prime} f\right)$ in $U_{s}$, and hence defines an arrow $g: \gamma^{\prime}((u, h)) \rightarrow \gamma^{\prime}\left(\left(u^{\prime}, h^{\prime}\right)\right)$. This clearly defines a functor, and is an inverse of $(\gamma(s))_{(t, f)}$.

If $U$ is a Conduché fibration, then any arrow $f: s \rightarrow t$ in $U$ induces a natural morphism $U_{f}: U_{t} \rightarrow U_{s}$, given on objects by $(t, g) \mapsto(s, g f)$. By Proposition 4.1.3 such morphisms are always local isomorphisms. Note that a morphism $\phi: U \rightarrow V$ is a local isomorphism if and only if $\phi_{s}: U_{s} \rightarrow V_{\phi(s)}$ is bijective on objects for every $s \in U$; if $\phi_{s}$ is bijective, an inverse functor is uniquely determined by the unique factorization lift axiom.
Definition 4.1.4. Let $\phi: U \rightarrow V$ and $\psi: W \rightarrow V$ be a pair of morphisms of Conduché fibrations. We define the fibered product $U \times_{V} W$ as a category over $C$
as the strict pullback of categories $U \times_{V} W$ equipped with the induced projection map $p=p_{U} \times p_{V}: U \times_{V} W \rightarrow C$. The objects of $U \times_{V} W$ are pairs $(s, t)$ where $s \in U, t \in W$ and $\phi(s)=\psi(t)$. An arrow $\left(s^{\prime}, t^{\prime}\right) \rightarrow(s, t)$ is a pair of arrows $f: s^{\prime} \rightarrow s, g: t^{\prime} \rightarrow t$ such that $\phi(f)=\psi(g)$, or equivalently $p_{U}(f)=p_{W}(g)$ by uniqueness of lifts.

The following lemma is easily verified.
Lemma 4.1.5. $U \times_{V} W$ is a Conduché fibration over $C$, and equipped with the projection morphisms $\pi_{1}: U \times_{V} W \rightarrow U$ and $\pi_{2}: U \times_{V} W \rightarrow W$ it is a fibered product in $\mathrm{CFib}(C)$.

Lemma 4.1.6. Let $\phi: U \rightarrow V$ be a morphism of Conduché fibrations. Then,
a) The functor $\phi$ is faithful;
b) If $W \subseteq V$ is a full Conduché subfibration, the inverse image $\phi^{-1}(W)$ consisting of objects $\phi^{-1}(\mathrm{ob} W)$ and arrows $\phi^{-1}(\operatorname{Hom}(W))$ is a full Conduché subfibration of $U$;
c) If $W \subseteq V$ is a full Conduché subfibration, there is an isomorphism $\phi^{-1}(W) \rightarrow W \times_{V} U$, such that the diagram

commutes;
d) If $\phi$ is a local isomorphism, and $\psi: W \rightarrow V$ is any morphism, then $\pi_{2}: U \times_{V} W \rightarrow W$ is a local isomorphism;
e) If $\phi: U \rightarrow V$ is a local isomorphism, then $\phi$ is a full and faithful functor.

Proof. a) Suppose that $h_{1}, h_{2}: t \rightarrow s$ are two arrows of $U$ such that $\phi\left(h_{1}\right)=$ $\phi\left(h_{2}\right)$. Then in particular $p_{U}\left(h_{1}\right)=p_{U}\left(h_{2}\right)$, which implies that $h_{1}=h_{2}$ by uniqueness of lifts.
b) Clearly, $\phi^{-1}(W)$ forms a subcategory of $U$. So we only need to verify the existence of factorization lifts. Let $h: t \rightarrow s$ be an arrow in $\phi^{-1}(W)$, and suppose that $p(s) \xrightarrow{f} c \xrightarrow{g} p(t)$ is a factorization of $p(h)$. This factorization lifts to a factorization $t \rightarrow u \rightarrow s$ in $U$, which maps to a factorization lift $\phi(s) \rightarrow \phi(u) \rightarrow \phi(t)$ in $V$. Since $W$ is a full Conduché subfibration, this unique lifting exists in $W$, hence the factorization $t \rightarrow u \rightarrow s$ exists in $\phi^{-1}(W)$.
c) We define the morphism $\phi^{-1}(W) \rightarrow W \times_{V} U$ by $s \mapsto(\phi(s), s)$ on objects, and $f \mapsto(\phi(f), f)$ on arrows. This is clearly a morphism of Conduché fibrations making (4.1) commute, and $\pi_{2}: W \times_{V} U \rightarrow U$ produces an inverse morphism by restricting the codomain to $\phi^{-1}(W)$.
d) Let $\psi: W \rightarrow V$ be any morphism, and consider the projection $\pi_{2}: U \times_{V}$ $W \rightarrow W$. Let $(s, t)$ be an object of $U \times_{V} W$, and consider the induced morphism $\left(\pi_{2}\right)_{(s, t)}:\left(U \times_{V} W\right)_{(s, t)} \rightarrow W_{t}$. Since $\phi_{s}: U_{s} \rightarrow V_{\phi(s)}$ is an isomorphism, we may define an inverse $\tau: W_{t} \rightarrow\left(U \times_{V} W\right)_{(s, t)}$ as follows. For any object $\left(t^{\prime}, f\right)$ of $W_{t}$, the object $\left(\psi\left(t^{\prime}\right), \psi(f)\right)$ in $V_{\psi(t)}$ lifts to a unique object $\left(s^{\prime}, g\right)$ in $U_{s}$ via $\psi_{s}$. Thus we define $\tau\left(\left(t^{\prime}, f\right)\right)$ to be $\left(\left(s^{\prime}, t^{\prime}\right),(g, f)\right)$. Let $h:\left(t^{\prime}, f\right) \rightarrow\left(t^{\prime \prime}, f^{\prime}\right)$ be an arrow in $W_{t}$, i.e. an arrow $h: t^{\prime} \rightarrow t^{\prime \prime}$ such that $h f=f^{\prime}$. Then $\left(\psi\left(t^{\prime \prime}\right), \psi(h)\right)$ in $V_{\psi\left(t^{\prime}\right)}$ lifts to a unique object $\left(s^{\prime \prime}, h^{\prime}\right)$ in $U_{s^{\prime}}$ via $\psi_{s^{\prime}}$. Let $\left(s^{\prime \prime}, g^{\prime}\right)$ be the unique lifting of $\left(\psi\left(t^{\prime \prime}\right), f^{\prime}\right)$ in $U_{s}$, and define $\tau(h)$ to be the arrow $\left(h^{\prime}, h\right):\left(\left(s^{\prime}, t^{\prime}\right),(g, f)\right) \rightarrow\left(\left(s^{\prime \prime}, t^{\prime \prime}\right),\left(g^{\prime}, f^{\prime}\right)\right)$. Uniqueness of lifts in $U$ makes $\tau$ functorial, and it is clearly an inverse to $\left(\pi_{2}\right)_{(s, t)}$.
e) $\phi$ is full by the definition of a local isomorphism, and faithful by a).

### 4.1.1 Perimeter

Lemma 4.1.7. Let $(U, p)$ be a Conduché fibration. Then the unit transformation $\eta_{U}: U \rightarrow \mathbb{T L}(U)$ is injective and a local isomorphism. In particular, $\eta_{U}$ makes $U$ a full subcategory of $\mathbb{T L}(U)$ by Lemma 4.1.6 e).

Proof. Note first that for any object $s \in \mathbb{T}(U)$, there exists by construction of the colimit an arrow $s \xrightarrow{f} t$ in $\mathbb{T L}(U)$ for some $t$ in the image of $\eta_{U}$. Suppose that $s_{0}, s_{1} \in U$ are two objects with $\eta_{U}\left(s_{0}\right)=\eta_{U}\left(s_{1}\right)$. We will show that $s_{0}=s_{1}$. Define $c=p\left(s_{0}\right)=p\left(s_{1}\right)$. Then by construction of the colimit, there exists a zig-zag diagram $s_{0}=t_{0} \xrightarrow{f_{0}} t_{1} \stackrel{f_{1}}{\leftarrow} \ldots \stackrel{f_{r-1}}{\leftarrow} t_{r}=s_{1}$ for some collection of objects $t_{i} \in U$, arrows $f_{i}$ in $U$, and elements $h_{i} \in C^{t_{i}}(c)$ such that $h_{0}=h_{r}=\mathrm{id}_{c}$ and the induced zig-zag diagram of representable functors $C^{s_{0}} \rightarrow C^{t_{1}} \leftarrow C^{t_{2}} \rightarrow \ldots \rightarrow C^{t_{r-1}} \leftarrow C^{s_{1}}$ maps the elements $h_{i}$ compatibly to each other. If $r=1$, then there exists an arrow $f_{0}: s_{0} \rightarrow s_{1}$, which must be the identity arrow since it is the unique lifting of $\mathrm{id}_{c}$. Proceeding inductively, assume that $r \geq 2$. Consider the diagram $C^{s_{0}} \rightarrow C^{t_{1}} \leftarrow C^{t_{2}}$. Here $\operatorname{id}_{c} \in C^{s_{0}}(c)$ maps to $p\left(f_{0}\right)=h_{1}$, and $h_{2} \in C^{t_{2}}(c)$ maps to $p\left(f_{1}\right) h_{2}=h_{1}$. Hence $p\left(f_{1}\right) h_{2}=p\left(f_{0}\right)$, which is a factorization of $p\left(f_{0}\right)$. Thus there exists a unique factorization $s_{0} \xrightarrow{g_{1}} t_{2} \xrightarrow{g_{2}} t_{1}$ of $f_{0}$ such that $p\left(g_{1}\right)=h_{2}$ and $p\left(g_{2}\right)=p\left(f_{1}\right)$. In particular, the arrow $g_{1}: s_{0} \rightarrow t_{2}$ induces a morphism $C^{s_{0}} \rightarrow C^{t_{2}}$ mapping id ${ }_{c}$ to $h_{2}$. We may now shorten the zig-zag diagram of length $r$ to one of length $r-1$. By induction, we conclude that $s_{0}=s_{1}$ and that $\eta_{U}$ is injective on objects. By Lemma 4.1.6 a), $\eta_{U}$ is faithful, so we may consider $U$ as a subcategory of $\mathbb{T L}(U)$.

Next, suppose that $h: s_{0} \rightarrow s_{1}$ is any arrow in $\mathbb{T L}(U)$ for some pair of objects $s_{0}, s_{1} \in U$. Write $f=p(h): c^{\prime} \rightarrow c, t_{0}=\zeta_{U}^{s_{0}}\left(\mathrm{id}_{c^{\prime}}\right)$ and $t_{1}=\zeta_{U}^{s_{1}}\left(\mathrm{id}_{c}\right)$. Then $\mathbb{L}(U)(f)\left(t_{1}\right)=t_{0}$, which means that $\zeta_{U}^{s_{1}}(f)=t_{0}$, where $f$ is considered an object of $C^{s_{1}}\left(c^{\prime}\right)$. Like before, this means that there exists a zig-zag diagram $s_{0}=t_{0} \xrightarrow{f_{0}} t_{1} \stackrel{f_{1}}{\leftarrow} \ldots \stackrel{f_{r-1}}{\leftarrow} t_{r}=s_{1}$ and elements $h_{i} \in C^{t_{i}}\left(c^{\prime}\right)$ such that $h_{0}=\mathrm{id}_{c^{\prime}}$, $h_{r}=f$ and the elements $h_{i}$ are compatibly sent to each other in the induced zig-zag diagram $C^{s_{0}} \rightarrow C^{t_{1}} \leftarrow C^{t_{2}} \rightarrow \ldots \rightarrow C^{t_{r-1}} \leftarrow C^{s_{1}}$. By the previous argument, we may iteratively reduce the length of such a zig-zag diagram to one
on the form $s_{0} \xrightarrow{g} s_{1}$ such that the morphism $C^{s_{0}} \rightarrow C^{s_{1}}$ maps id $_{c^{\prime}}$ to $f$. This means in particular that $p(g)=f$, which implies that $g=h$ by uniquenss of lifts. Thus $\eta_{U}$ is a full functor, and $U$ is a full subcategory of $\mathbb{T L}(U)$.

Let now $s \in U$, and consider the induced morphism $\left(\eta_{U}\right)_{s}: U_{s} \rightarrow \mathbb{T L}(U)_{s}$. Suppose that $(t, f)$ and $\left(t^{\prime}, g\right)$ is a pair of objects of $U_{s}$ mapping to the same object in $\mathbb{T L}(U)_{s}$. Then in particular, $t=t^{\prime}$ since $\eta_{U}$ is injective on objects. But $p(f)=p(g)$, so by uniqueness of lifts we must have $f=g$. Hence $\left(\eta_{U}\right)_{s}$ is injective. Conversely, let $(t, f)$ be any object of $\mathbb{T}(U)_{s}$. Then there exists an object $s^{\prime}$ in $U$ and an arrow $t \xrightarrow{g} s^{\prime}$ in $\mathbb{T L}(U)$. The composition $s \xrightarrow{g f} s^{\prime}$ exists in $U$ since it is a full subcategory. In $\mathbb{T L}(U)$, the factorization $s \xrightarrow{f} t \xrightarrow{g} s^{\prime}$ is the unique lifting of the factorization $p(s) \xrightarrow{p(f)} p(t) \xrightarrow{p(g)} p\left(s^{\prime}\right)$. But there is also such a factorization lifting in $U$, which must be identical to $s \xrightarrow{f} t \xrightarrow{g} s^{\prime}$ by uniqueness. So the arrow $s \xrightarrow{f} t$ exists in $U$, and therefore as an object in $U_{s}$. Hence $\left(\eta_{U}\right)_{s}$ is surjective, and therefore bijective. It follows that $\left(\eta_{U}\right)_{s}$ is an isomorphism.

Definition 4.1.8. Let $U$ be a full Conduché subfibration of a discrete fibration $M$ such that the inclusion $U \rightarrow M$ is a local isomorphism. Then we define the complement of $U$ in $M$, denoted $M \backslash U$, to be the full subcategory $M$ consisting of objects ob $M \backslash$ ob $U$, equipped with the projection morphism $M \backslash U \rightarrow C$ induced by that of $M$.

Lemma 4.1.9. The the complement $M \backslash U$ is a discrete fibration.

Proof. We must show that for every arrow $f: c^{\prime} \rightarrow c$ in $C$ and object $s \in M \backslash U$, there exists a lifting $h: t \rightarrow s$ of $f$ along $s$ with $t \in M \backslash U$. Given such an arrow $f$ and object $s$ over $c$, there certainly exists such a lifting $h: t \rightarrow s$ in $M$. Assume for contradiction that $t \in U$. Since the induced morphism $U_{t} \rightarrow M_{t}$ is an isomorphism, there exist an object $t \xrightarrow{g} s^{\prime}$ in $U_{t}$ mapping to the object $t \xrightarrow{h} s$ in $M_{t}$. This implies that $s^{\prime}=s$, a contradiction, so we conclude that $t \in M \backslash U$.

Lemma 4.1.7 and Lemma 4.1.9 allows us to make the following definition.
Definition 4.1.10. We define the perimeter of $U$, denoted $U^{\partial}$, as the discrete subfibration $\mathbb{T L}(U) \backslash U$ of $\mathbb{T L}(U)$.

Complementary to Lemma 4.1.9, the lemma below shows that the set of injective local isomorphism $U \rightarrow M$ from a Conduché fibration $U$ to a discrete fibration $M$ is in one-to-one correspondence with complements $M \backslash N$ of discrete subfibrations $N$.

Lemma 4.1.11. Let $M$ be a discrete fibration, and $N \subseteq M$ a discrete subfibration. Then the full subcategory of $M$ with objects $M \backslash N$ is a Conduché subfibration of $M$ such that the inclusion $M \backslash N \rightarrow M$ is a local isomorphism.

Proof. First we show that $M \backslash N$ is a Conduché fibration. Let $f: s \rightarrow t$ be an arrow of $M \backslash N$, and suppose that $p(s) \rightarrow c \rightarrow p(t)$ is a factorization of $p(f)$. Since $M$ is a discrete fibration, there exists a unique lifting $s \xrightarrow{g} s^{\prime} \xrightarrow{h} t$ of this factorization in $M$. Assume that $s^{\prime} \in N$. Then $s \xrightarrow{g} s^{\prime}$ is the unique lifting of $p(g)$ in $N$. This means that $s \in N$, which is impossible. Hence $s^{\prime} \in M \backslash N$, which shows that $M \backslash N$ is a Conduché fibration. Next we show that the inclusion $\phi: M \backslash N \rightarrow M$ is a local isomorphism. Let $s \in M \backslash N$, and consider the local morphism $\phi_{s}:(M \backslash N)_{s} \rightarrow M_{s}$. This is an isomorphism if and only if $t \in M \backslash N$ for every object $(s, f: s \rightarrow t)$ in $M_{s}$. But if $t \in N$ for any such object, then $f: s \rightarrow t$ is the unique lifting of $p(f)$ in $N$. This means that $s \in N$, which is impossible. We conclude that $\phi$ is a local isomorphism.

### 4.2 Open categories over $\mathcal{P}$

Definition 4.2.1. We will now consider Conduché fibrations $p: U \rightarrow \mathcal{P}$ satisfying $(*)$ : for all $s \in U, \operatorname{Aut}_{U}(s)=\left\{\operatorname{id}_{s}\right\}$. We will call open categories over $\mathcal{P}$ (abbreviated open categories). Recall that the category of discrete fibrations satisfying (*) is equivalent to $\operatorname{Pre}^{(*)}(\mathcal{P})$ Definition 2.2.1. We note that if $U \rightarrow V$ is a morphism of Conduché fibrations where $V$ satisfies ( $*$ ), then $U$ also satisfies (*).

Definition 4.2.2. Let $U$ be an open category. For any face $s \in U$, we let $|s|$ denote the object $p(s) \in \mathcal{P}$. We define the dimension $\operatorname{dim}(s)$ of a face $s \in U$ to be $\operatorname{dim}(|s|)$, and the dimension of $U$ to be the supremum of the dimensions of its faces, and -1 if $U$ is empty. For any non-negative integer $\mathbf{n}$, let the $\mathbf{n}$-truncation $U^{\mathbf{n}}$ denote the full subcategory of $U$ consisting of all maximally $\mathbf{n}$-dimensional faces of $U$. It is clear that this is an open category, and that $\mathbb{T L}(U)^{\mathbf{n}} \cap U=U^{\mathbf{n}}$ as full open subcategories of $\mathbb{T L}(U)$. If $s, t$ is a pair of faces in $U$, and $f:|s| \rightarrow|t|$ is an arrow in $\mathcal{P}$ which lifts to an arrow $s \rightarrow t$ in $U$, we will denote this arrow by $f$ as well.

Definition 4.2.3. Let $U$ be an open category, and consider the morphisms $\mathbb{T}\left(\zeta_{U}^{s}\right)$ : $\mathbb{T}\left(\Delta^{s}\right) \rightarrow \mathbb{T}(U)$ for faces $s \in U$. We define the open polytope $\Delta_{U}^{s}$ as the preimage $\mathbb{T}\left(\zeta_{U}^{s}\right)^{-1}(U) \subseteq \mathbb{T}\left(\Delta^{s}\right)$. Then $\mathbb{T}\left(\zeta_{U}^{s}\right)$ restricts to a morphism $\xi_{U}^{s}: \Delta_{U}^{s} \rightarrow U$ which is natural in $U$. If $s \in U$ is of dimension $\mathbf{n}$, we will denote the $(\mathbf{n}-1)$-truncation $\left(\Delta_{U}^{s}\right)^{\mathbf{n}-1}$ by $\partial \Delta_{U}^{s}$.

We note the following. The induced morphism $\mathbb{L}\left(\Delta_{U}^{s}\right) \rightarrow \mathbb{L}\left(\Delta^{s}\right)$ is an isomorphism, which follows from the fact that $\xi_{U}^{s}$ preserves terminal objects. The morphisms $\zeta_{\mathbb{L}(U)}^{s}: \Delta^{s} \rightarrow \mathbb{L}(U)$ for faces $s \in U^{\partial}$ factors through $\mathbb{L}\left(U^{\partial}\right)$, so $\mathbb{T}\left(\zeta_{\mathbb{L}(U)}^{s}\right)^{-1}(U)$ is the empty-category.
Lemma 4.2.4. Let $U$ be an open category, and s a face of $U$ corresponding to the morphism $\zeta_{U}^{s}: \Delta^{s} \rightarrow \mathbb{L}(U)$. Then $\left(\Delta_{U}^{s}\right)^{\partial}=\mathbb{T}\left(\zeta_{U}^{s}\right)^{-1}\left(U^{\partial}\right)$ as full open subcategories of $\mathbb{T}\left(\Delta^{s}\right)$.

Proof. By our observation above, $\mathbb{L}\left(\Delta_{U}^{s}\right)$ is isomorphic to $\Delta^{s}$, so we may consider
$\left(\Delta_{U}^{s}\right)^{\partial}$ as the full open subcategory $\mathbb{T}\left(\zeta_{U}^{s}\right)^{-1}(U)^{\partial}$ of $\mathbb{T}\left(\Delta^{s}\right)$. For faces $t \in \mathbb{T}\left(\Delta^{s}\right)$, we have

$$
t \in \mathbb{T}\left(\zeta_{U}^{s}\right)^{-1}(U)^{\partial} \Leftrightarrow \mathbb{T}\left(\zeta_{U}^{s}\right)(t) \notin U \Leftrightarrow \mathbb{T}\left(\zeta_{U}^{s}\right)(t) \in U^{\partial} \Leftrightarrow t \in \mathbb{T}\left(\zeta_{U}^{s}\right)^{-1}\left(U^{\partial}\right) .
$$

Hence $\left(\Delta_{U}^{s}\right)^{\partial}$ and $\mathbb{T}\left(\zeta_{U}^{s}\right)^{-1}\left(U^{\partial}\right)$ consists of the same objects. It remains to show that $\mathbb{T}\left(\zeta_{U}^{s}\right)^{-1}\left(U^{\partial}\right)$ is a full subcategory of $\mathbb{T}\left(\Delta^{s}\right)$. However, this immediately follows from the fact that $U^{\partial}$ is a full subcategory of $\mathbb{T L}(U)$.

Definition 4.2.5. Let $U$ an open category. For each $\mathbf{n}$, we have a natural inclusion $\iota_{U}: U^{\mathbf{n}-1} \rightarrow U$. If $\phi: U \rightarrow V$ is a morphism of open categories, let $\phi^{\prime}: U^{\mathbf{n}-1} \rightarrow V^{\mathbf{n}-1}$ denote the induced morphism of $(\mathbf{n}-1)$-truncations. Define $\Delta_{U}^{\mathrm{n}}$ as the coproduct $\coprod_{s \in J_{U}^{\mathrm{n}}} \Delta_{U}^{s}$, where $J_{U}^{\mathrm{n}}:=U \cap J_{\mathbb{L}(U)}^{\mathrm{n}}$. This is clearly an open category, and let $\alpha_{U}: \Delta_{U} \rightarrow U$ denote the induced morphism. For each $s \in U$, the morphisms $\Delta_{U}^{s} \rightarrow \Delta_{V}^{\phi(s)}$ induces a morphism $\phi^{\Delta}: \Delta_{U} \rightarrow \Delta_{V}$, and we have that $\alpha_{V} \circ \phi^{\Delta}=\phi \circ \alpha_{U}$. This makes $\alpha_{U}$ natural in $U$. We also define $\partial \Delta_{U}^{\mathrm{n}}$ as the $(\mathbf{n}-1)$-truncation $\left(\Delta_{U}^{\mathbf{n}}\right)^{\mathbf{n}-1}=\coprod_{s \in J_{U}^{\mathbf{n}}} \partial \Delta_{U}^{s}$.
Remark 4.2.6. While $U^{\mathbf{n}-1}=U \cap \mathbb{T L}(U)^{\mathbf{n}-1}$ as full open subcategories of $U$, it is generally not the case that the induced morphism $\mathbb{L}\left(U^{\mathbf{n}-1}\right) \rightarrow \mathbb{L}(U)^{\mathbf{n}-1}$ is an isomorphism. Informally speaking, $U^{\mathbf{n}-1}$ loses track of the perimeter of the facets of $U$. In general, this morphism is neither injective nor surjective.

Lemma 4.2.7. If $\phi: U \rightarrow V$ is a local isomorphism, then the morphism $\tau_{\mathbf{n}}=$ $\alpha_{U} \times_{V^{\mathbf{n}}} \phi^{\Delta}: \Delta_{U}^{\mathbf{n}} \rightarrow U^{\mathbf{n}} \times{ }_{V^{\mathrm{n}}} \Delta_{V}^{\mathbf{n}}$ is an isomorphism for each integer $\mathbf{n} \geq-1$.

Proof. We will define an inverse map $\mu: U^{\mathbf{n}} \times_{V^{\mathrm{n}}} \Delta_{V}^{\mathrm{n}} \rightarrow \Delta_{U}^{\mathrm{n}}$. Let $(s, f)$ be a face of $U^{\mathrm{n}} \times_{V^{\mathrm{n}}} \Delta_{V}^{\mathrm{n}}$. Then $f$ is contained in a unique open polytope $\Delta_{V}^{v}$ for some $v \in J_{V}^{\mathrm{n}}$. Let $u=\xi_{V}^{v}(f)$, and consider the arrow $f: u \rightarrow v$. Since $\phi(s)=u$, the isomorphism $\phi_{s}: U_{s} \rightarrow V_{u}$ produces a unique arrow $f: s \rightarrow t$ in $U$ such that $\phi(t)=v$. Thus $t$ is $\mathbf{n}$-dimensional. Consider the corresponding morphism $\xi_{U}^{t}: \Delta_{U}^{t} \rightarrow U$. We may consider $f$ as a face of $\Delta_{U}^{t}$, which satisfies $\xi_{U}^{t}(f)=s$. On objects, we define $\mu(s, f)=f$. Uniqueness of $t$ ensures that this is well-defined. Now, let $g:\left(s_{0}, f_{0}\right) \rightarrow\left(s_{1}, f_{1}\right)$ be an arrow in $U^{\mathbf{n}} \times{ }_{V^{\mathbf{n}}} \Delta_{V}^{\mathbf{n}}$. Since $g: f_{0} \rightarrow f_{1}$ is an arrow connecting $f_{0}$ and $f_{1}$, they are contained in the same open polytope $\Delta_{V}^{v}$. Define $u_{i}=\xi_{V}^{v}\left(f_{i}\right)$ for $i=0,1$. Again, since $\phi$ is a local isomorphism, there exists unique liftings $f_{0}: s_{0} \rightarrow t_{0}$ and $f_{1}: s_{1} \rightarrow t_{1}$ in $U$ of $f_{0}: u_{0} \rightarrow v$ and $f_{1}: u_{1} \rightarrow v$ respectively. Since $g: s_{0} \rightarrow s_{1}$ is an arrow, and $f_{0}=f_{1} g$, there is an arrow $f_{0}: s_{0} \rightarrow t_{1}$. By uniqueness, we must have $t_{0}=t_{1}$. Note finally that the arrow $g: f_{0} \rightarrow f_{1}$ in $\Delta^{t_{0}}$ exists in $\Delta_{U}^{t_{0}}$, since as an arrow in $\mathbb{T}\left(\Delta^{t_{0}}\right)$ it maps to the arrow $g: s_{0} \rightarrow s_{1}$ via $\zeta_{U}^{t_{0}}$. Thus on arrows, we define $\mu(g)=g$ as an arrow $f_{1} \rightarrow f_{0}$ in $\Delta_{U}^{t_{0}}$. This is clearly functorial, and defines an inverse of $\tau_{\mathbf{n}}$.

### 4.3 Associated scheme

We say that an open category $U$ is finite if $\mathbb{L}(U)$ is. From here on, all open categories and polyhedral sets will be assumed to be finite.

Definition 4.3.1. Let $(U, p)$ be an open category, and consider the inclusion of the perimeter $U^{\partial} \subseteq \mathbb{T L}(U)$. This induces an inclusion of polyhedral sets $j_{U}: \mathbb{L}\left(U^{\partial}\right) \rightarrow \mathbb{L}(U)$, hence a closed immersion $j_{U}: \mathbf{P}\left(\mathbb{L}\left(U^{\partial}\right)\right) \rightarrow \mathbf{P}(\mathbb{L}(U))$. We define the face scheme $\mathbf{A}(U)$ of $U$ as the complement $\mathbf{P}(\mathbb{L}(U)) \backslash \mathbf{P}\left(\mathbb{L}\left(U^{\partial}\right)\right)$.

Let $\phi: U \rightarrow V$ be a morphism. Then $\phi$ induces a morphism of schemes $\mathbf{P} \mathbb{L}(\phi): \mathbf{P} \mathbb{L}(U) \rightarrow \mathbf{P} \mathbb{L}(V)$. Since $\mathbb{T} \mathbb{L}(\phi)(U) \subseteq V$, we have $\mathbb{T L}(\phi)^{-1}\left(V^{\partial}\right) \subseteq U^{\partial}$. This means that $\mathbb{L}(\phi)^{-1}\left(\mathbb{L}\left(V^{\partial}\right)\right) \subseteq \mathbb{L}\left(U^{\partial}\right)$. Thus by Lemma 3.2.4

$$
\mathbf{P} \mathbb{L}(\phi)^{-1}\left(\mathbf{P}\left(\mathbb{L}\left(V^{\partial}\right)\right)\right)=\mathbf{P}\left(\mathbb{L}(\phi)^{-1} \mathbb{L}\left(V^{\partial}\right)\right) \subseteq \mathbf{P}\left(\mathbb{L}\left(U^{\partial}\right)\right)
$$

so $\mathbf{P} \mathbb{L}(\phi)$ restricts to a morphism $\phi: \mathbf{A}(U) \rightarrow \mathbf{A}(V)$. This defines a functor $\mathbf{A}: \operatorname{CFib}(\mathcal{P})_{f} \rightarrow \mathrm{Sch}_{k}$, associating a scheme to each finite open category. Furthermore, the open immersions $\mathbf{A}(U) \subseteq \mathbf{P}(\mathbb{L}(U))$ defines a natural transformation $\kappa: \mathbf{A} \rightarrow \mathbf{P} \circ \mathbb{L}$. The morphism $\kappa_{U}$ is an isomorphism if and only if $U$ is a discrete fibration, or equivalently, on the form $\mathbb{T}(M)$ for some polyhedral set $M$.

Lemma 4.3.2. Let $U$ be an open category, and let $s$ be a face of $U$. Consider the induced morphism $\zeta_{U}^{s}: \mathbf{P}\left(\Delta^{s}\right) \rightarrow \mathbf{P}(\mathbb{L}(U))$. Then $\mathbf{A}\left(\Delta_{U}^{s}\right)=\left(\zeta_{U}^{s}\right)^{-1}(\mathbf{A}(U))$ as open subschemes of $\mathbf{P}\left(\Delta^{s}\right)$.

Proof. As an open subscheme of $\mathbf{P}\left(\Delta^{s}\right)$, we have that $\mathbf{A}\left(\Delta_{U}^{s}\right)=\mathbf{P}\left(\Delta^{s}\right) \backslash \mathbf{P}\left(\mathbb{L}\left(\left(\Delta_{U}^{s}\right)^{\partial}\right)\right)$. By Lemma 4.2.4 $\mathbf{P}\left(\mathbb{L}\left(\left(\Delta_{U}^{s}\right)^{\partial}\right)\right)=\mathbf{P}\left(\mathbb{L}\left(\mathbb{T}\left(\zeta_{U I}^{s}\right)^{-1}\left(U^{\partial}\right)\right)\right)$, which is equal to the preimage $\mathbf{P}\left(\left(\zeta_{U}^{s}\right)^{-1}\left(\mathbb{L}\left(U^{\partial}\right)\right)\right)$. By Lemma 3.2.4 this is equal to $\left(\zeta_{U}^{s}\right)^{-1}\left(\mathbf{P}\left(\mathbb{L}\left(U^{\partial}\right)\right)\right)$ as closed subsets of $\mathbf{P}\left(\Delta^{s}\right)$. Hence $\mathbf{A}\left(\Delta_{U}^{s}\right)$ is equal to

$$
\mathbf{P}\left(\Delta^{s}\right) \backslash\left(\zeta_{U}^{s}\right)^{-1}\left(\mathbf{P}\left(\mathbb{L}\left(U^{\partial}\right)\right)\right)=\left(\zeta_{U}^{s}\right)^{-1}\left(\mathbf{P}(\mathbb{L}(U)) \backslash \mathbf{P}\left(\mathbb{L}\left(U^{\partial}\right)\right)\right)=\left(\zeta_{U}^{s}\right)^{-1}(\mathbf{A}(U))
$$

Proposition 4.3.3. Let $U$ be an open category, and let $M \subseteq \mathbb{L}(U)$ be an inclusion of polyhedral sets. Then the embedding $U \cap \mathbb{T}(M) \rightarrow \mathbb{T}(M)$ induces an isomorphism $\mathbf{A}(\mathbb{T}(M) \cap U) \rightarrow \mathbf{A}(U) \cap \mathbf{P}(M)$.

Proof. Note first that the induced morphism $\mathbb{L}(U \cap \mathbb{T}(M)) \rightarrow \mathbb{L}(U)$ factors uniquely through $M$ via some morphism $\phi: \mathbb{L}(U \cap \mathbb{T}(M)) \rightarrow M$, so the induced morphism $\mathbf{A}(U \cap \mathbb{T}(M)) \rightarrow \mathbf{A}(U)$ restricts to a morphism $\mathbf{A}(\mathbb{T}(M) \cap U) \rightarrow$ $\mathbf{A}(U) \cap \mathbf{P}(M)$, where $\mathbf{A}(U)$ and $\mathbf{P}(M)$ are considered subschemes of $\mathbf{P}(\mathbb{L}(U))$. We proceed by induction on the dimension $\mathbf{n}$ of $M$, noting that for $M=\underline{\varnothing}$, the statement is trivial. Consider the Milnor squares of schemes


$\mathbf{A}(U) \cap \mathbf{P}(M)$ and $\mathbf{A}(U \cap \mathbb{T}(M))$ are open subsets of $\mathbf{P}(M)$ and $\mathbf{P}(\mathbb{L}(U \cap \mathbb{T}(M)))$ respectively. Note that for any $s \in U^{\partial} \cap \mathbb{T}(M)$, the preimages $\left(\zeta_{\mathbb{T}(M)}^{s}\right)^{-1}(U \cap M)$ are empty. It is also clear that $\Delta_{U \cap \mathbb{T}(M)}^{s}=\Delta_{U}^{s}$ as full open subcategories of $\mathbb{T}\left(\Delta^{s}\right)$ for any $s \in U \cap \mathbb{T}(M)$. Moreover, since $\partial \Delta_{U}^{s}=\partial \Delta^{s} \cap \Delta_{U}^{s}$, the inductive hypothesis ensures that the induced morphism $\mathbf{A}\left(\partial \Delta_{U}^{s}\right) \rightarrow \mathbf{A}\left(\Delta_{U}^{s}\right) \cap \mathbf{P}\left(\partial \Delta^{s}\right)$ is an isomorphism compatible with the induced morphisms to $\mathbf{P}\left(\partial \Delta^{s}\right)$. By Lemma 4.3.2 we have $\mathbf{A}\left(\Delta_{U}^{s}\right)=\left(\zeta_{U}^{s}\right)^{-1}(\mathbf{A}(U))$. Hence by Proposition B.2.1 there are induced pushout squares


The inductive hypothesis yields isomorphisms

$$
\begin{equation*}
\mathbf{A}(U) \cap \mathbf{P}\left(M^{\mathbf{n}-1}\right) \stackrel{ }{\rightrightarrows} \mathbf{A}\left(U \cap \mathbb{T}\left(M^{\mathbf{n}-1}\right)\right) \tag{4.3}
\end{equation*}
$$

and
$\mathbf{A}(U \cap \mathbb{T}(M)) \cap \mathbf{P}\left(\mathbb{L}(U \cap \mathbb{T}(M))^{\mathbf{n}-1}\right) \xrightarrow{\cong} \mathbf{A}\left(U \cap \mathbb{T}(M) \cap \mathbb{T}\left(\mathbb{L}(U \cap \mathbb{T}(M))^{\mathbf{n}-1}\right)\right)$.
These isomorphisms are compatible with the morphisms into $\mathbf{P}\left(M^{n-1}\right)$, hence into $\mathbf{P}(M)$. Recall from Remark 4.2.6 that $U \cap \mathbb{T}(M) \cap \mathbb{L}(U \cap \mathbb{P}(M))^{\mathbf{n - 1}}=$ $(U \cap \mathbb{T}(M))^{\mathbf{n}-1}$, which is isomorphic to $U \cap \mathbb{T}\left(M^{\mathbf{n}-1}\right)$ compatibly into $\mathbb{T}(M)$. This means that the isomorphisms (4.3) and 4.4 composes to an isomorphism

$$
\mathbf{A}(U \cap \mathbb{T}(M)) \cap \mathbf{P}\left(\mathbb{L}(U \cap \mathbb{T}(M))^{\mathbf{n}-1}\right) \stackrel{\cong}{\rightrightarrows} \mathbf{A}(U) \cap \mathbf{P}\left(M^{\mathbf{n}-1}\right)
$$

compatibly into $\mathbf{P}(M)$. Hence $\mathbf{A}(U) \cap \mathbf{P}(M)$ and $\mathbf{A}(U \cap \mathbb{T}(M))$ are pushouts of isomorphic diagrams, inducing a unique isomorphism between them compatible with the morphisms into $\mathbf{P}(M)$.

Proposition 4.3.3 and Proposition B.2.1 permits the following definition.
Definition 4.3.4 (The Milnor square for $\mathbf{A}(U)$ ). Let $U$ be an open category, and $\mathbf{n} \geq-1$ an integer. Then $\mathbf{A}\left(U^{\mathbf{n}-1}\right)=\mathbf{A}\left(U^{\mathbf{n}}\right) \cap \mathbf{P}\left(\mathbb{L}(U)^{\mathbf{n}-1}\right)$ and $\mathbf{A}\left(\partial \Delta_{U}^{\mathrm{n}}\right)=\mathbf{A}\left(\Delta_{U}^{\mathrm{n}}\right) \cap \mathbf{A}\left(\partial \Delta_{\mathbb{L}(U)}^{\mathrm{n}}\right)$ as open subschemes of $\mathbf{P}\left(\mathbb{L}(U)^{\mathbf{n}-1}\right)$ and $\mathbf{P}\left(\partial \Delta_{\mathbb{L}(U)}^{\mathrm{n}}\right)$ respectively. Restricting to $\mathbf{A}\left(U^{\mathbf{n}}\right) \subseteq \mathbf{P}\left(M^{\mathbf{n}}\right)$ in the Milnor square 3.1 for $\mathbf{P}(M)$ of level $\mathbf{n}$ yields a natural pushout square

called the Milnor square for $\mathbf{A}(U)$ of level $\mathbf{n}$.
Lemma 4.3.5. A morphism of open categories $\phi: U \rightarrow V$ is surjective (resp. injective) if and only if $\phi: \mathbf{A}(U) \rightarrow \mathbf{A}(V)$ is surjective (resp. injective).

Proof. We proceed by induction on the dimension $\mathbf{n}$ of $V$. Note that the base case of $V=\varnothing$ is trivial. Consider the Milnor square 4.5 for $\mathbf{A}(V)$ of level $\mathbf{n}$. We may assume that $\mathbf{n} \geq 0$. Assume first that $\phi: U \rightarrow V$ is surjective (resp. injective). Since $\phi^{\prime}: U^{\mathbf{n}-1} \rightarrow V^{\mathbf{n}-1}$ is surjective (resp. injective), the inductive hypothesis implies that $\phi^{\prime}: \mathbf{A}\left(U^{\mathbf{n}-1}\right) \rightarrow \mathbf{A}\left(V^{\mathbf{n}-1}\right)$ is surjective (resp. injective). In the notation of Definition 3.2.3 it remains to show that the restricted morphism $T_{\mathbb{L}(U)}^{\mathrm{n}} \cap \mathbf{A}(U) \rightarrow T_{\mathbb{L}(V)}^{\mathrm{n}} \cap \mathbf{A}(V)$ is surjective (resp. injective). But note that $\mathbb{L}(\phi): \mathbb{L}(U) \rightarrow \mathbb{L}(V)$ is surjective (resp. injective on $\mathbf{n}$-dimensional faces). This means that the induced morphism $T_{\mathbb{L}(U)}^{\mathrm{n}} \rightarrow T_{\mathbb{L}(V)}^{\mathrm{n}}$ is surjective (resp. injective) by Lemma 3.2.4 But $T_{\mathbb{L}(U)}^{\mathbf{n}}=\mathbf{P}(\mathbb{L}(U)) \backslash \mathbf{P}\left(\mathbb{L}(U)^{\mathbf{n}-1}\right)$, and since $U^{\partial} \subseteq \mathbb{L}(U)^{\mathbf{n}-1}$, we have that $T_{\mathbb{L}(U)}^{\mathrm{n}} \subseteq \mathbf{A}(U)$. This shows that $\phi: \mathbf{A}(U) \rightarrow \mathbf{A}(V)$ is surjective (resp. injective). Conversely, assume that $\phi: \mathbf{A}(U) \rightarrow \mathbf{A}(V)$ is surjective (resp. injective). As a function of sets, $\phi$ decomposes as a disjoint union of the pair of surjective (resp. injective) morphisms $\phi^{\prime}: \mathbf{A}\left(U^{\mathbf{n}-1}\right) \rightarrow \mathbf{A}\left(V^{\mathbf{n}-1}\right)$ and $T_{\mathbb{L}(U)}^{\mathrm{n}} \rightarrow T_{\mathbb{L}(V)}^{\mathrm{n}}$. By the inductive hypothesis, $\phi^{\prime}: U^{\mathbf{n}-1} \rightarrow V^{\mathbf{n}-1}$ is surjective (resp. injective). Since $T_{\mathbb{L}(U)}^{\mathrm{n}}$ and $T_{\mathbb{L}(V)}^{\mathrm{n}}$ are disjoint unions of schemes on the form $\mathbf{P}\left(\Delta^{P}\right) \backslash \mathbf{P}\left(\partial \Delta^{P}\right)$, one for each face in $U^{\mathbf{n}}$ and $V^{\mathbf{n}}$ respectively, it follows that the entire morphism $\phi: U \rightarrow V$ is surjective (resp. injective). By induction, we are done.

## 4.4 Étale morphisms

The aim now is to prove the following theorem, which will be done through a series of lemmas.

Theorem 4.4.1. Let $\phi: U \rightarrow V$ be a local isomorphism of open categories. Then $\phi: \mathbf{A}(U) \rightarrow \mathbf{A}(V)$ is étale.
Lemma 4.4.2. Let $\phi: U \rightarrow V$ be a local isomorphism of open categories. Then,
a) $\phi: \mathbf{A}(U) \rightarrow \mathbf{A}(V)$ is flat;
b) for any other morphism $\psi: W \rightarrow V$, the induced morphism

$$
\begin{equation*}
\pi_{1} \times \pi_{2}: \mathbf{A}\left(U \times_{V} W\right) \rightarrow \mathbf{A}(U) \times_{\mathbf{A}(V)} \mathbf{A}(W) \tag{4.6}
\end{equation*}
$$

is an isomorphism.
Proof. Let $V$ be $\mathbf{n}$-dimensional. We will prove a) and b) simultaneously, proceeding by induction on $\mathbf{n}$. Note that the base case of $V=\varnothing$ is trivial, so we may assume that $\mathbf{n} \geq 0$. The Milnor square (4.5) for $\mathbf{A}(V)$ of level $\mathbf{n}$ is induced by the Milnor square (3.1) for $\mathbf{P}(\mathbb{L}(V))$ by restriction to $\mathbf{A}(V)$, and similarly for $\mathbf{A}(U)$. By Proposition B.2.1, 4.5 is locally a Milnor square of rings, hence we may apply Theorem B.1.1 a) to verify flatness of $\phi: \mathbf{A}(U) \rightarrow \mathbf{A}(V)$. Interpreting the conditions of the proposition for schemes, we are required to show the following:

1) the morphisms $\phi^{\Delta}: \mathbf{A}\left(\Delta_{U}^{\mathbf{n}}\right) \rightarrow \mathbf{A}\left(\Delta_{V}^{\mathbf{n}}\right)$ and $\phi^{\prime}: \mathbf{A}\left(U^{\mathbf{n}-1}\right) \rightarrow \mathbf{A}\left(V^{\mathbf{n}-1}\right)$ are flat;
2) the canonical morphisms

$$
\begin{equation*}
\mathbf{A}\left(\partial \Delta_{U}^{\mathbf{n}}\right) \rightarrow \mathbf{A}\left(U^{\mathbf{n}-1}\right) \times_{\mathbf{A}\left(V^{\mathbf{n}-1}\right)} \mathbf{A}\left(\partial \Delta_{V}^{\mathbf{n}}\right) \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{A}\left(\partial \Delta_{U}^{\mathrm{n}}\right) \rightarrow \mathbf{A}\left(\partial \Delta_{V}^{\mathrm{n}}\right) \times_{\mathbf{A}\left(\Delta_{V}^{\mathrm{n}}\right)} \mathbf{A}\left(\Delta_{U}^{\mathrm{n}}\right) \tag{4.8}
\end{equation*}
$$

are isomorphisms.

1) $\phi^{\Delta}: \mathbf{A}\left(\Delta_{U}^{\mathrm{n}}\right) \rightarrow \mathbf{A}\left(\Delta_{V}^{\mathrm{n}}\right)$ is locally on the form $\mathbf{A}\left(\Delta_{U}^{s}\right) \rightarrow \mathbf{A}\left(\Delta_{V}^{\phi(s)}\right)$ for faces $s \in U$. By Lemma 4.3.2 each of these morphisms are open immersions - hence flat. The truncated morphism $\phi^{\prime}: U^{\mathbf{n}-1} \rightarrow V^{\mathbf{n}-1}$ is a local isomorphism since $\phi: U \rightarrow V$ is, so $\phi^{\prime}: \mathbf{A}\left(U^{\mathbf{n}-1}\right) \rightarrow \mathbf{A}\left(V^{\mathbf{n}-1}\right)$ flat by the inductive hypothesis. 2) By the inductive hypothesis, the canonical morphism $\mathbf{A}\left(U^{\mathbf{n - 1}} \times_{V^{\mathbf{n}-1}} \partial \Delta_{V}^{\mathbf{n}}\right) \rightarrow$ $\mathbf{A}\left(U^{\mathbf{n}-1}\right) \times_{\mathbf{A}\left(V^{\mathbf{n}-1}\right)} \mathbf{A}\left(\partial \Delta_{V}^{\mathbf{n}}\right)$ is an isomorphism. But since $\phi: U^{\mathbf{n}} \rightarrow V^{\mathbf{n}}$ is a local isomorphism, Lemma 4.2.7 implies that the induced morphism $\tau_{\mathbf{n}}: \Delta_{U}^{\mathrm{n}} \rightarrow$ $U \times_{V} \Delta_{V}^{\mathbf{n}}$ is an isomorphism. Truncating yields an isomorphism $\tau_{\mathbf{n}}^{\prime}: \partial \Delta_{U}^{\mathbf{n}} \rightarrow$ $U^{\mathbf{n}-1} \times_{V^{\mathbf{n}-1}} \partial \Delta_{V}^{\mathbf{n}}$, thus composing to an isomorphism

$$
\mathbf{A}\left(\partial \Delta_{U}^{\mathbf{n}}\right) \xrightarrow{\mathbf{A}\left(\tau_{\mathbf{n}}^{\prime}\right)} \mathbf{A}\left(U^{\mathbf{n}-1} \times_{V^{\mathbf{n}-1}} \partial \Delta_{V}^{\mathbf{n}}\right) \xrightarrow{\cong} \mathbf{A}\left(U^{\mathbf{n}-1}\right) \times_{\mathbf{A}\left(V^{\mathbf{n}-1}\right)} \mathbf{A}\left(\partial \Delta_{V}^{\mathbf{n}}\right)
$$

which is just 4.7. Locally, 4.8) is on the form $\mathbf{A}\left(\partial \Delta_{U}^{s}\right) \rightarrow \mathbf{A}\left(\partial \Delta_{V}^{\phi(s)}\right) \times_{\mathbf{A}\left(\Delta_{V}^{\phi(s)}\right)}$ $\mathbf{A}\left(\Delta_{U}^{s}\right)$. Since $\mathbf{A}\left(\Delta_{U}^{s}\right) \rightarrow \mathbf{A}\left(\Delta_{V}^{\phi(s)}\right)$ is an open immersion, the fibered product is just the intersection $\mathbf{A}\left(\partial \Delta_{V}^{\phi(s)}\right) \cap \mathbf{A}\left(\Delta_{U}^{s}\right)$ in $\mathbf{A}\left(\Delta_{V}^{\phi(s)}\right)$. By Proposition 4.3.3

$$
\mathbf{A}\left(\partial \Delta_{V}^{\phi(s)}\right)=\mathbf{A}\left(\Delta_{V}^{\phi(s)} \cap \partial \Delta^{\phi(s)}\right)=\mathbf{A}\left(\Delta_{V}^{\phi(s)}\right) \cap \mathbf{P}\left(\partial \Delta^{\phi(s)}\right)
$$

Hence

$$
\mathbf{A}\left(\partial \Delta_{V}^{\phi(s)}\right) \cap \mathbf{A}\left(\Delta_{U}^{s}\right)=\mathbf{P}\left(\partial \Delta^{\phi(s)}\right) \cap \mathbf{A}\left(\Delta_{V}^{\phi(s)}\right) \cap \mathbf{A}\left(\Delta_{U}^{s}\right)=\mathbf{P}\left(\partial \Delta^{s}\right) \cap \mathbf{A}\left(\Delta_{U}^{s}\right)=\mathbf{A}\left(\partial \Delta_{U}^{s}\right)
$$

This means that (4.8) is an isomorphism. We conclude that $\phi$ is flat.
Applying Theorem B.1.1 b) here shows that the canonical morphisms

$$
\begin{align*}
\mathbf{A}\left(U^{\mathbf{n}-1}\right) & \rightarrow \mathbf{A}(U) \times_{\mathbf{A}(V)} \mathbf{A}\left(V^{\mathbf{n}-1}\right)  \tag{4.9}\\
\mathbf{A}\left(\Delta_{U}^{\mathbf{n}}\right) & \rightarrow \mathbf{A}(U) \times_{\mathbf{A}(V)} \mathbf{A}\left(\Delta_{V}^{\mathbf{n}}\right)  \tag{4.10}\\
\mathbf{A}\left(\partial \Delta_{U}^{\mathbf{n}}\right) & \rightarrow \mathbf{A}(U) \times_{\mathbf{A}(V)} \mathbf{A}\left(\partial \Delta_{V}^{\mathbf{n}}\right) \tag{4.11}
\end{align*}
$$

are isomorphisms. Next, let $\psi: W \rightarrow V$ be any morphism. We will show that (4.6) is an isomorphism by induction on the dimension of $W$. However, if $\operatorname{dim} W<\mathbf{n}$, then $\mathbf{A}(W) \rightarrow \mathbf{A}(V)$ factors as $\mathbf{A}(W) \rightarrow \mathbf{A}\left(V^{\mathbf{n}-1}\right) \rightarrow \mathbf{A}(V)$, so by 4.9 and the inductive hypothesis,

$$
\begin{aligned}
\mathbf{A}(U) \times_{\mathbf{A}(V)} \mathbf{A}(W) & \cong \mathbf{A}(U) \times_{\mathbf{A}(V)} \mathbf{A}\left(V^{\mathbf{n}-1}\right) \times_{\mathbf{A}\left(V^{\mathbf{n}-1}\right)} \mathbf{A}(W) \\
& \cong A\left(U^{\mathbf{n}-1}\right) \times_{\mathbf{A}\left(V^{\mathbf{n}-1}\right)} \mathbf{A}(W) \cong A\left(U \times_{V} W\right)
\end{aligned}
$$

The case where $W$ is n-dimensional remains. Applying $\mathbf{A}(U) \times{ }_{\mathbf{A}(V)}(-)$ to the the Milnor square 4.5 for $\mathbf{A}(W)$ yields a diagram


Since $\phi: \mathbf{A}(U) \rightarrow \mathbf{A}(V)$ is flat, this is locally a Milnor square. To show that 4.6 is an isomorphism, we will compare 4.12 with the Milnor square for $\mathbf{A}\left(W \times{ }_{V} U\right)$ of level $\mathbf{n}$ :


We require that the following induced morphisms are isomorphisms:
$\left(^{*}\right) \mathbf{A}\left(\Delta_{U \times_{V} W}^{\mathrm{n}}\right) \rightarrow \mathbf{A}(U) \times_{\mathbf{A}(V)} \mathbf{A}\left(\Delta_{W}^{\mathrm{n}}\right)$,
${ }^{(* *)} \mathbf{A}\left(U^{\mathbf{n}-1} \times_{V_{\mathbf{n}-1}} W^{\mathbf{n}-1}\right) \rightarrow \mathbf{A}(U) \times_{\mathbf{A}(V)} \mathbf{A}\left(W^{\mathbf{n}-1}\right)$, $\left({ }^{* * *}\right) \mathbf{A}\left(\partial \Delta_{U \times_{V} W}^{\mathrm{n}}\right) \rightarrow \mathbf{A}(U) \times_{\mathbf{A}(V)} \mathbf{A}\left(\partial \Delta_{W}^{\mathrm{n}}\right)$.

First, observe that for each face $(s, t) \in U \times_{V} W, \Delta_{U \times{ }_{V} W}^{(s, t)}=\Delta_{U}^{s} \cap \Delta_{W}^{t}$ as subpolytopes of $\Delta^{(s, t)}$. This implies that the canonical morphism $\Delta_{U \times{ }_{V} W}^{(s, t)} \rightarrow$ $\Delta_{U}^{s} \times_{\Delta_{V}^{\psi t}} \Delta_{W}^{t}$ is an isomorphism. Since $\Delta^{s} \times_{\Delta_{V}^{\mathrm{n}}} \Delta_{U}^{t}=\varnothing$ whenever $\phi(s) \neq \psi(t)$, it follows that the canonical morphism $\Delta_{U \times_{V} W}^{\mathrm{n}} \rightarrow \Delta_{U}^{\mathrm{n}} \times_{\Delta_{V}^{\mathrm{n}}} \Delta_{W}^{\mathrm{n}}$ is an isomorphism. By truncation, this yields an isomorphism $\partial \Delta_{U}^{\mathbf{n}} \times \partial \Delta_{V}^{\mathbf{n}} \partial \Delta_{W}^{\mathbf{n}} \xlongequal{\cong} \partial \Delta_{W \times{ }_{V} U}^{\mathbf{n}}$. The
inductive hypothesis and the isomorphisms 4.9) and 4.11) shows that ( $* *$ ) and $(* * *)$ are isomorphisms:

$$
\begin{aligned}
&\left({ }^{* *}\right) \mathbf{A}(U) \times_{\mathbf{A}(V)} \mathbf{A}\left(W^{\mathbf{n}-1}\right) \cong \\
& \cong \mathbf{A}(U) \times_{\mathbf{A}(V)} \mathbf{A}\left(V^{\mathbf{n}-1}\right) \times_{\mathbf{A}\left(V^{\mathbf{n}-1}\right)} \mathbf{A}\left(W^{\mathbf{n}-1}\right) \\
& \cong \mathbf{A}\left(U^{\mathbf{n}-1}\right) \times_{\mathbf{A}\left(V^{\mathbf{n}-1}\right)} \mathbf{A}\left(W^{\mathbf{n}-1}\right) \\
& \cong \\
&(* * *) \mathbf{A}\left(U^{\mathbf{n}-1} \times_{V^{\mathbf{n}-1}} W^{\mathbf{n}-1}\right), \\
& \cong(U) \times_{\mathbf{A}(V)} \mathbf{A}\left(\partial \Delta_{W}^{\mathbf{n}}\right) \\
& \cong \mathbf{A}(U) \times_{\mathbf{A}(V)} \mathbf{A}\left(\partial \Delta_{V}^{\mathbf{n}}\right) \times_{\mathbf{A}\left(\partial \Delta_{V}^{\mathbf{n}}\right)} \mathbf{A}\left(\partial \Delta_{W}^{\mathbf{n}}\right) \\
& \cong \mathbf{A}\left(\partial \Delta_{U}^{\mathbf{n}}\right) \times_{\mathbf{A}\left(\partial \Delta_{V}^{\mathbf{n}}\right)} \mathbf{A}\left(\partial \Delta_{W}^{\mathbf{n}}\right) \\
& \cong \mathbf{A}\left(\partial \Delta_{U}^{\mathbf{n}}\right) \times_{\partial \Delta_{V}^{\mathbf{n}}} \mathbf{A}\left(\partial \Delta_{W}^{\mathbf{n}}\right) \\
& \cong \mathbf{A}\left(\partial \Delta_{U \times_{V} W}^{\mathbf{n}}\right) .
\end{aligned}
$$

Finally, we will show that $(*)$ is an isomorphism. By 4.10, we have

$$
\begin{aligned}
\mathbf{A}(U) \times_{\mathbf{A}(V)} \mathbf{A}\left(\Delta_{W}^{\mathbf{n}}\right) & \xlongequal{\rightrightarrows} \mathbf{A}(U) \times_{\mathbf{A}(V)} \mathbf{A}\left(\Delta_{V}^{\mathbf{n}}\right) \times_{\mathbf{A}\left(\Delta_{V}^{\mathrm{n}}\right)} \mathbf{A}\left(\Delta_{W}^{\mathbf{n}}\right) \\
& \cong \\
& \mathbf{A}\left(\Delta_{U}^{\mathbf{n}}\right) \times_{\mathbf{A}\left(\Delta_{V}^{\mathrm{n}}\right)} \mathbf{A}\left(\Delta_{W}^{\mathbf{n}}\right) .
\end{aligned}
$$

Thus we are require that the canonical morphism $\mathbf{A}\left(\Delta_{U \times_{V} W}^{\mathbf{n}}\right) \rightarrow \mathbf{A}\left(\Delta_{U}^{\mathbf{n}}\right) \times_{\mathbf{A}\left(\Delta_{V}^{\mathrm{n}}\right)}$ $\mathbf{A}\left(\Delta_{W}^{\mathbf{n}}\right)$ is an isomorphism. Since $\mathbf{A}\left(\Delta_{U}^{s}\right) \times_{\mathbf{A}\left(\Delta_{V}^{\mathbf{n}}\right)} \mathbf{A}\left(\Delta_{W}^{t}\right)=\varnothing$ whenever $\phi(s) \neq \psi(t)$, this locally amounts to showing that the morphisms $\mathbf{A}\left(\Delta_{U \times V W}^{(s, t)}\right) \rightarrow$ $\mathbf{A}\left(\Delta_{U}^{s}\right) \times_{\mathbf{A}\left(\Delta_{V}^{\psi t}\right)} \mathbf{A}\left(\Delta_{W}^{t}\right)=\mathbf{A}\left(\Delta_{U}^{s}\right) \cap \mathbf{A}\left(\Delta_{W}^{t}\right)$ are isomorphisms for each face $(s, t) \in U \times_{V} W$, or in other words, that $\mathbf{A}\left(\Delta_{U \times{ }_{V} W}^{(s, t)}\right)=\mathbf{A}\left(\Delta_{U}^{s}\right) \cap \mathbf{A}\left(\Delta_{W}^{t}\right)$ as open subsets of $\mathbf{P}\left(\Delta^{(s, t)}\right)$. This is equivalent to showing that $\mathbf{P}\left(\left(\Delta_{U \times{ }_{V} W}^{(s, t)}\right)^{\partial}\right)=$ $\mathbf{P}\left(\left(\Delta_{U}^{s}\right)^{\partial}\right) \cup \mathbf{P}\left(\left(\Delta_{W}^{t}\right)^{\partial}\right)$. First write $\mathbf{P}\left(\left(\Delta_{U}^{s}\right)^{\partial}\right) \cup \mathbf{P}\left(\left(\Delta_{W}^{t}\right)^{\partial}\right)=\mathbf{P}\left(\left(\Delta_{U}^{s}\right)^{\partial} \cup\left(\Delta_{W}^{t}\right)^{\partial}\right)$. Then observe that $\left(\Delta_{U}^{s}\right)^{\partial} \cup\left(\Delta_{W}^{t}\right)^{\partial}=\Delta^{(s, t)} \backslash\left(\Delta_{U}^{s} \cap \Delta_{W}^{t}\right)$. But $\Delta_{U}^{s} \cap \Delta_{W}^{t}=$ $\Delta_{U \times_{V} W}^{(s, t)}$, so $\left(\Delta_{U}^{s}\right)^{\partial} \cup\left(\Delta_{W}^{t}\right)^{\partial}=\left(\Delta_{U \times_{V} W}^{(s, t)}\right)^{\partial}$. We conclude that $\mathbf{P}\left(\left(\Delta_{U \times{ }_{V} W}^{(s, t}\right)^{\partial}\right)=$ $\mathbf{P}\left(\left(\Delta_{U}^{s}\right)^{\partial}\right) \cup \mathbf{P}\left(\left(\Delta_{W}^{t}\right)^{\partial}\right)$, and that $(*)$ is an isomorphism. This shows that the diagrams 4.12 and 4.13 are isomorphic. We conclude that the canonical morphism $\mathbf{A}\left(U \times_{V} W\right) \rightarrow \mathbf{A}\left(U \times_{V} W\right)$ is an isomorphism. By induction, we are done.

Lemma 4.4.3. Let $\phi: U \rightarrow V$ be a local isomorphism of open categories. Then the diagonal morphism $D: U \rightarrow U \times_{V} U$ is an injective local isomorphism.

Proof. The identity map $U \rightarrow U$ factors as $U \xrightarrow{D} U \times_{V} U \xrightarrow{\mathrm{pr}_{2}} U$, and by Lemma 4.1.6 d), the projection map $\mathrm{pr}_{2}$ is a local isomorphism. It follows that $D$ is a local isomorphism, and it is clearly injective.

Lemma 4.4.4. Let $M$ be a polyhedral set, and let $N \subseteq M$ be a polyhedral subset. Then the complement $\mathbb{T}(M) \backslash \mathbb{T}(N) \subseteq \mathbb{T}(M)$ induces an open immersion $\mathbf{A}(\mathbb{T}(M) \backslash \mathbb{T}(N)) \rightarrow \mathbf{P}(M)$, identifying $\mathbf{A}(\mathbb{T}(M) \backslash \mathbb{T}(N))$ with $\mathbf{P}(M) \backslash \mathbf{P}(N)$.

Proof. Let $M$ be $\mathbf{n}$-dimensional. We proceed by induction on $\mathbf{n}$, noting that the base case of $M=\varnothing$ is trivial. Define $W=\mathbf{P}(M) \backslash \mathbf{P}(N)$. Let $U=$ $\mathbb{T}(M) \backslash \mathbb{T}(N)$, and let $\phi: \bar{U} \rightarrow \mathbb{T}(M)$ denote the inclusion. Consider the induced morphism $\mathbb{T L}(\phi): \mathbb{T L}(U) \rightarrow \mathbb{T}(M)$. Clearly, $\mathbb{T L}(\phi)^{-1}(\mathbb{T}(N)) \subseteq U^{\partial}$, so the morphism $\mathbf{P}(\mathbb{L}(U)) \rightarrow \mathbf{P}(M)$ restricts to a morphism $\mathbf{A}(U) \rightarrow W$. Consider the Milnor square 3.1 of $\mathbf{P}(M)$ of level $\mathbf{n}$, and note that $\mathbf{P}\left(M^{\mathbf{n}-1}\right) \cap W=$ $\mathbf{P}\left(M^{\mathbf{n}-1}\right) \backslash \mathbf{P}\left(N^{\mathbf{n}-1}\right)$. By Proposition B.2.1 c$)$, the following diagram

is a pushout square. We will compare this with the Milnor square 4.5 of $\mathbf{A}(U)$ of level $\mathbf{n}$. We require that the canonical morphisms

$$
\begin{aligned}
& \text { (*) } \mathbf{A}\left(\Delta_{U}\right) \rightarrow \alpha_{M}^{-1}(W) \\
& { }^{(* *)} \mathbf{A}\left(U^{\mathbf{n}-1}\right) \rightarrow \mathbf{P}\left(M^{\mathbf{n}-1}\right) \backslash \mathbf{P}\left(N^{\mathbf{n}-1}\right) \\
& \left({ }^{* * *}\right) \mathbf{A}\left(\partial \Delta_{U}^{\mathbf{n}}\right) \rightarrow \alpha_{M}^{-1}(W) \cap \mathbf{P}\left(\partial \Delta_{M}^{\mathrm{n}}\right)
\end{aligned}
$$

are isomorphisms. First we note that $(* *)$ is an isomorphism by the inductive hypothesis. Next, observe that $\alpha_{M}^{-1}(W)=\mathbf{P}\left(\Delta_{M}^{\mathrm{n}}\right) \backslash \mathbf{P}\left(\alpha_{M}^{-1}(N)\right)$. This means that $\alpha_{M}^{-1}(W) \cap \mathbf{P}\left(\partial \Delta_{M}^{\mathbf{n}}\right)=\mathbf{P}\left(\partial \Delta_{M}^{\mathbf{n}}\right) \backslash \mathbf{P}\left(\alpha_{M}^{-1}(N)^{\mathbf{n}-1}\right)$. Since $M$ is $\mathbf{n}$ dimensional, $U$ is maximally $\mathbf{n}$-dimensional, so the induced morphism $\Delta_{\mathbb{L}(U)}^{\mathrm{n}} \rightarrow$ $\Delta_{M}^{\mathrm{n}}$ is an injection. Clearly, $\Delta_{M}^{\mathbf{n}} \backslash \Delta_{\mathbb{L}(U)}^{\mathrm{n}} \subseteq \alpha_{M}^{-1}(N)$, and it follows immediately that $\Delta_{U}^{\mathrm{n}}=\alpha_{\mathbb{L}(U)}^{-1}(U) \rightarrow \Delta_{M}^{\mathrm{n}} \backslash \alpha_{M}^{-1}(N)$ is an isomorphism. Truncating yields an isomorphism $\partial \Delta_{U}^{\mathbf{n}} \rightarrow \partial \Delta_{M}^{\mathbf{n}} \backslash \alpha_{M}^{-1}(N)^{\mathbf{n}-1}$, so $(* * *)$ is an isomorphism by the inductive hypothesis. It remains to verify that ( $*$ ) is an isomorphism. This amounts to showing that for every $\mathbf{n}$-dimensional face $s \in U$, the morphism $\mathbf{A}\left(\Delta_{U}^{s}\right) \rightarrow \mathbf{P}\left(\Delta^{s}\right) \backslash \mathbf{P}\left(\left(\zeta_{M}^{s}\right)^{-1}(N)\right)$ is an isomorphism. Since $\mathbf{A}\left(\Delta_{U}^{s}\right)=\mathbf{P}\left(\Delta^{s}\right) \backslash \mathbf{P}\left(\left(\Delta_{U}^{s}\right)^{\partial}\right)$, we reduce to showing that $\left(\Delta_{U}^{s}\right)^{\partial} \cong\left(\zeta_{M}^{s}\right)^{-1}(N)$. But note that $\left(\Delta_{U}^{s}\right)^{\partial}=\Delta^{s} \backslash\left(\zeta_{\mathbb{L}(U)}^{s}\right)^{-1}(U)$ and $\left(\zeta_{M}^{s}\right)^{-1}(N)=\Delta^{s} \backslash\left(\zeta_{M}^{s}\right)^{-1}(U)$, and finally observe that $\left(\zeta_{\mathbb{L}(U)}^{s}\right)^{-1}(U)=\left(\zeta_{M}^{s}\right)^{-1}(U)$. We conclude that $(*)$ is an isomorphism. These isomorphisms induces an isomorphism of pushout squares, showing that $\mathbf{A}(U) \rightarrow W$ is an isomorphism. By induction, we are done.

Lemma 4.4.5. Let $\phi: U \rightarrow V$ be an injective local isomorphism. Then $\phi$ : $\mathbf{A}(U) \rightarrow \mathbf{A}(V)$ is an open immersion.

Proof. First note that the composition $U \xrightarrow{\phi} V \xrightarrow{\eta_{V}} \mathbb{T L}(V)$ is an injective local isomorphism by Lemma 4.1.7. By definition, $\eta_{V}: \mathbf{A}(V) \rightarrow \mathbf{P}(\mathbb{L}(V))$ is an open immersion, so we may assume that $V$ is on the form $\mathbb{T}(M)$ for some polyhedral set $M$. By Lemma 4.1.9 the open subcategory $\mathbb{T}(M) \backslash U$ of $\mathbb{T}(M)$ may be identified with $\mathbb{T}(N)$ for some polyhedral subset $N$ of $M$. But $U \cong \mathbb{T}(M) \backslash \mathbb{T}(N)$, so Lemma 4.4.4 implies that $\mathbf{A}(U) \rightarrow \mathbf{P}(M)$ is an open immersion.

Remark 4.4.6. Let $M$ be a polyhedral complex as in Section 2.6 (or more generally a polyhedral poset), and let $s$ be a face of $M$. Then the morphism $M_{s} \rightarrow M$ is injective. Indeed, suppose that $\left(t, f_{1}\right),\left(t, f_{2}\right)$ is a pair of faces of $M_{s}$. Since $\zeta_{M}^{t}: \Delta^{t} \rightarrow M$ is injective, $f_{1}$ must be equal to $f_{2}$. By Proposition 4.1.3 and Lemma 4.4.5 the morphism $\mathbf{A}\left(M_{s}\right) \rightarrow \mathbf{P}(M)$ is an open immersion.

We are now in a position to prove Theorem 4.4.1.
Proof. By Lemma 4.4.2 a), $\phi$ is flat. By Lemma 4.4.3 and Lemma 4.4.5 the morphism $\mathbf{A}(D): \mathbf{A}(U) \rightarrow \mathbf{A}\left(U \times_{V} U\right)$ is an open immersion. By Lemma 4.4.2 b), this is the same as the diagonal morphism $\mathbf{A}(U) \rightarrow \mathbf{A}(U) \times{ }_{\mathbf{A}(V)} \mathbf{A}(U)$. This shows that $\phi$ is unramified as well, hence étale.

Proposition 4.4.7. Let $G$ be a group acting freely on a polyhedral set $M$ via a homomorphism $\rho: G \rightarrow \operatorname{Aut}(M)$, and let $\pi: M \rightarrow M / G$ be the categorical group quotient. Then $\pi$ is a local isomorphism.

Proof. Let $s$ be a face of $M$, and consider the local morphism $\pi_{s}: M_{s} \rightarrow(M / G)_{\bar{s}}$, where $\bar{s}$ is the image of $s$. Suppose that $s \xrightarrow{f} t$ and $s \xrightarrow{f} t^{\prime}$ are two objects of $M_{s}$ mapping to the same object $\bar{s} \xrightarrow{f} \bar{t}$ of $(M / G)_{\bar{s}}$. Then $\overline{t^{\prime}}=\bar{t}$, so there exists an element $g \in G$ such that $\rho(g)(t)=t^{\prime}$. But then $f: s \rightarrow t$ and $f: \rho(g)(s) \rightarrow t$ are two liftings of the same arrow $f$ in $\mathcal{P}$. By uniqueness of lifts, $s=\rho(g)(s)$. Since $G$ acts freely, $g$ is equal to the identity element $e$. This means that $\pi_{s}$ is injective. Next, let $\bar{s} \xrightarrow{f} \bar{t}$ be an object of $(M / G)_{\bar{s}}$, where $\bar{t}$ is the image of some face $t$ of $M$. Let $f: s^{\prime} \rightarrow t$ be the unique lifting of $f$ in $\mathcal{P}$. Then by uniqueness of lifts in $(M / G), \overline{s^{\prime}}=\bar{s}$, so there exists an element $g \in G$ such that $\rho(g)\left(s^{\prime}\right)=s$. Thus the object $s \xrightarrow{f} \rho\left(g^{-1}\right)(t)$ of $M_{s}$ is mapped to $\bar{s} \xrightarrow{f} \bar{t}$ in $(M / G)_{\bar{s}}$, and $\pi_{s}$ is therefore surjective. Thus $\pi_{s}$ is bijective, and therefore an isomorphism.

Propositions 4.1.3 and 4.4.7 and Theorem 4.4.1 immediately yields the following corollaries.

Corollary 4.4.8. Let $U$ be an open category, and $s \in U$ as face of $U$. Then the induced morphism $\mathbf{A}\left(U_{s}\right) \rightarrow \mathbf{A}(U)$ is étale.

Corollary 4.4.9. Let $G$ be a group acting freely on a polyhedral set $M$, and let $\pi: M \rightarrow M / G$ be the categorical group quotient. Then the categorical group quotient $\pi: \mathbf{P}(M) \rightarrow \mathbf{P}(M / G)$ of schemes is étale.

## Chapter 5

## The link of a polyhedral set

In this chapter we will define the link of a unimodular open category, and later more generally of an open category over the category $\mathcal{P}^{\mathrm{sm}}$ of smooth polytopes. The link of an open category $U$ at a face $s$ is denoted $\mathrm{lk}_{U}(s)$, and is generally a unimodular set. This generalizes the ordinary link construction MS05, Definition 1.38] for simplicial complexes. We will further show that there are isomorphisms

$$
\mathbf{A}\left(M_{s}\right) \cong \operatorname{Spec} \Gamma\left(\mathrm{lk}_{M}(s)\right) \times \mathbf{G}_{m}^{\operatorname{dim} s}
$$

which will become useful in Chapter 6 and Chapter 7. In particular, the relation between links $\mathrm{lk}_{M}(s)$ and the local topology of $|M|$ becomes crucial when it comes to the topological characterization of Cohen-Macaulay and Gorenstein properties we shall see in Theorem 6.3.3 and Theorem 6.4.6

### 5.1 The link construction

Let $s$ be a face of an open category $U$ over Fin. Let $n=|s|$, and consider the open category $U_{s}$. Then $U_{s}$ defines a functor $U_{s}:(n \downarrow \text { Fin })^{o p} \rightarrow$ Set as follows: On objects, $(m, f) \mapsto\left\{(t, f) \in U_{s}:|t|=n\right\}$. Let $h:(m, f) \rightarrow(r, g)$ be an arrow in ( $n \downarrow$ Fin). Then $g=h \circ f$ in Fin. For any object $(t, g)$ in $U_{s}(r, g)$, the factorization $n \xrightarrow{f} m \xrightarrow{h} r$ lifts to a unique factorization $s \xrightarrow{f} t^{\prime} \xrightarrow{h} t$ of $g$, and we define $U_{s}(h)$ by $(t, g) \mapsto\left(t^{\prime}, f\right)$. The assignment $U \mapsto U_{s}$ is natural in pairs $(U, s)$. We define a functor $M_{n}:(n \downarrow$ Fin $) \rightarrow$ Fin ${ }_{+}$as follows: On objects, we let $M_{n}(m, f)=[m] \backslash \operatorname{im} f$, which is (uniquely) identified with the ordinal $[m-n-1] \in \operatorname{Fin}_{+}$. If $h:(m, f) \rightarrow(r, g)$ is an arrow, then $M_{n}(h):[m] \backslash \operatorname{im} f \rightarrow[r] \backslash \operatorname{im} g$ is given by the restriction of $h:[m] \rightarrow[r]$, and $\lambda_{M_{n}(h)}: \mathbb{Z}^{[m-n-1]} \rightarrow \mathbf{G}_{m}$ is given by $e_{i} \mapsto \lambda_{h}\left(e_{j}\right)$, where $j \mapsto i$ via $[m] \backslash \operatorname{im} f \rightarrow[m-n-1]$.
Definition 5.1.1. Let $n$ be an object of Fin. We define the link functor lk : $\operatorname{Pre}((n \downarrow \operatorname{Fin})) \rightarrow \operatorname{Pre}\left(\mathrm{Fin}_{+}\right)$as the Yoneda extension of $Y_{\mathrm{Fin}_{+}} \circ M_{n}:(n \downarrow$ Fin $) \rightarrow \operatorname{Pre}\left(\right.$ Fin $\left._{+}\right)$along the Yoneda embedding $Y_{(n \downarrow \text { Fin })}$.


Let $j:$ Fin $\rightarrow$ Fin $_{+}$denote the embedding of categories. For any pair $(U, s)$, we define the link of $s$ in $U$ as the unimodular set $\operatorname{lk}\left(U_{s}\right) \circ j^{\mathrm{op}}:$ Fin $^{\mathrm{op}} \rightarrow$ Set, denoted $\mathrm{lk}_{U}(s)$. This is functorial in pairs $(U, s)$.

For any pair $(U, s)$, we have $\operatorname{lk}_{U}(s)=\underset{\rightarrow}{\lim _{s} \xrightarrow{f} t} \Delta^{M_{|s|}((|t|, f))}$. Note the similarity with the description of $\mathbb{L}\left(U_{s}\right)$ as ${\underset{\longrightarrow}{l i m}}_{s \rightarrow t}^{f} \Delta^{t}$. In fact - as we will see - there is a close connection between the face rings of $\mathrm{lk}_{U}(s)$ and $\mathbb{L}\left(U_{s}\right)$.
Definition 5.1.2. A functor $F: A \rightarrow B$ is fibered in groupoids if

- for every arrow $f: b^{\prime} \rightarrow b$ in $B$ and object $a \in A$ with $F(a)=b$, there exists a lifting $g: a^{\prime} \rightarrow a$ of $f$ in $A$, and
- for every pair of arrows $g: a^{\prime} \rightarrow a, g^{\prime}: a^{\prime \prime} \rightarrow a$ and any arrow $f: F\left(a^{\prime \prime}\right) \rightarrow$ $F\left(a^{\prime}\right)$ such that $F(g) f=F\left(g^{\prime}\right)$, there exist a unique lifting $h: a^{\prime \prime} \rightarrow a^{\prime}$ of $f$ such that $g h=g^{\prime}$.

If $F$ is fibered in groupoids, then the fiber category $F^{-1}(b)$ (consisting of objects $a \in A$ such that $F(a)=b$, and arrows $g: a \rightarrow a^{\prime}$ such that $\left.F(g)=\mathrm{id}_{b}\right)$ is a groupoid for each $b \in B$.
Lemma 5.1.3. For each $n \in$ Fin, the functor $M_{n}:(n \downarrow$ Fin $) \rightarrow$ Fin $_{+}$is fibered in groupoids.

Proof. Let $(m, f) \in(n \downarrow$ Fin $)$, and let $h:[r] \rightarrow M_{n}(m, f)=[m-n-1]$ be an arrow. Let $g:[n] \rightarrow[r+n+1]$ be any arrow, and $h^{\prime}:[r+n+1] \rightarrow[m]$ the unique arrow such that $h^{\prime} g=f$ and such that when restricted to $[r+n+1] \backslash \operatorname{im}(g)$, it agrees with the arrow $[r+n+1] \backslash \operatorname{im}(g) \rightarrow[m] \backslash \operatorname{im}(f)$ induced by $h$. Then $h$ defines an arrow $(r+n+1, g) \rightarrow(m, f)$ such that $M_{n}\left(h^{\prime}\right)=h$. Next, let $g:\left(m^{\prime}, f^{\prime}\right) \rightarrow(m, f)$ and $g^{\prime}:\left(m^{\prime \prime}, f^{\prime \prime}\right) \rightarrow(m, f)$ be a pair arrows, and let $h: M_{n}\left(m^{\prime \prime}, f^{\prime \prime}\right) \rightarrow M_{n}\left(m^{\prime}, f^{\prime}\right)$ be an arrow such that $M_{n}(g) h=M_{n}\left(g^{\prime}\right)$. Via the construction above, there exists a lifting $h^{\prime}:\left(m^{\prime \prime}, f^{\prime \prime}\right) \rightarrow\left(m^{\prime}, f^{\prime}\right)$ of $h$. Moreover, the fact that $\left(g h^{\prime}\right) f^{\prime \prime}=g f^{\prime}=g^{\prime} f^{\prime \prime}$ and $M_{n}\left(g h^{\prime}\right)=M_{n}\left(g^{\prime}\right)$ implies that $g h^{\prime}=g$. This further implies uniqueness, since every arrow in Fin is a monomorphism.

Lemma 5.1.4. Let $U$ be a unimodular open category, and let $s$ be a face of $U$. Then,
a) $\mathrm{lk}_{U}(s)_{n}=\left\{(t, f) \in U_{s}: \operatorname{dim} t=\operatorname{dim} s+n+1\right.$ and $\left.t \in U^{\text {can }}\right\}$ for all $n \in$ Fin, and
b) every arrow in $\mathbb{T}\left(\mathrm{lk}_{U}(s)\right)$ is on the form $(t, f) \xrightarrow{M_{n}(g)}(u, g f)$. Hence $\mathrm{lk}_{U}(s)$ satisfies (*).

Proof. Let $[r]=|s|$. By Lemma 5.1.3 $M_{r}$ is fibered in groupoids. Hence by a similar argument as in Lemma A.0.6 a), $\mathrm{lk}_{U}(s)_{n}=\underset{\longrightarrow}{\lim _{r}(m, f)=[n]} U_{s}(m, f)$, where the colimit is taken over the fiber of $[n]$, i.e. the groupoid of objects $(m, f) \in(r \downarrow$ Fin $)$ such that $M_{r}(m, f)=[n]$. It follows from the condition ( $*$ ) that objects on the form $(t, f)$ where $t \in U^{\text {can }}$ is a choice of representatives for each isomorphism class in this groupoid. Hence a) gives the desired representation of the colimit.
b) Suppose that $(u, g) \in U_{s}\left(m^{\prime}, g\right)$, and let $h:[n] \rightarrow M_{r}\left(m^{\prime}, g\right)$ be any arrow. Then there exists a lifting of $h$ to an arrow $h^{\prime}:(m, f) \rightarrow\left(m^{\prime}, g\right)$ such that $M_{r}\left(h^{\prime}\right)=h$, unique if $f$ is fixated. Here $g=h^{\prime} f$. By definition, $h^{\mathrm{k}_{U}(s)}(u, g)=(t, f)$, where $t \xrightarrow{h^{\prime}} u$ is the unique lifting of $m \xrightarrow{h^{\prime}} m^{\prime}$ in $U$. The requirement that $t$ is a canonical representative fixes $f$, and therefore $h^{\prime}$. This yields the arrow $(t, f) \xrightarrow{M_{n}\left(h^{\prime}\right)}\left(u, h^{\prime} f\right)$ in $\mathbb{T}\left(\mathrm{l}_{U}(s)\right)$, and clearly every arrow arises in this way.

### 5.2 Properties and relations with the face scheme

Lemma 5.2.1. Let $m \in \operatorname{Fin}$, and let $f \in \Delta_{n}^{m}$ be any face. Then $\mathrm{lk}_{\Delta^{m}}(f) \cong$ $\Delta^{M_{n}(m, f)}$.

Proof. This follows immediately from the observation that the open category $\Delta_{f}^{m}$ defines the representable functor $(n \downarrow$ Fin $)(-,(m, f)):(n \downarrow \text { Fin })^{\mathrm{op}} \rightarrow$ Set.

Remark 5.2.2. Let $K$ be a simplicial complex. The ordinary link construction for $K$ at a face $s$ is defined as $\{t \in K: t \cup s \in M$ and $t \cap s=\varnothing\}$. Let $M$ be the polyhedral complex corresponding to $K$. By Remark 4.4.6 the morphism $M_{s} \rightarrow M$ is injective. Moreover, by Lemma 5.1.4 we have $\mathrm{lk}_{M}(s)_{n}=\{t \in$ $\mathbb{T}(M)^{\text {can }}: s \subseteq t$ and $\left.|t|=|s|+n+1\right\}$. Thus the assignment $t \mapsto t \backslash s$ defines an isomorphism between the two versions of links.

Lemma 5.2.3. Let $U$ be an open category over Fin, s a face of $U$, and $(t, f)$ a face of $\mathrm{lk}_{U}(s)$. Then $\mathrm{lk}_{\mathrm{lk}_{U}(s)}(t, f) \cong \mathrm{lk}_{U}(t)$.

Proof. Let $|s|=n$ and $|t|=m$. Consider the functor $F:(m \downarrow$ Fin $) \rightarrow$ $\left(M_{n}(m, f) \downarrow\right.$ Fin) defined as follows. Any object $(r, g)$ of ( $m \downarrow$ Fin) can be considered as an arrow $g:(m, f) \rightarrow(r, g f)$ in ( $n \downarrow$ Fin), thus inducing an arrow $M_{n}(g): M_{n}(m, f) \rightarrow M_{n}(r, g f)$. We define $F(r, g)=\left(M_{n}(r, g f), M_{n}(g)\right)$. Any arrow $h:\left(r_{1}, g_{1}\right) \rightarrow\left(r_{2}, g_{2}\right)$ in ( $m \downarrow$ Fin) can be considered as an arrow $h:\left(r_{1}, g_{1} f\right) \rightarrow\left(r_{2}, g_{2} f\right)$ in $(n \downarrow$ Fin $)$, thus inducing and arrow $M_{n}(h)$ : $M_{n}\left(r_{1}, g_{1} f\right) \rightarrow M_{n}\left(r_{2}, g_{2} f\right)$. Since $M_{n}(h) \circ M_{n}\left(g_{2}\right)=M_{n}\left(g_{1}\right)$, this defines an arrow $F(h): F\left(\overline{r_{1}}, g_{1}\right) \rightarrow F\left(\overline{r_{2}}, g_{2}\right)$. Functoriality of $F$ is clear.

We will now define a natural transformation of functors $\mu: U_{t} \rightarrow \mathrm{k}_{U}(s)_{(t, f)} \circ$ $F$. But first we must unwind some of the definitions. Let $(r, g)$ be an object of $(m \downarrow$ Fin $)$, and let $(u, g) \in U_{t}(r, g)$. Then $(u, g f) \in U_{s}(r, g f)$, and we have an arrow $g:(t, f) \rightarrow(u, g f)$ in $U_{s}$ as an open category. Consider the arrow $g:(m, f) \rightarrow(r, g f)$ in $(m \downarrow$ Fin $)$. By definition, $U_{s}(g)(u, g f)=(t, f)$. Consider the universal transformation $U_{s} \rightarrow \mathrm{lk}\left(U_{s}\right) \circ M_{n}$. By naturality, the diagram

commutes. It follows that $\mathrm{lk}_{U}(s)^{M_{n}(g)}(u, g f)=(t, f)$ as faces of $\mathrm{lk}_{U}(s)$. Hence $(t, f) \xrightarrow{M_{n}(g)}(u, g f)$ is a valid face of $\mathrm{lk}_{U}(s)_{(t, f)}$. In other words, $\left((u, g f), M_{n}(g)\right) \in$ $\mathrm{lk}_{U}(s)_{(t, f)}(F(r, g))$. We define $\mu_{(r, g)}: U_{t}(r, g) \rightarrow \mathrm{lk}_{U}(s)_{(t, f)}(F(r, g))$ by $(u, g) \mapsto$ $\left((u, g f), M_{n}(g)\right)$. To show that $\mu$ is natural, consider an arrow $h:\left(r_{1}, g\right) \rightarrow$ $\left(r_{2}, h g\right)$ in $(m \downarrow$ Fin $)$, and let $(u, h g) \in U_{t}\left(r_{2}, h g\right)$. By definition, $U_{t}(h)(u, h g)$ is equal to a face on the form $(v, g) \in U_{t}\left(r_{1}, g\right)$ such that $t \xrightarrow{g} v \xrightarrow{h} u$ is the unique lifting $m \xrightarrow{g} r_{1} \xrightarrow{h} r_{2}$. It is clear that $F(h)=M_{n}(h):\left((v, g f), M_{n}(g)\right) \rightarrow$ $\left((u, h g f), M_{n}(h g)\right)$ is a valid arrow in $\mathrm{lk}_{U}(s)_{(t, f)}$, and naturality of $\mu$ follows.

Next we show that there is an equality of functors $M_{m}=M_{q} \circ F$, where $q=$ $M_{n}(m, f)$. It is clear that for each object $(r, g), M_{m}(r, g)$ and $M_{q}\left(M_{n}(r, g f), M_{n}(g)\right)$ are equal as ordinals. If $h:(r, g) \rightarrow\left(r^{\prime}, h g\right)$ be an arrow, then $F(h)=M_{n}(h)$, and it is easily seen that $M_{m}(h)=M_{q}\left(M_{n}(h)\right)$.

Consider the universal transformations $\eta_{1}: U_{t} \rightarrow \operatorname{lk}\left(U_{t}\right) \circ M_{m}$ and $\eta_{2}$ : $\mathrm{lk}_{U}(s)_{(t, f)} \rightarrow \mathrm{lk}\left(\mathrm{lk}_{U}(s)_{(t, f)}\right) \circ M_{q}$. By the universal property of $\eta_{1}$, there exists a unique natural transformation $\delta: 1 \mathrm{k}\left(U_{t}\right) \rightarrow \mathrm{lk}\left(\mathrm{lk}_{U}(s)_{(t, f)}\right)$ such that the induced diagram

commutes. This induces a morphism $\phi: \mathrm{lk}_{U}(t) \rightarrow \operatorname{lk}_{\mathrm{lk}_{U}(s)}(t, f)$ such that $\phi(u, g)=\left((u, g f), M_{n}(g)\right)$ for all faces $(u, g)$ of $\mathrm{lk}_{U}(t)$. Now, every face of $\mathrm{lk}_{\mathrm{lk}_{U}(s)}(t, f)$ is on the form $\left((u, g f), M_{n}(g)\right)$. Indeed, suppose that $((u, g), h)$ is a face, for some arrow $g: n \rightarrow r$. Then $h:(t, f) \rightarrow(u, g)$ is an arrow in $\mathbb{T}\left(\mathrm{lk}_{U}(s)\right)$, which by Lemma 5.1.4 b) is on the form $M_{n}\left(g^{\prime}\right):(t, f) \rightarrow\left(u, g^{\prime} f\right)$. Hence $((u, g), h)=\left(\left(u, g^{\prime} f\right), M_{n}\left(g^{\prime}\right)\right)$. It follows that $\phi$ is surjective. Next, suppose that $\phi(u, g)=\phi(v, h)$. Then $\left((u, g f), M_{n}(g)\right)=\left((v, h f), M_{n}(h)\right)$, so $u=v, g f=h f$ and $M_{n}(g)=M_{n}(h)$. Define $f^{\prime}:=g f=h f: n \rightarrow r$. Then $g, h:(m, f) \rightarrow\left(r, f^{\prime}\right)$ are both liftings of $M_{n}(g)=M_{n}(h)$, hence equal by the proof of Lemma 5.1.3 It follows that $\phi$ is injective, and therefore an isomorphism.

Lemma 5.2.4. Let $M, N$ be a pair of unimodular sets, $s \in M$ and $t \in N$. Then $\mathrm{lk}_{M \star N}((s, t)) \cong \mathrm{lk}_{M}(s) \star \mathrm{lk}_{N}(t)$.

Proof. Consider the representation of the links from Lemma 5.1.4 a), and the representation of join from Remark 2.2.7. This allows us to define a morphism $\phi: \mathrm{lk}_{M}(s) \star \mathrm{lk}_{N}(t) \rightarrow \mathrm{lk}_{M \star N}((s, t))$ by $((u, f),(v, g)) \mapsto((u, v), f+g)$, which is well-defined and clearly an isomorphism by Lemma 5.1.3

Lemma 5.2.5. Let $P$ be a polytope, $v \in P$ a vertex, and $f: 0 \rightarrow P$ the associated arrow. Then the closed subsets $V\left(\chi^{(v, 1)}\right)$ and $\mathbf{P}\left(\left(\Delta_{f}^{P}\right)^{\partial}\right)$ of $\mathbf{P}\left(\Delta^{P}\right)$ are equal.

Proof. By Lemma 3.6.1. we have $\mathbf{P}\left(\Delta^{Q}\right)=V\left(\sigma_{Q}\right)=V\left(\chi^{(m, d)} \mid(m, d) \notin \sigma_{Q}\right) \subseteq$ $V\left(\chi^{(v, 1)}\right)$ for all $v \notin Q$, whenever $Q \rightarrow P$ is a face. Hence $\mathbf{P}\left(\left(\Delta_{f}^{P}\right)^{\partial}\right)=$
$\bigcup_{v \notin F} \mathbf{P}\left(\Delta^{F}\right) \subseteq V\left(\chi^{(v, 1)}\right)$. Now suppose that $\chi^{(v, 1)}(p)=0$ for some point $p \in \mathbf{P}\left(\Delta^{P}\right)$. To show the reverse inclusion, we require that $\chi^{(m, d)}(p)=0$ for all $(m, d) \notin \sigma_{F}$ whenever $v \notin F$. Suppose that $(m, d) \in C(P)$ is such a lattice point. Then for each integer $k$, we have $\chi^{(m, d)}(p)^{k}=\chi^{(k m, k d)}(p)$. If it is possible to write $\chi^{(k m, k d)}=\chi^{(v, 1)} \chi^{\left(m^{\prime}, d^{\prime}\right)}$ for some $k>0$ and $\left(m^{\prime}, d^{\prime}\right) \in C(P)$, we are done. In other words, we require that $k m-v \in(k d-1) P \Leftrightarrow\left\langle k m-v, u_{F}\right\rangle \geq-(k d-1) a_{F}$ for all facets $F$. Rewriting the inequality as $d k\left(\left\langle\frac{m}{d}, u_{F}\right\rangle+a_{F}\right) \geq\left\langle v, u_{F}\right\rangle+a_{F}$, one observes that it is obtained for all $F$ such that $\frac{m}{d} \notin F$ for $k$ sufficiently large. On the other hand, if $\frac{m}{d} \in F$, then $v \in F$ as well, so the inequality is automatically satisfied.

For each arrow $g: Q \rightarrow P$, define $\theta_{g}=\prod_{f: 0 \rightarrow Q} \chi^{(g f(0), 1)} \in \Gamma\left(\Delta^{P}\right)$. If $U$ is an open category, and $s$ is a face of $U$, then we define $\theta_{s} \in \Gamma\left(\mathbb{L}\left(U_{s}\right)\right)$ via its restriction to $\theta_{f} \in \Gamma\left(\Delta^{(t, f)}\right)$ for each $(t, f) \in U_{s}$.
Corollary 5.2.6. Let $f: Q \rightarrow P$ be any arrow in $\mathcal{P}$. Then the closed subsets $V\left(\theta_{f}\right)$ and $\mathbf{P}\left(\left(\Delta_{f}^{P}\right)^{\partial}\right)$ of $\mathbf{P}\left(\Delta^{P}\right)$ are equal.

Proof. By Lemma 5.2.5 we have to show that $\left(\Delta_{f}^{P}\right)^{\partial}=\bigcup_{g: 0 \rightarrow Q}\left(\Delta_{f g}^{(P, f)}\right)^{\partial}$, i.e. $\Delta_{f}^{P}=\bigcap_{g: 0 \rightarrow Q} \Delta_{f g}^{P}$. The open subcategory $\Delta_{f}^{P} \subseteq \Delta^{P}$ consists of the arrows $h: R \rightarrow P$ which factors $f: Q \rightarrow P$. For any arrow $g: 0 \rightarrow Q$, an arrow $h: R \rightarrow P$ factoring $f$ also factors $f g$, so $\Delta_{f}^{P} \subseteq \Delta_{f g}^{P}$. For the other direction, suppose that $h: R \rightarrow P$ factors every arrow on the form $f g: 0 \rightarrow P$. Then $R$ must contain every vertex of $Q$, and thus contains $Q$. One can easily produce a factorization $Q \rightarrow R \xrightarrow{h} P$ of $f$.

Proposition 5.2.7. Let $U$ be an open category, and $s$ a face of $U$. Then the open subschemes $\mathbf{A}\left(U_{s}\right)$ and $D_{+}\left(\theta_{s}\right)$ of $\mathbf{P}\left(\mathbb{L}\left(U_{s}\right)\right)$ are equal.

Proof. By Corollary 5.2.6 there is an exact sequence

$$
\begin{equation*}
0 \rightarrow \sqrt{\left(\theta_{f}\right)} \rightarrow \Gamma\left(\Delta^{(t, f)}\right) \rightarrow \Gamma\left(\left(\Delta_{U_{s}}^{(t, f)}\right)^{\partial}\right) \rightarrow 0 \tag{5.1}
\end{equation*}
$$

for each face $(t, f)$ of $U_{s}$. This sequence is moreover natural in $(t, f)$. Now, observe that $\Delta_{U_{s}}^{(t, f)}=\Delta_{f}^{t}$ as open subcategories of $\Delta^{t}$. Indeed, both $\Delta_{f}^{t}$ and $\Delta_{U_{s}}^{(t, f)}$ can be viewed as the subset of $\Delta^{t}$ consisting of arrows $g: R \rightarrow|t|$ which factors $f:|s| \rightarrow|t|$. It follows that $\left(\zeta_{U_{s}}^{(t, f)}\right)^{-1}\left(U_{s}^{\partial}\right)=\left(\Delta_{f}^{t}\right)^{\partial}$. Since colimits in the category of sets commutes with fibered products, there are isomorphisms $\underset{\longrightarrow}{\lim }{ }_{s}^{f}\left(\Delta^{t} \times_{\mathbb{L}\left(U_{s}\right)} U_{s}^{\partial}\right) \xrightarrow{\cong}\left(\lim _{s} \xrightarrow{f}{ }^{\prime} \Delta^{t}\right) \times_{\mathbb{L}\left(U_{s}\right)} U_{s}^{\partial}$. In other words, $\lim _{s \rightarrow t}^{f}\left(\Delta_{f}^{t}\right)^{\partial} \xrightarrow{\cong} U_{s}^{\partial}$. This is a connected colimit, so by Proposition 2.3.3 we have that $\Gamma\left(U_{s}^{\partial}\right) \xrightarrow{\cong} \lim _{\leftrightarrows}^{\leftrightarrows}{ }_{t} \Gamma\left(\left(\Delta_{f}^{t}\right)^{\partial}\right)$. Taking the limit of 5 5.1, one obtains an exact sequence

$$
0 \rightarrow \underset{s \rightarrow t}{\lim _{s}} \sqrt{\left(\theta_{f}\right)} \rightarrow \Gamma\left(\mathbb{L}\left(U_{s}\right)\right) \rightarrow \Gamma\left(U_{s}^{\partial}\right) \rightarrow 0
$$

It is easy to show that $\lim _{\rightleftarrows_{s}}^{\underset{\rightarrow}{f} t} \sqrt{\left(\theta_{f}\right)}=\sqrt{\left(\theta_{s}\right)}$ as ideals of $\Gamma\left(\mathbb{L}\left(U_{s}\right)\right)$, and the result follows from this.

Lemma 5.2.8. Let $U$ be an open category over Fin, and let $s$ be a face of $U$. Then there exists an isomorphism $\operatorname{lk}_{U}(s) \star \Delta^{s} \stackrel{\cong}{\rightrightarrows} \mathbb{L}\left(U_{s}\right)$, which restricts to an isomorphism $\mathrm{lk}_{U}(s) \star \partial \Delta^{s} \xlongequal{\cong} U_{s}^{\partial}$.

Proof. Define $n=|s|$. For each face $(t, f)$ of $U_{s}$, let $a_{f}:\left[M_{n}(|t|, f)\right] \rightarrow[t]$ denote the arrow in Fin ${ }_{+}$corresponding to the inclusion of ordinals $[t] \backslash \operatorname{im} f \rightarrow[t]$. Consider the homeomorphism $\phi_{(t, f)}: I_{\text {Fin }_{+}}\left(M_{n}(|t|, f)\right) \star|s| \rightarrow|t|$ given by

$$
\left(x_{0}, \ldots, x_{M_{n}(|t|, f)}, t, y_{0}, \ldots, y_{n}\right) \mapsto\left(z_{0}, \ldots, z_{|t|}\right)
$$

where $z_{f(i)}=t y_{i}$ for each $i$, and $z_{a_{f}(j)}=(1-t) x_{j}$ for each $j$ (we put $\lambda_{\phi_{(t, f)}}=$ 1). Here we have identified $I_{\text {Fin }_{+}}\left(M_{n}(|t|, f)\right)$ with $\operatorname{Conv}\left(e_{0}, \ldots, e_{n}\right) \subseteq \mathbb{R}^{[n]}$ for simplicity of notation. These maps are evidently natural in faces $(t, f)$, and the corresponding isomorphisms $\psi_{(t, f)}: \Delta^{M_{n}(|t|, f)} \star \Delta^{s} \rightarrow \Delta^{t}$ induces an isomorphism $\mathrm{lk}_{U}(s) \star \Delta^{s} \rightarrow \mathbb{L}\left(U_{s}\right)$ upon taking colimits. By the proof of Proposition 5.2.7 there is an isomorphism $\lim _{s \rightarrow t}\left(\Delta_{f}^{t}\right)^{\partial} \xrightarrow{\cong} U_{s}^{\partial}$, and as observed - $\left(\Delta_{f}^{t}\right)^{\partial}$ can be written as the union $\bigcup_{j=0}^{n} \Delta^{d_{f(j)}}$. Note that the inclusions $\left|\Delta^{d_{f(j)}}\right| \rightarrow\left|\Delta^{t}\right|$ are identified with the restriction of $\phi_{(t, f)}$ to $\left|\Delta^{M_{n}(|t|, f)} \star \Delta^{d_{j}}\right|$. Since $\left|\partial \Delta^{s}\right|=\bigcup_{j=0}^{n}\left|\Delta^{d_{j}}\right|$, this identifies the restriction of $\psi_{(t, f)}$ to $\Delta^{M_{n}(|t|, f)} \star \partial \Delta^{s}$ with the inclusion $\left(\Delta_{f}^{t}\right)^{\partial} \rightarrow \Delta^{t}$. Taking colimits we obtain an isomorphism $\mathrm{lk}_{U}(s) \star \partial \Delta^{s} \rightarrow U_{s}^{\partial}$, which is the restriction of $\phi$.

Corollary 5.2.9. Let $U$ be a unimodular open category, and let $s$ a face of $U$. Then there is a natural isomorphism

$$
\begin{equation*}
\Gamma\left(\mathrm{lk}_{U}(s)\right) \otimes \Gamma\left(\Delta^{s}\right)_{\left(\theta_{\mathrm{id}|s|}\right)} \xlongequal{\cong} \Gamma\left(\mathbb{L}\left(U_{s}\right)\right)_{\left(\theta_{s}\right)} \tag{5.2}
\end{equation*}
$$

inducing an isomorphism

$$
\begin{equation*}
\mathbf{A}\left(U_{s}\right) \rightarrow \operatorname{Spec}\left(\Gamma\left(\operatorname{lk}_{U}(s)\right)\right) \times_{k}\left(\mathbf{G}_{m}\right)^{\operatorname{dim} s} . \tag{5.3}
\end{equation*}
$$

### 5.3 Extension to smooth polytopes

Let $P$ be a polytope, and let $v$ be a vertex of $P$. For each edge $E$ containing $v$, let $w_{E, v}$ denote the first lattice point along $E$ other than $v$. Consider the set of vectors $\left\{w_{E, v}-v\right\}_{v \in E} \in \mathbb{Z}^{\operatorname{dim}(P)}$. If this set forms a $\mathbb{Z}$-basis for $\mathbb{Z}^{\operatorname{dim}(P)}$ for all vertices $v$, then $P$ is called smooth. Let $\mathcal{P}^{\text {sm }}$ denote the full subcategory of $\mathcal{P}$ consisting of smooth polytopes respectively.

Definition 5.3.1. A smooth open category is an open category $U$ over $\mathcal{P}^{\mathrm{sm}}$. Similarly, a polyhedral set $M$ is called smooth if $M_{P}$ is non-empty only for smooth polytopes. Note that $\Delta^{P}$ is smooth if and only if $P$ is smooth. Also note that unimodular sets are smooth.

Remark 5.3.2. We continue with the notation above. Following [CLS11], $C_{v}=$ $\operatorname{Cone}\left(P \cap \mathbb{Z}^{\operatorname{dim}(P)}-v\right)$ is the dual of the maximal cone $\sigma_{v} \in \Sigma_{P}$, and the corresponding affine toric variety $U_{\sigma_{v}}$ is isomorphic to Spec $k\left[C_{v} \cap \mathbb{Z}^{\operatorname{dim}(P)}\right]$. Since $\left\{w_{E, v}-v\right\}_{v \subset E}$ is a $\mathbb{Z}$-basis, the cone $C_{v}$ is generated by the vectors $w_{E, v}-v$, so the assignment $(P, v) \mapsto C_{v}$ is functorial. Moreover, there is a natural isomorphism $k\left[C_{v} \cap \mathbb{Z}^{\operatorname{dim}(P)}\right] \rightarrow \Gamma\left(\Delta^{P}\right)_{\left(\chi^{(v, 1)}\right)}$ given on generators by $\chi^{m} \mapsto \frac{\chi^{(m, 1)}}{\chi^{(v, 1)}}$. Again, since $\left\{w_{E, v}-v\right\}_{v \subset E}$ is a $\mathbb{Z}$-basis, the ring $\Gamma\left(\Delta^{P}\right)_{\left(\chi^{(v, 1)}\right)}$ is a polynomial ring on generators $\frac{\chi^{\left(w_{E, v}, 1\right)}}{\chi^{(v, 1)}}$.

We define a functor $M_{(P, v)}:\left(P \downarrow \mathcal{P}^{\mathrm{sm}}\right) \rightarrow$ Fin $_{+}$as follows: On objects, we let

$$
M_{(P, v)}(Q, f)=\left\{E \subseteq Q \mid E \text { is an edge such that } f_{\mathbb{R}}(v) \subseteq Q \text { and } E \nsubseteq f_{\mathbb{R}}(P)\right\}
$$

Since $Q$ is smooth, $M_{(P, v)}(Q, f)$ has cardinality $\operatorname{dim}(Q)$. We order this set compatibly with the order on $\left\{w_{E, f(v)}-f(v)\right\}_{E \in M_{(P, v)}(Q, f)} \subseteq \mathbb{Z}^{\operatorname{dim}(P)}$ under the the lexicographical order on $\mathbb{Z}^{\operatorname{dim}(Q)}$. Hence $M_{(P, v)}(Q, f)$ can be identified with the ordinal $[\operatorname{dim}(Q)-\operatorname{dim}(P)-1] \in \operatorname{Fin}_{+}$. Any arrow $h:(Q, f) \rightarrow(R, g)$ induces an inclusion of sets $M_{(P, v)}(Q, f) \subseteq M_{(P, v)}(R, g)$, and we define $M_{(P, v)}(h)$ : $[\operatorname{dim}(Q)-\operatorname{dim}(P)-1] \rightarrow[\operatorname{dim}(R)-\operatorname{dim}(P)-1]$ to be the corresponding arrow in Fin $_{+}$, and the character $\lambda_{M_{(P, v)}(h)}: \mathbb{Z}^{M_{(P, v)}(Q, f)} \rightarrow \mathbf{G}_{m}$ is given by $e_{E} \mapsto \lambda_{h}\left(w_{E, f(v)}, 1\right)$. If $P$ is a vertex itself, we will write $M_{0}$ for $M_{(0,0)}$.

Let $s$ be a face of a smooth open category $U$, and let $P=|s|$. Analogous to before, $U_{s}$ defines a functor $U_{s}:\left(P \downarrow \mathcal{P}^{\mathrm{sm}}\right)^{o p} \rightarrow$ Set: On objects $(Q, f) \mapsto$ $\left\{(t, f) \in U_{s}:|t|=Q\right\}$. Let $h:(Q, f) \rightarrow(R, g)$ be an arrow in $\left(P \downarrow \mathcal{P}^{\mathrm{sm}}\right)$. Then $g=h \circ f$ in $\mathcal{P}^{\mathrm{sm}}$. For any object $(t, g)$ in $U_{s}(R, g)$, the factorization $P \xrightarrow{f} Q \xrightarrow{h} R$ lifts to a unique factorization $s \xrightarrow{f} t^{\prime} \xrightarrow{h} t$ of $g$, and we define $U_{s}(h)$ by $(t, g) \mapsto\left(t^{\prime}, f\right)$.
Definition 5.3.3. We define the link functor $\mathrm{lk}^{v}: \operatorname{Pre}\left(\left(P \downarrow \mathcal{P}^{\mathrm{sm}}\right)\right) \rightarrow \operatorname{Pre}\left(\operatorname{Fin}_{+}\right)$ as the Yoneda extension of $Y_{\mathrm{Fin}_{+}} \circ M_{(P, v)}:\left(P \downarrow \mathcal{P}^{\mathrm{sm}}\right) \rightarrow \operatorname{Pre}\left(\mathrm{Fin}_{+}\right)$along the Yoneda embedding $Y_{\left(P \downarrow \mathcal{P}^{\mathrm{sm})}\right.}$. Let $j:$ Fin $\rightarrow$ Fin $_{+}$denote the embedding of categories. For any pair $(U, s)$ and vertex $v \in|s|$, we define the link of $s$ in $U$ as the unimodular set $\mathrm{lk}^{v}\left(U_{s}\right) \circ j^{\mathrm{op}}: \mathrm{Fin}^{\mathrm{op}} \rightarrow$ Set, denoted $\mathrm{lk}_{U}^{v}(s)$. This is functorial in triples $(U, s, v)$.

Continuing with the notation above, consider the homomorphism

$$
\Gamma\left(\Delta^{M_{(P, v)}(Q, f)}\right)=k\left[x_{E} \mid E \in M_{(P, v)}(Q, f)\right] \rightarrow \Gamma\left(\Delta^{Q}\right)
$$

given by $x_{E} \mapsto \chi^{\left(w_{E, f(v)}, 1\right)}$, and the homomorphism $\Gamma\left(\Delta^{P}\right) \rightarrow \Gamma\left(\Delta^{Q}\right)$ given by $\chi^{(m, d)} \mapsto \lambda_{f}(m, d)^{-1} \chi^{A_{f}(m, d)}$. They are both evidently natural in $(Q, f) \in(0 \downarrow$ $\left.\mathcal{P}^{\mathrm{sm}}\right)$, and induce a natural homomorphism

$$
\begin{equation*}
\left(\Gamma\left(\Delta^{M_{(P, v)}(Q, f)}\right) \otimes_{k} \Gamma\left(\Delta^{P}\right)\right)_{\left(1 \otimes \theta_{\left.\mathrm{id}_{P}\right)}\right.} \rightarrow \Gamma\left(\Delta^{Q}\right)_{\left(\theta_{f}\right)} \tag{5.4}
\end{equation*}
$$

This is in fact an isomorphism, which follows from the observation in Remark 5.3.2 (both sides can be viewed as polynomial rings localized at a monomial).

Proposition 5.3.4. Let $U$ be a smooth open category, let s be a face of $U$, and let $v \in|s|$ be a vertex. Then there is a natural isomorphism

$$
\begin{equation*}
\Gamma\left(\mathrm{lk}_{U}^{v}(s)\right) \otimes_{k} \Gamma\left(\Delta^{s}\right)_{\left(\theta_{\mathrm{id}|s|}\right)} \stackrel{\cong}{\leftrightarrows} \Gamma\left(\mathbb{L}\left(U_{s}\right)\right)_{\left(\theta_{s}\right)} \tag{5.5}
\end{equation*}
$$

inducing an isomorphism

$$
\begin{equation*}
\mathbf{A}\left(U_{s}\right) \rightarrow \operatorname{Spec}\left(\Gamma\left(\mathrm{lk}_{U}^{v}(s)\right)\right) \times_{k} \mathbf{G}_{m}^{\operatorname{dim}(s)} \tag{5.6}
\end{equation*}
$$

Proof. Let $(t, g)$ be a face of $U_{s}$. Via 5.4, we have

$$
\begin{equation*}
\Gamma\left(\Delta^{M_{(|s|, v)}(|t|, g)}\right) \otimes_{k} \Gamma\left(\Delta^{s}\right)_{\left(\theta_{\mathrm{id}|s|}\right)} \rightarrow \Gamma\left(\Delta^{t}\right)_{\left(\theta_{g}\right)} \tag{5.7}
\end{equation*}
$$

naturally in $(t, g) \in U_{s}$. Taking the limit on both sides yields the desired injection 5.5.

### 5.4 Links and local topology

Let $M$ be a polyhedral set, and let $p \in|M|$ be any point. Then there is a unique face $s(p)$ of $M$ (such that $|s(p)|$ is a canonical representative) of minimal dimension such that $p \in\left|M^{s(p)}\right|$. We will also write $p$ for the unique point in $\left|\Delta^{s(p)}\right| \backslash\left|\partial \Delta^{s(p)}\right|$ which maps to $p \in|M|$ via $\left|\zeta_{M}^{s(p)}\right|$. For each arrow $f: s(p) \rightarrow t$ in $\mathbb{T}(M)$, we define

$$
B_{f}=\operatorname{int}\left(\epsilon\left(\left|\Delta^{t}\right|-f_{\mathbb{R}}(p)\right)+f_{\mathbb{R}}(p)\right) \subseteq\left|\Delta^{t}\right|(\text { for some fixed } \epsilon<1)
$$

We also define $B_{t}=\bigcup_{f: s(p) \rightarrow t} B_{f}$. If $\epsilon$ is sufficiently small, the open subsets $B_{f}$ are pairwise disjoint. Note that for each factorization $s \xrightarrow{h} u \xrightarrow{g} t$ of $f: s \rightarrow t$, we have

$$
\begin{equation*}
\left|\zeta_{\Delta^{t}}^{g}\right|\left(B_{h}\right)=\operatorname{im}\left|\zeta_{\Delta^{t}}^{g}\right| \cap B_{f} \tag{5.8}
\end{equation*}
$$

Proposition 5.4.1. There exists a contractible open neighbourhood $B_{\epsilon}^{M}(p)$ of $p$ such that
$(*)\left|\zeta_{M}^{t}\right|^{-1}\left(B_{\epsilon}^{M}(p)\right)=B_{t}$ for each face $t$ of $M$.
Proof. Suppose first that $s(p)$ is a facet. Then $\left|\Delta^{s(p)}\right| \backslash\left|\partial \Delta^{s(p)}\right| \rightarrow|M|$ is the inclusion of a cell, and $B_{s(p)}$ defines the required contractible open neighbourhood satisfying $(*)$. We proceed by induction on the dimension $\mathbf{n}$ of $M$. If $\mathbf{n}=0$, then $s(p)$ is necessarily a facet, and we are done. So assume that $\mathbf{n} \geq 1$, and that $s(p)$ is not a facet. By the inductive hypothesis, there exists a neighbourhood $B_{\epsilon}^{M^{\mathbf{n}-1}}(p) \subseteq\left|M^{\mathbf{n}-1}\right|$ of $p$ satisfying $(*)$. Then $\left|\zeta_{M}^{t}\right|^{-1}\left(B_{\epsilon}^{M^{\mathbf{n}-1}}(p)\right)=B_{t}$ for each face $t$ of $M^{\mathbf{n}-1}$. However, if $t$ is an $\mathbf{n}$-dimensional face of $M$, then

$$
\begin{equation*}
\left|\zeta_{M}^{t}\right|^{-1}\left(B_{\epsilon}^{M^{\mathbf{n}-1}}(p)\right)=\bigcup_{\substack{\underline{g} \\ \operatorname{dim} u \leq \mathbf{n}-1}}\left|\zeta_{\Delta^{t}}^{g}\right|\left(B_{u}\right)=\bigcup_{\substack{\underline{g} \\ \operatorname{dim} u \leq \mathbf{n}-1}} \bigcup_{s \xrightarrow{h} u} \operatorname{im}\left|\zeta_{\Delta^{t}}^{g}\right| \cap B_{\epsilon}\left(\left|\zeta_{\Delta^{t}}^{g h}\right|(p)\right) \tag{5.9}
\end{equation*}
$$

by (5.8). Any arrow $g: u \rightarrow t$ factors through some ( $\mathbf{n}-1$ )-dimensional face, so the union 5.9 remains unaffected if we restrict ourselves to those faces $u$ with $\operatorname{dim} u=\mathbf{n}-1$. Since $B_{\epsilon}\left(\left|\zeta_{\Delta^{t}}^{g h}\right|(p)\right)$ does not intersect any $(\mathbf{n}-1)$-dimensional subpolytope of $\left|\Delta^{t}\right|$ other than im $\left|\zeta_{\Delta^{t}}^{g}\right|$, we have for each ( $\mathbf{n}-1$ )-dimensional face $u$ that im $\left|\zeta_{\Delta^{t}}^{g}\right| \cap B_{\epsilon}\left(\left|\zeta_{\Delta^{t}}^{g h}\right|(p)\right)=\left|\partial \Delta^{t}\right| \cap B_{\epsilon}\left(\left|\zeta_{\Delta^{t}}^{g h}\right|(p)\right)$. The arrows $g h: s \rightarrow t$ ranges over all arrows $f: s \rightarrow t$ as $g$ and $h$ varies. In conclusion,

$$
\begin{aligned}
\left|\zeta_{M}^{t}\right|^{-1}\left(B_{\epsilon}^{\left.M^{\mathbf{n - 1}}(p)\right)=}\right. & \bigcup_{\substack{\underline{g} \rightarrow t \\
\operatorname{dim} u=\mathbf{n}-1}} \bigcup_{\substack{h\\
}}\left|\partial \Delta^{t}\right| \cap B_{\epsilon}\left(\left|\zeta_{\Delta^{t}}^{g h}\right|(p)\right) \\
= & \bigcup_{s \xrightarrow{f} t}\left|\partial \Delta^{t}\right| \cap B_{\epsilon}\left(\left|\zeta_{\Delta^{t}}^{g h}\right|(p)\right)=\left|\partial \Delta^{t}\right| \cap B_{t} .
\end{aligned}
$$

Thus we may define $B_{\epsilon}^{M^{\mathbf{n}}}(p)=B_{\epsilon}^{M^{\mathrm{n}-1}}(p) \cup \bigcup_{\operatorname{dim} t=\bar{n}^{\mathbf{n}}} B_{t} \backslash\left|\partial \Delta^{t}\right|$, which satisfies $(*)$. It is an open subset of $|M|$ since each $\left|\zeta_{M}^{t}\right|^{-1}\left(B_{\epsilon}(p)\right)$ is open. A homotopy from $B_{\epsilon}^{M^{\mathrm{n}-1}}(p)$ to $p$ is obtained by letting $\epsilon \rightarrow 0$, so it is also contractible. By induction, we are done.

Lemma 5.4.2. Let $\phi: M \rightarrow N$ be a morphism of polyhedral sets, and let $p \in|M|$. If $\phi_{s(p)}: M_{s(p)} \rightarrow N_{\phi(s(p))}$ is an isomorphism, then $|\phi|:|M| \rightarrow|N|$ restricts to a homeomorphism $B_{\epsilon}^{M}(p) \rightarrow B_{\epsilon}^{N}(|\phi|(p))$.

Proof. Assume first that $s(p)$ is a facet. Since $\phi_{s(p)}$ is an isomorphism, $\phi(s(p))$ is a facet as well. Then it is clear that $B_{s(p)} \rightarrow B_{\phi(s(p))}$ is an isomorphism. It will suffice to show that for each integer $\mathbf{n},|\phi|:\left|M^{\mathbf{n}}\right| \rightarrow\left|N^{\mathbf{n}}\right|$ restricts to such a homeomorphism. We proceed by induction on $\mathbf{n}$, and we may assume that $s(p)$ is not a facet. The case $\mathbf{n}=0$ is therefore already proved, so we may assume that $\mathbf{n} \geq 1$. Since $s(p)$ is a face of $M^{\mathbf{n}-1}, p$ is contained in $\left|M^{\mathbf{n}-1}\right|$. By the inductive hypothesis, $\left|\phi^{\prime}\right|:\left|M^{\mathbf{n}-1}\right| \rightarrow\left|N^{\mathbf{n}-1}\right|$ restricts to a homeomorphism $B_{\epsilon}^{M^{\mathrm{n}-1}}(p) \rightarrow B_{\epsilon}^{N^{\mathrm{n}-1}}(|\phi|(p))$. By construction, we need to show that $|\phi|$ restricts to a bijection

$$
\bigcup_{u \in J_{M}^{\mathrm{n}}} B_{u} \backslash\left|\partial \Delta^{u}\right| \rightarrow \bigcup_{t \in J_{N}^{\mathrm{n}}} B_{t} \backslash\left|\partial \Delta^{t}\right| .
$$

We reduce to showing that $\left|\phi^{\Delta}\right|: \Delta_{M}^{\mathrm{n}} \rightarrow \Delta_{N}^{\mathrm{n}}$ restricts to a bijection $\bigcup_{\phi(u)=t} B_{u} \rightarrow$ $B_{t}$ for each fixed $t \in J_{N}^{\mathrm{n}}$. For each arrow $f: s(p) \rightarrow u$ in $\mathbb{T}(M)$, the open neighbourhood $B_{\epsilon}\left(\left|\zeta_{\Delta^{u}}^{f}\right|(p)\right) \subseteq B_{u}$ maps bijectively to $B_{\epsilon}\left(\left|\zeta_{\Delta^{t}}^{f}\right|(|\phi|(p))\right) \subseteq B_{t}$, where $f: \phi(s(p)) \rightarrow t$ is the induced arrow in $\mathbb{T}(M)$. So we simply require that for each arrow $f: \phi(s(p)) \rightarrow t$ in $\mathbb{T}(N)$, there exists a unique arrow $g: s(p) \rightarrow u$ in $\mathbb{T}(M)$ mapping to $g$. But this is exactly the content of $\phi_{s(p)}$ being a bijection. We conclude that $|\phi|$ restricts to a bijection $B_{\epsilon}^{M}(p) \rightarrow B_{\epsilon}^{N}(|\phi|(p))$. Next, the open sets $B_{\epsilon}^{M}(p)$ for varying $p$ and $\epsilon$ clearly forms a basis for the topology of $|M|$. This implies that $|\phi|$ is an open map, so the restriction of $|\phi|$ is a homeomorphism. By induction, we are done.

Proposition 5.4.3. Let $M$ be a polyhedral set, and let $p: S \rightarrow|M|$ be a covering space. Then there exists a local isomorphism $\pi: N \rightarrow M$ such that $|\pi|=p$.

## 5. The link of a polyhedral set

Proof. By Bre93, Theorem 8.10], $S$ inherits a unique CW complex structure from $|M|$ : For each integer $\mathbf{n} \geq 0$, the characteristic maps $f_{\alpha}: \mathbb{D}^{\mathbf{n}} \rightarrow S$ are exactly those for which $p \circ f_{\alpha}: \mathbb{D}^{\mathbf{n}} \rightarrow|M|$ is a characteristic map of $|M|$. In other words, the characteristic maps $f_{\alpha}: \mathbb{D}^{\mathbf{n}} \rightarrow S$ are the liftings of the characteristic maps $\mathbb{D}^{\mathbf{n}} \rightarrow|M|$, unique upon specification of the image of any point by $f_{\alpha}$. We only have to show that the CW complex structure on $S$ is realized by a polyhedral set $N$, and that $p$ is induced by a morphism $\pi: N \rightarrow M$. For each $P \in \mathcal{P}^{\text {simp }}$, define

$$
N_{P}=\left\{h:\left|\Delta^{P}\right| \rightarrow S: p \circ h=\left|\zeta_{M}^{s}\right|:\left|\Delta^{s}\right| \rightarrow|M| \text { for some } s \in M_{P}\right\}
$$

For each arrow $f: P \rightarrow Q, f^{N}: N_{Q} \rightarrow N_{P}$ is given by $h \mapsto h \circ\left|\zeta_{\Delta Q}^{f}\right|$. This clearly defines a polyhedral set $N$, and the morphism $\pi: N \rightarrow M$ is given by $h \mapsto s$, where $s$ is the face of $M$ such that $p \circ h=\left|\zeta_{M}^{s}\right|$. Consider the CW complex structure on $|N|$ given by the diagram (2.7). By definition, the characteristic maps $f_{\alpha}: \mathbb{D}^{\mathbf{n}} \rightarrow|N|$ are such that $p \circ f_{\alpha}$ is a characteristic map of $|M|$. By construction of $N$, these are all the liftings of the characteristic maps of $|M|$. Thus $|N|$ and $S$ are canonically identified in such a way that for each face $h$ of $N$, we have $\left|\zeta_{N}^{h}\right|=h$. Now, $\pi \circ \zeta_{N}^{h}=\zeta_{M}^{\pi(h)}$ for every face $h$ of $N$, so $|\pi| \circ h=\left|\zeta_{M}^{\pi(h)}\right|=p \circ h$. Since the characteristic maps are jointly surjective, it follows that $|\pi|=p$. Next, let $h \in N_{P}$, and consider the local morphism $\pi_{h}: N_{h} \rightarrow M_{\pi(h)}$. We will show that $\pi_{h}$ is bijective. Let $f: P \rightarrow Q$ be any arrow in $\mathcal{P}^{\text {simp }}$ and suppose that $\left(h_{1}, f\right)$ and $\left(h_{2}, f\right)$ is a pair of faces of $N_{h}$ mapping to the same face $(t, f)$ of $M_{\pi(h)}$. We need to show that $h_{1}=h_{2}$. Since $t=\pi\left(h_{1}\right)=\pi\left(h_{2}\right)$, we have $|\pi| \circ h_{1}=\left|\zeta_{M}^{t}\right|=|\pi| \circ h_{2}$. This means that $h_{1}$ and $h_{2}$ are both liftings of $\left|\zeta_{M}^{t}\right|$, hence uniquely specified by a point in their image. But $h_{1} \circ\left|\zeta_{\Delta_{Q}}^{f}\right|=h=h_{2} \circ\left|\zeta_{\Delta_{Q}}^{f}\right|$, and thus share a point of specification. We conclude that $h_{1}=h_{2}$, and that $\pi_{h}$ is injective. Suppose now that $(t, f)$ is any face of $M_{\pi(h)}$ for some arrow $f: P \rightarrow Q$, and consider the lifting $h^{\prime}:\left|\Delta^{Q}\right| \rightarrow S$ of $\left|\zeta_{M}^{t}\right|$ specified by the image of a point in the image of $\left|\zeta_{\Delta Q}^{f}\right|:\left|\Delta^{P}\right| \rightarrow\left|\Delta^{Q}\right|$. Then $h$ and $h^{\prime} \circ\left|\zeta_{\Delta Q}^{f}\right|$ are both liftings of $\left|\zeta_{M}^{\pi(h)}\right|$ sharing a point of specification, hence equal. This means that the induced face $\left(h^{\prime}, f\right)$ of $N_{h}$ maps to $(h, f)$, which implies that that $\pi_{h}$ is surjective.

Lemma 5.4.2 and Proposition 5.4.3 yields the following result.
Corollary 5.4.4. A morphism $\phi: M \rightarrow N$ of polyhedral sets is a local isomorphism if and only if $|\phi|:|M| \rightarrow|N|$ is a covering space, and all covering spaces of $|N|$ are obtained in this way.

Lemma 5.4.5. Let $M$ be a unimodular set, let $p \in|M|$ be a point, and define $n=\operatorname{dim}(s(p))$. Then $H_{i}(|M|,|M| \backslash p) \cong \widetilde{H}_{i-n-1}\left(\mathrm{lk}_{M}(s(p))\right)$ for each integer $i$.

Proof. Since $H_{i}(|M|,|M| \backslash p) \cong H_{i}\left(B_{\epsilon}^{M}(p), B_{\epsilon}^{M}(p) \backslash p\right)$, we may replace $M$ with $\mathbb{L}\left(M_{s(p)}\right)$ by Lemma 5.4.2 and hence with $\mathrm{lk}_{M}(s) \star \Delta^{s(p)}$ by Lemma 5.2.8 Thus we have reduced to showing the following claim: If $M$ is on the form $N \star \Delta^{s(p)}$, and $s(p)=\left(\varnothing, \operatorname{id}_{n}\right)$, then $H_{i}(|M|,|M| \backslash p) \cong \widetilde{H}_{i-n-1}(|N|)$ for all
i. Since $|M| \cong|N| \star\left|\Delta^{s(p)}\right|$ is contractible, we may equivalently prove that $\widetilde{H}_{i}(|M| \backslash p) \cong \widetilde{H}_{i-n}(|N|)$ for all $i$. Here $p \in|N| \star\left|\Delta^{s(p)}\right|$ corresponds to an interior point $q$ of $\left|\Delta^{s(p)}\right| \cong \mathbb{D}^{n}$, where $\mathbb{D}^{n}$ is the $n$-disc. It is easy to see that there is a homotopy equivalence between $|N| \star\left|\Delta^{n}\right| \backslash p$ and $|N| \star \mathbb{S}^{n-1}$. But $|N| \star \mathbb{S}^{n-1}$ is isomorphic to the $n$-fold suspension $\Sigma^{n}|N|$, so

$$
\widetilde{H}_{i}(|M| \backslash p) \cong \widetilde{H}_{i}\left(\Sigma^{n}(|N|)\right)=\widetilde{H}_{i-n}(|N|)
$$

## Chapter 6

## Cohen-Macaulay and Gorenstein properties

This chapter will be concerned with the following objectives: First, for unimodular sets $M$, we will give a complete classification of those $M$ for which $\Gamma(M)$ is CohenMacaulay Theorem 6.3.3 and Gorenstein Theorem 6.4.6 respectively. Second, we will use the degenerations via subdivisions from Section 2.9 to show that the dualizing sheaf of $\mathbf{P}(M)$ (for a polyhedral set $M$ ) satisfies $\omega_{M}^{\otimes 2} \cong \mathcal{O}_{M}$ (resp. $\omega_{M} \cong \mathcal{O}_{M}$ ) if and only if $|M|$ is a homology manifold (resp. orientable homology manifold). The general argument is that these properties are stable in proper families, hence it suffices to show it for the degenerate case of simplicial manifolds. That uses the general idea of [BE91, Theorem 6.1], where the corresponding result regarding simplicial complexes is shown.

A Noetherian graded ring $A$ of dimension $n$ is Cohen-Macaulay if and only if $\underline{H}_{m}^{i}(A)=0$ for all integers $i<n$, where $m=A_{+}$. See GW78 or Eis05 for a reference on graded local cohomology. Naturally, the first step will be to compute the graded local cohomology groups of the face ring $\Gamma(M)$. Second, we will generalize a theorem of Eisenbud[BE91, Theorem 6.1], and show that the dualizing sheaf of $\mathbf{P}(M)$ (for a smooth polyhedral set $M$ ) satisfies $\omega_{M}^{\otimes 2} \cong \mathcal{O}_{M}$ (resp. $\omega_{M} \cong \mathcal{O}_{M}$ ) whenever $|M|$ is a homology manifold (resp. orientable homology manifold).

Let $M$ be a polyhedral set, and let $m=\Gamma(M)_{+}$. Recall that if $\mathcal{F}$ is a sheaf of $\mathcal{O}_{M}$-modules, then $\Gamma_{*}(\mathcal{F})=\bigoplus_{n \in \mathbb{Z}} \Gamma(M, \mathcal{F}(n))$. Let $R$ be a graded $\Gamma(M)$-module. Then there is an exact sequence

$$
\begin{equation*}
0 \rightarrow \underline{H}_{m}^{0}(R) \rightarrow M \rightarrow \Gamma_{*}(\widetilde{R}) \rightarrow \underline{H}_{m}^{1}(R) \rightarrow 0 \tag{6.1}
\end{equation*}
$$

and graded isomorphisms

$$
\begin{equation*}
\bigoplus_{d \in \mathbb{Z}} H^{i}(M, \widetilde{R}(d)) \cong \underline{H}_{m}^{i+1}(R) \tag{6.2}
\end{equation*}
$$

relating the local cohomology groups of the module $M$ with the cohomology of the twisting sheaves $\widetilde{R}(d)$. The requirement given in GW78, Chapter 5] (called $\sharp$ ) is that $\Gamma(M)_{0}=k$ and that there exists an integer $n_{0}>0$ such that the Veronesian subring $\Gamma(M)^{[n]}$ is generated in degree 1 for all $n \geq n_{0}$. This is the case here since the homomorphism $\Gamma(M) \rightarrow \Gamma_{*}\left(\mathcal{O}_{M}\right)$ is an isomorphism in positive degrees Proposition 3.6.3), and $\mathcal{O}_{M}(1)$ is an ample invertible sheaf (Proposition 3.2.2). The computation of $\underline{H}_{m}^{i}(\Gamma(M))$ when $M$ is unimodular therefore consists of computing the cohomology groups $H^{i}\left(M, \mathcal{O}_{M}(d)\right)$ for integers $d$ and $i \geq 0$. We have already computed some cases: $H^{i}\left(M, \mathcal{O}_{M}\right) \cong H^{i}(M ; k)$ for $d=0$ Theorem 3.4.1, and $H^{i}\left(M, \mathcal{O}_{M}(d)\right)=0$ for $i>0$ and $d>0$ Lemma 3.6.5.

The remaining case is $d<0$. This is harder, and will involve a more technical approach using étale cohomology. The computation involves a variant of the étale Čech complex called the alternating étale Čech complex.

### 6.1 The alternating Étale Cech complex

We will use Tam94 as a general reference for étale cohomology and Čech cohomology. We will briefly outline the notation and definitions involved (with minor notational deviations). For each étale morphism $f: V \rightarrow X$, the global sections functor $\Gamma_{V}: \operatorname{Pre}\left(X_{\text {ét }}\right) \rightarrow \mathrm{Ab}$ is defined by $F \mapsto F(V) . \Gamma_{V}$ has a left adjoint $f_{!}: \mathrm{Ab} \rightarrow \operatorname{Pre}\left(X_{\text {ét }}\right)$, defined by $f_{!} A(W)=\bigoplus_{\phi \in \operatorname{Hom}(W, V)} A$. Since $\left(f_{!}, \Gamma_{U}\right)$ is an adjoint pair, there are natural isomorphisms $\operatorname{Hom}\left(f_{!} \mathbb{Z}, F\right) \xrightarrow{\cong}$ $\operatorname{Hom}\left(\mathbb{Z}, \Gamma_{V}(F)\right)=F(V)$ for presheaves $F$ on $X_{\text {ét }}$. Let $\underline{\mathbb{Z}}$ denote the constant presheaf of $\mathbb{Z}$. Then the trace map $\operatorname{Tr}_{f}: f_{!} \mathbb{Z} \rightarrow \underline{\mathbb{Z}}$ is defined as the map adjoint to $\mathbb{Z} \xrightarrow{\text { id }} \mathbb{Z}$. For each $W \rightarrow X$ in $X_{\text {ét }}, \operatorname{Tr}_{f}(W): \bigoplus_{\phi \in \operatorname{Hom}(W, V)} \mathbb{Z} \rightarrow \mathbb{Z}$ is given by summing each element of the direct sum. Let $\operatorname{Shv}\left(X_{\text {ett }}\right)$ denote the category of sheaves on the étale site $X_{\text {ét }}$. By sheafification, the induced functor $f_{!}: \mathrm{Ab} \rightarrow$ $\operatorname{Shv}\left(X_{\text {ét }}\right)$ is left adjoint to the global sections functor $\Gamma_{V}: \operatorname{Shv}\left(X_{\text {ét }}\right) \rightarrow \mathrm{Ab}$. The right derived functors $R^{p} \Gamma_{X}: \operatorname{Shv}\left(X_{\text {ét }}\right) \rightarrow \mathrm{Ab}$ defines the étale cohomology groups $R^{p} \Gamma_{X}(F)=H_{\text {ett }}^{p}(X, F)$ of $F$ for each integer $p \geq 0$. The Leray spectral sequence associated with the inclusion of sites $\epsilon: X_{\text {Zar }} \rightarrow X_{\text {ét }}$ relates the étale cohomology of $F$ with the Zariski-cohomology of $F$ (Tam94, p.86]):

$$
\begin{equation*}
E_{2}^{p q}=H_{\mathrm{Zar}}^{p}\left(X, R^{q} \epsilon^{s}(F)\right) \Rightarrow H_{\mathrm{et}}^{p+q}(X, F) . \tag{6.3}
\end{equation*}
$$

Here $\epsilon^{s}: \operatorname{Shv}\left(X_{\text {ét }}\right) \rightarrow \operatorname{Shv}\left(X_{\text {Zar }}\right)$ is given by $\left(\epsilon^{s} F\right)(U)=F(U)$. If $\mathcal{F}$ is a quasicoherent sheaf on $X$, then there is an induced étale sheaf $\mathcal{F}_{\text {ét }}$ on $X_{\text {ét }}$ given by $V \mapsto \Gamma\left(V, f^{*} \mathcal{F}\right)$. Note that $\epsilon^{s}\left(\mathcal{F}_{\text {ét }}\right)=\mathcal{F}$. The spectral sequence 6.3 collapses for $F=\mathcal{F}_{\text {ét }}$, inducing isomorphisms

$$
\begin{equation*}
H_{\mathrm{Zar}}^{p}(X, \mathcal{F}) \stackrel{( }{\rightrightarrows} H_{\mathrm{et}}^{p}\left(X, \mathcal{F}_{\text {ét }}\right) \tag{6.4}
\end{equation*}
$$

for every integer $p \geq 0$ (Tam94, p.103]).
et $\mathcal{U}=\left\{U_{i}\right\}_{i \in I}$ be an étale cover of $X$, and let $F$ be a presheaf of abelian groups on $X_{\text {ét. }}$. Define $U=\coprod_{i \in I} U_{i}$, and let $U^{\times p}=U \times_{X} \ldots \times_{X} U$ denote the $p$ fold fibered product over $X$. Let $\mathrm{pr}_{j}: U^{\times(p+1)} \rightarrow U^{\times p}$ denote the projection from the $j$ 'th factor. We denote the fibered product $U_{i_{0}} \times{ }_{X} \ldots \times_{X} U_{i_{p}}$ by $U_{i_{0} \ldots i_{p}}$. Then $U^{\times(p+1)}$ can be written as $\coprod_{\left(i_{0}, \ldots, i_{p}\right) \in I^{p+1}} U_{i_{0} \ldots i_{p}}$, and the projection morphisms $\operatorname{pr}_{j}: U^{\times(p+1)} \rightarrow U^{\times p}$ restricts to projection morphisms $\operatorname{pr}_{j}: U_{i_{0} \ldots i_{p}} \rightarrow U_{i_{0} \ldots \widehat{i_{j}} \ldots i_{p}}$. Consider the presheaf $\mathbb{Z}_{U}:=\bigoplus_{i \in I} f_{!}^{i} \mathbb{Z}$, where $f^{i}: U_{i} \rightarrow X$ are the morphisms associated to the cover $\mathcal{U}$. We define the trace map $\operatorname{Tr}: \mathbb{Z}_{U} \rightarrow \underline{\mathbb{Z}}$ as the sum of the trace maps $\operatorname{Tr}_{f_{i}}: f_{!}^{i} \mathbb{Z} \rightarrow \underline{\mathbb{Z}}$. Then $\operatorname{Tr}$ induces a chain complex

$$
\begin{equation*}
C_{\bullet}: \mathbb{Z}_{U} \leftarrow \mathbb{Z}_{U}^{\otimes 2} \leftarrow \cdots \leftarrow \mathbb{Z}_{U}^{\otimes(p+1)} \leftarrow \cdots \tag{6.5}
\end{equation*}
$$

which is acyclic in positive degrees ( $C \bullet$ can be viewed as the Hochschild complex of $\mathbb{Z}_{U}$, see Wei94 ). Here $C_{p}=\mathbb{Z}_{U}^{\otimes(p+1)}$, and the differentials $d: C_{p+1} \rightarrow C_{p}$ are given on each $V \rightarrow X$ by

$$
e_{i_{0}} \otimes \ldots \otimes e_{i_{p}} \mapsto \sum_{j=0}^{p}(-1)^{j} \operatorname{Tr}(V)\left(e_{j}\right) e_{i_{0}} \otimes \ldots \otimes \widehat{i_{i_{j}}} \otimes \ldots \otimes e_{i_{p}}
$$

locally on basis elements $e_{i}$ of $\mathbb{Z}_{U}(V)$. The natural bijections $\operatorname{Hom}\left(V, U_{i_{0} \ldots i_{p}}\right) \cong$ $\prod_{j=0}^{p} \operatorname{Hom}\left(V, U_{i_{j}}\right)$ induces isomorphisms $\mathbb{Z}_{U}^{\otimes(p+1)} \cong \bigoplus_{\left(i_{0}, \ldots, i_{p}\right) \in I^{p+1}} f_{!}^{i_{1} \ldots i_{p}} \mathbb{Z}$ for each $p$, where each $f^{i_{0} \ldots i_{p}}$ denotes the induced morphism $U_{i_{0} \ldots i_{p}} \rightarrow X$. Hence 6.5) takes the form

$$
C \bullet: \bigoplus_{i \in I} f_{!}^{i} \mathbb{Z} \leftarrow \cdots \leftarrow \bigoplus_{\left(i_{0}, \ldots, i_{p}\right) \in I^{p+1}} f_{!}^{i_{0} \ldots i_{p}} \mathbb{Z} \leftarrow \cdots
$$

By adjointness, there are natural isomorphisms $\operatorname{Hom}\left(f_{!}^{i_{0} \ldots i_{p}} \mathbb{Z}, F\right) \xrightarrow{\cong} F\left(U_{i_{0} \ldots i_{p}}\right)$ for every presheaf $F$. Thus $\operatorname{Hom}\left(C^{\bullet}, F\right)$ is the étale Čech complex associated to $F$.

We refer to Stacks, Tag 0721 for the more refined version of the Čech complex, called the alternating Cech complex. We will outline the construction here. Consider now the Koszul complex associated with the trace map $\operatorname{Tr}: \mathbb{Z}_{U} \rightarrow \underline{\mathbb{Z}}$ :

$$
\begin{equation*}
K_{\bullet}: \Lambda^{1} \mathbb{Z}_{U} \leftarrow \Lambda^{2} \mathbb{Z}_{U} \leftarrow \cdots \leftarrow \Lambda^{p+1} \mathbb{Z}_{U} \leftarrow \cdots \tag{6.6}
\end{equation*}
$$

Here the exterior product $K_{p}=\Lambda^{p+1} \mathbb{Z}_{U}$ is the quotient of $C_{p}=\mathbb{Z}_{U}^{\otimes(p+1)}$ by the subgroup of elements on the form

$$
e_{i_{0}} \otimes \ldots \otimes e_{i_{p}}-\operatorname{sgn}(\sigma) e_{i_{\sigma(0)}} \otimes \ldots \otimes e_{i_{\sigma(p)}}
$$

for permutations $\sigma \in S_{p+1}$. The differential $d^{p}: K_{p} \rightarrow K_{p-1}$ is induced by that of $C_{\bullet}$, and is given on each $V \rightarrow X$ by

$$
e_{i_{0}} \wedge \ldots \wedge e_{i_{p}} \mapsto \sum_{j=0}^{p}(-1)^{j} \operatorname{Tr}(V)\left(e_{j}\right) e_{i_{0}} \wedge \ldots \wedge \widehat{e_{i_{j}}} \wedge \ldots \wedge e_{i_{p}}
$$

For each presheaf $F$, we define $\check{C}_{\text {alt }}(\mathcal{U}, F)=\operatorname{Hom}\left(K_{\bullet}, F\right)$. Define $\check{H}_{\text {alt }}^{0}(\mathcal{U},-)=$ $H^{0}\left(\check{C}_{\text {alt }}^{\bullet}(\mathcal{U},-)\right)$, and note that this is a left-exact functor. Let $\check{H}_{\text {alt }}^{p}(\mathcal{U},-)$ denote the right-derived functors $R^{p} \check{H}_{\mathrm{alt}}^{0}(\mathcal{U},-)$. These are called the alternating Čech cohomology groups associated with $\mathcal{U}$. Let $I$ be an injective object of $\operatorname{Pre}\left(X_{\text {ét }}\right)$. Since $\operatorname{Hom}(-, I)$ is an exact functor and $K_{\bullet}$ is acyclic in positive degrees, the alternating Čech complex $\check{C}_{\text {alt }}^{\bullet}(\mathcal{U}, I)$ is as well. This means that the functors $H^{p}\left(\check{C}_{\text {alt }}^{\bullet}(\mathcal{U},-)\right)$ are effaceable for each $p>0$, so that $\left(H^{p}\left(\check{C}^{\bullet}(\mathcal{U},-)\right)\right)_{p \geq 0}$ defines a universal $\partial$-functor. This means that there are canonical isomorphisms

$$
\begin{equation*}
\check{H}_{\mathrm{alt}}^{p}(\mathcal{U}, F) \stackrel{ }{\leftrightarrows} H^{p}\left(\check{C}_{\mathrm{alt}}^{\bullet}(\mathcal{U}, F)\right) . \tag{6.7}
\end{equation*}
$$

## 6. Cohen-Macaulay and Gorenstein properties

Assume that $\mathcal{U}$ is a separated cover of $X$. Then the induced morphism $f$ : $U \rightarrow X$ is separated, and the diagonal morphism $\Delta: U \rightarrow U \times_{X} U$ is a closed immersion. Since $f$ is étale, it is also an open immersion. We define $W_{1}=U \times_{X} U \backslash \Delta(U)$, which is a closed and open subset of $U \times_{X} U$. More generally, consider the diagonals $\Delta_{p}^{j, r} \subseteq U^{\times(p+1)}$ for $j \neq r$ (on closed points, $\Delta_{p}^{j, r}$ is given by $\left.\left\{\left(u_{0}, \ldots, u_{p}\right) \in U^{\times(p+1)}: u_{j}=u_{r}\right\}\right)$. Let $\Delta_{p}=\bigcup_{j \neq r} \Delta_{p}^{j, r}$, and define $W_{p}=U^{\times(p+1)} \backslash \Delta_{p}$. Then $W_{p}$ is a closed and open subset of $U^{\times(p+1)}$. We also define $W_{0}=U$. Consider the action of the symmetric group $S_{p+1}$ on $U^{\times(p+1)}$ given by permuting the factors. The fixed points of any non-trivial group elements are contained in the subset $\Delta_{p} \subseteq U^{\times(p+1)}$, which means that the action of $S_{p+1}$ restricts to a free action on $W_{p}$. Assume now that $F$ is a sheaf. Then the induced action of $S_{p+1}$ on $F\left(U^{\times(p+1)}\right)$ restricts to a right action on $F\left(W_{p}\right) \subseteq F\left(U^{\times(p+1)}\right)$. Let $K_{p}^{+}$denote the sheafification of $K_{p}$. Note that the sheafification of $\mathbb{Z}_{U}$ is $f_{!} \mathbb{Z}$. Thus $K_{\bullet}^{+}$is the Koszul complex of the surjective trace map $\operatorname{Tr}_{f}: f!\mathbb{Z} \rightarrow \underline{\mathbb{Z}}$ of sheaves, where $\underline{\mathbb{Z}}$ here denotes the constant sheaf of $\mathbb{Z}$. Since $f_{!} \mathbb{Z}$ is a locally free abelian group, this means that $K_{\bullet}^{+} \rightarrow \underline{\mathbb{Z}}$ is a resolution of $\underline{\mathbb{Z}}$. The surjection of complexes $C_{\bullet} \rightarrow K_{\bullet}$ induces a surjection of sheafifications $C_{\bullet}^{+} \rightarrow K_{\bullet}^{+}$.

Lemma 6.1.1 (|Stacks, Tag 0726]). The inclusion

$$
\operatorname{Hom}\left(K_{p}^{+}, F\right) \subseteq \operatorname{Hom}\left(C_{p}^{+}, F\right) \cong F\left(U^{\times(p+1)}\right)
$$

identifies $\operatorname{Hom}\left(K_{p}^{+}, F\right)$ with the $S_{p+1}$-anti-invariant sections of $F\left(W_{p}\right)$. In other words,

$$
\operatorname{Hom}\left(K_{p}, F\right)=\operatorname{Hom}\left(K_{p}^{+}, F\right)=\left\{x \in F\left(W_{p}\right): x=\operatorname{sgn}(\sigma) x \cdot \sigma\right\}
$$

Proof. Heuristically, the sections of $\operatorname{Hom}\left(K_{p}, F\right) \subseteq \operatorname{Hom}\left(C_{p}^{+}, F\right)$ vanishes on each subgroup $F\left(\Delta_{p}^{j, r}\right) \subseteq F\left(U^{\times(p+1)}\right)$ because basis elements on the form $e_{i_{0}} \otimes \ldots \otimes e_{i_{p}}$ where $i_{j}=i_{r}$ vanishes in $K_{p}$. These sections are moreover the $S_{p+1}$-anti-invariant sections of $F\left(W_{p}\right)$ since $K_{p}$ is a group quotient of $C_{p}$ under the signed action of $S_{p+1}$.

Since $K_{\bullet}^{+} \rightarrow \underline{\mathbb{Z}}$ is a resolution, left-exactness of the functor $\operatorname{Hom}(-, F)$ induces an isomorphism $H^{0}\left(\operatorname{Hom}\left(K_{\bullet}^{0}, F\right)\right) \stackrel{\cong}{\rightrightarrows} \operatorname{Hom}(\underline{\mathbb{Z}}, F)$. In other words, $\check{H}_{\text {alt }}^{0}(\mathcal{U}, F) \stackrel{\cong}{\rightrightarrows} F(X)$. The global sections functor $\Gamma_{X}: \operatorname{Shv}\left(X_{\text {ét }}\right) \rightarrow \mathrm{Ab}$ is therefore identified with the composition

$$
\operatorname{Shv}\left(X_{\text {ét }}\right) \xrightarrow{i} \operatorname{Pre}\left(X_{\text {ét }}\right) \xrightarrow{\check{H}_{\text {alt }}^{0}(\mathcal{U},-)} \mathrm{Ab},
$$

and the Leray spectral sequence associated with $i$ relates the étale cohomology of $F$ with the alternating Čech cohomology of $F$ :

$$
E_{2}^{p q}=\check{H}_{\mathrm{alt}}^{p}\left(\mathcal{U}, \mathcal{H}^{q}(F)\right) \Rightarrow H_{\mathrm{et}}^{p+q}(X, F),
$$

where $\mathcal{H}^{q}(-): \operatorname{Shv}\left(X_{\text {ét }}\right) \rightarrow \operatorname{Pre}\left(X_{\text {ét }}\right)$ denotes the derived functors $R^{q} i$ of $i$. There are canonical isomorphisms $\mathcal{H}^{q}(F)(V) \cong H_{\text {ett }}^{q}(V, F)$ for every $V \in X_{\text {ét }}$ (Tam94 p.57]). We conclude with the following lemma:

Lemma 6.1.2. Let $\mathcal{U}$ be an affine étale cover of a separated scheme $X$, and let $\mathcal{F}$ be a quasi-coherent sheaf on $X$. Then for each integer $p \geq 0$, there is a natural isomorphism

$$
H^{p}\left(\check{C}_{\mathrm{alt}}^{\bullet}\left(\mathcal{U}, \mathcal{F}_{\text {ét }}\right)\right) \xrightarrow{\cong} H_{\mathrm{Zar}}^{p}(X, \mathcal{F}) .
$$

Proof. Since $U$ is affine and $X$ is separated, the $p$-fold fibered product $U^{\times p}$ is affine. This means that each $U_{i_{0} \ldots i_{p}}$ is affine. Hence by 6.4, $\mathcal{H}^{q}\left(\mathcal{F}_{\text {ét }}\right)\left(U_{i_{0} \ldots i_{p}}\right) \cong$ $H_{\text {ét }}^{q}\left(\mathcal{F}_{\text {ét }}\right)\left(U_{i_{0} \ldots i_{p}}\right) \cong H_{\text {Zar }}^{q}\left(\mathcal{F}_{\text {ét }}\right)\left(U_{i_{0} \ldots i_{p}}\right)=0$ for $q>0$. This means that we have $\check{C}_{\text {alt }}^{\bullet}\left(\mathcal{U}, \mathcal{H}^{q}\left(\mathcal{F}_{\text {ét }}\right)\right)=0$ for all $q>0$, and 6.1 collapses. This induces natural isomorphisms $\check{H}^{p}\left(\mathcal{U}, \mathcal{F}_{\text {ét }}\right) \xrightarrow{\cong} H_{\text {ét }}^{p}\left(X, \mathcal{F}_{\text {ét }}\right)$ for each integer $p \geq 0$, and composing with 6.7 yields the desired isomorphism.

### 6.2 The alternating Čech complex associated to a unimodular set

As a standing assumption for this chapter, all polyhedral sets considered are assumed to be finite. Let $X$ be a polyhedral set. By Corollary 4.4.8 the morphisms $\psi_{v}: \mathbf{A}\left(M_{v}\right) \rightarrow \mathbf{P}(M)$ are étale for vertices $v \in M_{0}$. For every face $s$ of $M$, there exists a vertex $v \in M_{0}$ and an arrow $v \rightarrow s$ in $\mathbb{T}(M)$. This means that the morphism $U:=\coprod_{v \in J_{M}^{0}} M_{v} \rightarrow M$ is surjective, so by Lemma 4.3.5 $\mathcal{U}=\left\{\mathbf{A}\left(M_{v}\right) \rightarrow \mathbf{P}(M)\right\}_{v \in J_{M}^{0}}$ is an étale cover of $\mathbf{P}(M)$. By Proposition 5.2.7, $\mathcal{U}$ is an affine cover. We note that by Remark 4.4.6 in the particular situation where $M$ is a polyhedral poset, the cover $\mathcal{U}$ is a Zariski open cover of $M$. Consider the induced surjective étale morphism $\mathbf{A}(U) \rightarrow \mathbf{P}(M)$. Let $U^{\times p}=U \times_{M} \cdots \times_{M} U$ denote the $p$-fold fibered product over $M$. Then by Lemma 4.4.2 the canonical morphism $\mathbf{A}\left(U^{\times(p+1)}\right) \rightarrow \mathbf{A}(U)^{\times(p+1)}$ is an isomorphism, and we may write

$$
\mathbf{A}(U)^{\times(p+1)}=\coprod_{\left(v_{0}, \ldots, v_{p}\right) \in\left(J_{M}^{0}\right)^{p+1}} \mathbf{A}\left(M_{v_{0}} \times_{M} \cdots \times_{M} M_{v_{p}}\right) .
$$

The $S_{p+1}$-action on $\mathbf{A}(U)^{\times(p+1)}$ is induced by the corresponding $S_{p+1}$-action on $U^{\times(p+1)}$ given by permuting the factors. The union of diagonals $\Delta_{p} \subseteq \mathbf{A}(U)^{p+1}$ corresponds to the union of diagonals in $U^{\times(p+1)}$, which we will denote by $D_{p}$. We define $W_{p}=U^{\times(p+1)} \backslash D_{p}$, so that $\mathbf{A}\left(W_{p}\right)=\mathbf{A}\left(U^{\times(p+1)}\right) \backslash \Delta_{p}$ by Lemma 4.4.4

Let $s_{0}, \ldots, s_{p}$ be a sequence of faces in $M$ which are canonical representatives. Let $\operatorname{Cat}\left(s_{0}, \ldots, s_{p}\right)$ denote the category of objects $\left(s,\left\{f_{i}: s_{i} \rightarrow s\right\}_{i=0}^{p}\right)$, where $s \in M^{\text {can }}$, and where $f_{i}: s_{i} \rightarrow s$ are arrows in $\mathbb{T}(M)$ for each $i$. An arrow $h:\left(s,\left\{f_{i}\right\}\right) \rightarrow\left(t,\left\{g_{i}\right\}\right)$ is an arrow $h: s \rightarrow t$ in $\mathbb{T}(M)$ satisfying $g_{i}=h f_{i}$ for each $i$. The partial order $\leq$ on $\operatorname{Cat}\left(s_{0}, \ldots, s_{p}\right)$ is defined by $\left(s,\left\{f_{i}\right\}\right) \leq\left(t,\left\{g_{i}\right\}\right)$ whenever there exists an arrow $\left(s,\left\{f_{i}\right\}\right) \rightarrow\left(t,\left\{g_{i}\right\}\right)$. Let $\operatorname{Min}\left(s_{0}, \ldots, s_{p}\right)$ denote the set of minimal objects.

Lemma 6.2.1. Let $s_{0}, \ldots, s_{n}$ be a sequence of faces in $M$. Then,
a) there is an isomorphism

$$
M_{s_{0} \ldots s_{p}}:=M_{s_{0}} \times_{M} \cdots \times_{M} M_{s_{p}} \cong \coprod_{\left(s,\left\{f_{i}\right\}\right) \in \operatorname{Min}\left(s_{0}, \ldots, s_{p}\right)} M_{s} ;
$$

b) the projection morphisms $\operatorname{pr}_{j}: M_{s_{0} \ldots s_{p}} \rightarrow M_{s_{0} \ldots s_{j} \ldots s_{p}}$ are given on each component by $M_{h_{j}}: M_{s} \rightarrow M_{s(j)}$.

Proof. a) For each $\left(s,\left\{f_{i}\right\}\right) \in \operatorname{Min}\left(s_{0}, \ldots, s_{p}\right)$, the morphisms $M_{f_{i}}: M_{s} \rightarrow M_{s_{i}}$ induces a morphism $M_{s} \rightarrow M_{s_{0} \ldots s_{p}}$. Here a face $(t, f: s \rightarrow t)$ of $M_{s}$ is mapped to the tuple of faces $\left(\left(t, f \circ f_{0}\right), \ldots,\left(t, f \circ f_{p}\right)\right)$. Consider the induced morphism $\gamma_{p}: \coprod_{\left(s,\left\{f_{i}\right\}\right) \in \operatorname{Min}\left(s_{0}, \ldots, s_{p}\right)} M_{s} \rightarrow M_{s_{0} \ldots s_{p}}$. We will define an inverse $\psi_{p}$ of $\gamma_{p}$. Any tuple in $M_{s_{0} \ldots s_{p}}$ is on the form $\left(\left(t, g_{0}\right), \ldots,\left(t, g_{p}\right)\right)$, and defines an element $\left(t,\left\{g_{i}\right\}\right)$ in $\operatorname{Cat}\left(s_{0}, \ldots, s_{p}\right)$. Let $\left(s,\left\{f_{i}\right\}\right) \in \operatorname{Min}\left(s_{0}, \ldots, s_{p}\right)$ be a minimal object such that $\left(s,\left\{f_{i}\right\}\right) \leq\left(t,\left\{g_{i}\right\}\right)$. Then there exists an arrow $f:\left(s,\left\{f_{i}\right\}\right) \rightarrow\left(t,\left\{g_{i}\right\}\right)$, and the face $(t, f)$ of $M_{s}$ maps to $\left(\left(t, g_{0}\right), \ldots,\left(t, g_{p}\right)\right)$. Suppose that $f^{\prime}:\left(s^{\prime},\left\{f_{i}^{\prime}\right\}\right) \rightarrow\left(t,\left\{g_{i}\right\}\right)$ is any other arrow in $\operatorname{Cat}\left(s_{0}, \ldots, s_{p}\right)$ such that $\left(s^{\prime},\left\{f_{i}^{\prime}\right\}\right)$ is minimal. Then $f \circ f_{i}=g_{i}=f^{\prime} \circ f_{i}^{\prime}$ for each $i$. Consider the arrows $f_{\mathbb{R}}:|s| \rightarrow|t|$ and $f_{\mathbb{R}}^{\prime}:\left|s^{\prime}\right| \rightarrow|t|$ in Fin, and note that $f_{\mathbb{R}}(|s|) \cap f_{\mathbb{R}}^{\prime}\left(\left|s^{\prime}\right|\right)$ both contains $\bigcup_{i}\left(g_{i}\right)_{\mathbb{R}}\left(\left|s_{i}\right|\right) \subseteq|t|$. But the sub-polytope $f_{\mathbb{R}}(|s|) \cap f_{\mathbb{R}}^{\prime}\left(\left|s^{\prime}\right|\right) \subseteq|t|$ corresponds to some arrow $f^{\prime \prime}: s^{\prime \prime} \rightarrow t$ in $\mathbb{T}(M)^{\text {can }}$. One easily observes that this induces an element $\left(s^{\prime \prime},\left\{f_{i}^{\prime \prime}\right\}\right)$ in $\operatorname{Cat}\left(s_{0} \ldots, s_{p}\right)$ which is less than or equal to both $\left(s,\left\{f_{i}\right\}\right)$ and $\left(s^{\prime},\left\{f_{i}^{\prime}\right\}\right)$. This is a contradiction unless $\left(s,\left\{f_{i}\right\}\right)$ is the unique such minimal object, and $f$ is the unique arrow to $\left(t,\left\{g_{i}\right\}\right)$. Hence we may define $\psi_{p}$ by $\left(\left(t, g_{0}\right), \ldots,\left(t, g_{p}\right)\right) \mapsto(t, f)$, where $(t, f)$ is located in the term $M_{s}$ corresponding to the index $\left(s,\left\{f_{i}\right\}\right)$. This clearly determines a morphism, which is an inverse of $\gamma_{p}$.
b) We have to show that the diagram

commutes for each $j$ and $\left(s,\left\{f_{i}\right\}\right) \in \operatorname{Min}\left(s_{0}, \ldots, s_{p}\right)$. Let $(t, f)$ be a face of $M_{s}$. Then $\operatorname{pr}_{j}\left(\gamma_{p}(t, f)\right)=\left(\left(t, f \circ f_{0}\right), \ldots,\left(t, \widehat{f \circ f_{j}}\right), \ldots\left(t, f \circ f_{p}\right)\right)$. On the other hand, the arrows of the object $\left(s(j),\left\{g_{i}\right\}\right)$ satisfies $h_{j} g_{i}=f_{i}$ for each $i \neq j$. Since $M_{h_{j}}(t, f)=\left(t, f h_{j}\right)$, it immediately follows that $\gamma_{p-1}\left(M_{h_{j}}(t, f)\right)=$ $\operatorname{pr}_{j}\left(\gamma_{p}(t, f)\right)$.

Lemma 6.2.2. The union of diagonals $D_{p} \subseteq U^{\times(p+1)}$ is

$$
\coprod_{\substack{\left(s,\left\{f_{i}\right\}\right) \in \operatorname{Min}\left(v_{0}, \ldots, v_{p}\right) \\ \exists i \neq j: f_{i}=f_{j}}} M_{s}, \Rightarrow W_{p}=\coprod_{\substack{\left(s,\left\{f_{i}\right\}\right) \in \operatorname{Min}\left(v_{0}, \ldots, v_{p}\right) \\ f_{i} \neq f_{j} \forall i \neq j}} M_{s} .
$$

Proof. The action of $S_{p+1}$ on $U^{\times(p+1)}$ permutes the factors, so the union of diagonals $D_{p}$ can be identified with the fixed points of non-trivial group elements. For every non-trivial $\sigma \in S_{p+1}$, the induced morphism $\sigma: U^{\times(p+1)} \rightarrow U^{\times(p+1)}$ restricts on components to isomorphisms $M_{v_{0} \ldots v_{p}} \rightarrow M_{v_{\sigma(0)} \ldots v_{\sigma(p)}}$. By the representation of $M_{v_{0} \ldots v_{p}}$ from Lemma 6.2.1 $\sigma$ further restricts to an isomorphism from $M_{s}$ corresponding to the index $\left(s,\left\{f_{i}\right\}\right) \in \operatorname{Min}\left(v_{0}, \ldots, v_{p}\right)$ to $M_{s}$ corresponding to the index $\left(s,\left\{f_{\sigma(i)}\right\}\right) \in \operatorname{Min}\left(v_{\sigma(0)}, \ldots, v_{\sigma(p)}\right)$. Hence $\sigma$ has no fixed points unless the arrows $f_{i}: v_{i} \rightarrow s$ and $f_{\sigma(i)}: v_{\sigma(i)} \rightarrow s$ are equal for all $i$. So the non-trivial fixed points of $M_{v_{0} \ldots v_{p}}$ are exactly the terms $M_{s}$ corresponding to an index $\left(s,\left\{f_{i}\right\}\right)$ such that there exists a non-trivial permutation $\sigma$ such that $f_{\sigma(i)}=f_{i}$ for all $i$. This does not happen exactly when the $f_{i}$ 's are all different, and the result follows.

Let $\mathcal{F}$ be a quasi-coherent sheaf on $\mathbf{P}(M)$. By Lemma 6.2.1. the Čech complex $\check{C} \bullet\left(\mathcal{U}, \mathcal{F}_{\text {ét }}\right)$ is given by

$$
\check{C}^{\bullet}\left(\mathcal{U}, \mathcal{F}_{\text {ét }}\right)=\bigoplus_{\left(s,\left\{f_{i}\right\}\right) \in \operatorname{Min}\left(v_{0}, \ldots, v_{p}\right)} \Gamma\left(\mathbf{A}\left(M_{s}\right), \psi_{s}^{*} \mathcal{F}\right),
$$

and the differentials $d^{p}: \check{C}^{p-1}\left(\mathcal{U}, \mathcal{F}_{\text {ét }}\right) \rightarrow \check{C}^{p}\left(\mathcal{U}, \mathcal{F}_{\text {ét }}\right)$ are given by the alternating sums of the canonical homomorphisms $M_{h_{j}}^{*}: \Gamma\left(\mathbf{A}\left(M_{s(j)}\right), \psi_{s(j)}^{*} \mathcal{F}\right) \rightarrow$ $\Gamma\left(\mathbf{A}\left(M_{s}\right), \psi_{s}^{*} \mathcal{F}\right)$ for $j=0, \ldots, p$. Thus by Lemma 6.2.2 the alternating Čech complex groups $\check{C}_{\text {alt }}^{p}\left(\mathcal{U}, \mathcal{F}_{\text {ett }}\right)$ are the $S_{p+1}$-anti-invariant sections of

$$
\begin{equation*}
\mathcal{F}_{\text {ét }}\left(\mathbf{A}\left(W_{p}\right)\right)=\bigoplus_{\substack{\left(s,\left\{f_{i}\right\}\right) \in \operatorname{Min}\left(v_{0}, \ldots, v_{p}\right) \\ f_{i} \neq f_{j} \forall i \neq j}} \Gamma\left(\mathbf{A}\left(M_{s}\right), \psi_{s}^{*} \mathcal{F}\right) . \tag{6.8}
\end{equation*}
$$

The action of a permutation $\sigma \in S_{p+1}$ on $\mathcal{F}_{\text {ét }}\left(\mathbf{A}\left(W_{p}\right)\right)$ is given by mapping each term $\Gamma\left(\mathbf{A}\left(M_{s}\right), \psi_{s}^{*} \mathcal{F}\right)$ corresponding to the index $\left(s,\left\{f_{i}\right\}\right) \in \operatorname{Min}\left(v_{0}, \ldots, v_{p}\right)$ identically into $\Gamma\left(\mathbf{A}\left(M_{s}\right), \psi_{s}^{*} \mathcal{F}\right)$ corresponding to the index $\left(s,\left\{f_{\sigma^{-1}(i)}\right\}\right) \in$ $\operatorname{Min}\left(v_{\sigma^{-1}(0)}, \ldots, v_{\sigma^{-1}(p)}\right)$. In other words, it is given by $(x \cdot \sigma)_{\left(s,\left\{f_{i}\right\}\right)}=x_{\left(s,\left\{f_{\sigma(i)}\right\}\right)}$. Hence $x_{\left(s,\left\{f_{i}\right\}\right)}=\operatorname{sgn}(\sigma) x_{\left(s,\left\{f_{\sigma(i)}\right\}\right)}$ in $\check{C}_{\text {alt }}^{p}\left(\mathcal{U}, \mathcal{F}_{\text {ett }}\right)$ for all $\sigma \in S_{p+1}$.

For the rest of this section we shall assume that $M$ is a unimodular set. In this situation, an object $\left(s,\left\{f_{i}\right\}\right)$ is minimal if and only if the functions $f_{i}:\left|s_{i}\right| \rightarrow|s|$ in Fin are jointly surjective. If $\left(s,\left\{f_{i}\right\}\right)$ is minimal, let $T_{j}$ denote the subset $\cup_{i \neq j} \operatorname{im} f_{i} \subseteq\{0, \ldots, p\}$ for each $j \in\{0, \ldots, p\}$. Then the inclusion $T_{j} \subseteq\{0, \ldots, p\}$ corresponds to an arrow $h_{j}: s(j) \rightarrow s$ in Fin where $s(j) \in M^{\text {can }}$, and the inclusion im $f_{i} \subseteq T_{j}$ determines an arrow $g_{i}: s_{i} \rightarrow s(j)$ in Fin satisfying $h_{j} g_{i}=f_{i}$ for each $i \neq j$. Observe that $\left(s(j),\left\{g_{i}\right\}_{i \neq j}\right)$ is in $\operatorname{Min}\left(s_{0}, \ldots, \widehat{s_{j}}, \ldots, s_{n}\right)$. If $\left(s,\left\{f_{i}\right\}\right)$ is an object of $\operatorname{Min}\left(v_{0}, \ldots, v_{p}\right)$ and $f_{0}, \ldots, f_{p}$ are all different, then the arrows $f_{i}:\left|v_{i}\right| \rightarrow|s|$ in Fin form a permutation of the inclusions $\{i\} \subseteq\{0, \ldots, p\}$ for $i=0, \ldots, p$. So the integral order on $\{0, \ldots, p\}$ induces a unique associated permutation $\sigma \in S_{p+1}$ such that $f_{\sigma(i)}(0)=i$ for each $i$.

## 6. Cohen-Macaulay and Gorenstein properties

Definition 6.2.3. We define the subcomplex $\check{C}_{\Delta}^{\bullet}(\mathcal{U}, \mathcal{F})$ of $\check{C}^{\bullet}\left(\mathcal{U}, \mathcal{F}_{\text {ét }}\right)$ as

$$
\check{C}_{\Delta}^{p}(\mathcal{U}, \mathcal{F})=\bigoplus_{s \in J_{M}^{p}} \Gamma\left(\mathbf{A}\left(M_{s}\right), \psi_{s}^{*} \mathcal{F}\right)
$$

where each index $s \in J_{M}^{p}$ corresponds to the unique minimal element $\left(s,\left\{f_{i}\right\}\right) \in$ $\operatorname{Min}\left(v_{0}, \ldots, v_{p}\right)$ such that each $f_{i}:\left|v_{i}\right| \rightarrow|s|$ satisfies $f_{i}(0)=i$. The induced differentials $d^{p}: \check{C}_{\Delta}^{p-1}(\mathcal{U}, \mathcal{F}) \rightarrow \check{C}_{\Delta}^{p}(\mathcal{U}, \mathcal{F})$ are given by

$$
\left(d^{p}(x)\right)_{s \in J_{M}^{p}}=\sum_{j=0}^{p}(-1)^{j} M_{h_{j}}^{*}\left(x_{s(j)}\right)
$$

For each integer $p \geq 0$, consider the homomorphism $\phi^{p}: \check{C}_{\Delta}^{p}(\mathcal{U}, \mathcal{F}) \rightarrow$ $\check{C}_{\text {alt }}^{p}\left(\mathcal{U}, \mathcal{F}_{\text {ét }}\right)$ given by $\left(\phi^{p}(x)\right)_{\left(s,\left\{f_{i}\right\}\right)}=\operatorname{sgn}(\sigma) x_{s}$, where $\sigma$ is the permutation such that $f_{\sigma(i)}(0)=i$ for each $i$. To see that this is well-defined, we must show that $\phi^{p}(x)$ is $S_{p+1}$-anti-invariant. So let $\tau \in S_{p+1}$. Then we require that $\left(\phi^{p}(x)\right)_{\left(s,\left\{f_{i}\right\}\right)}=\operatorname{sgn}(\tau)\left(\phi^{p}(x)\right)_{\left(s,\left\{f_{\tau(i)}\right\}\right)}$. But $\left(\phi^{p}(x)\right)_{\left(s,\left\{f_{\tau(i)}\right\}\right)}=\operatorname{sgn}(\pi) x_{s}$, where $\pi$ is the permutation such that $f_{\tau \pi(i)}(0)=i$ for each $i$. Thus $\tau \pi=\sigma$, and $\operatorname{sgn}(\sigma) x_{s}=\operatorname{sgn}(\tau) \operatorname{sgn}(\pi) x_{s}$ as required.
Lemma 6.2.4. The homomorphisms $\phi^{p}$ induces an isomorphism of complexes

$$
\phi: \check{C}_{\Delta}^{\bullet}(\mathcal{U}, \mathcal{F}) \xrightarrow{\cong} \check{C}_{\mathrm{alt}}^{\bullet}\left(\mathcal{U}, \mathcal{F}_{\text {ét }}\right) .
$$

Proof. First we must show that $\phi$ respects the differentials. Let $x=\left(x_{s}\right) \in$ $\check{C}_{\Delta}^{p-1}(\mathcal{U}, \mathcal{F})$ be a section. Then

$$
\phi^{p}\left(d^{p}(x)\right)_{\left(s,\left\{f_{i}\right\}\right)}=\operatorname{sgn}(\sigma)\left(d^{p}(x)\right)_{s}=\sum_{j=0}^{p} \operatorname{sgn}(\sigma)(-1)^{j} M_{h_{j}}^{*}\left(x_{s(j)}\right)
$$

where $\sigma \in S_{p+1}$ is the unique permutation such that $f_{\sigma(i)}(0)=i$ for each $i$. On the other hand,

$$
\begin{aligned}
\left(d^{p}\left(\phi^{p-1}(x)\right)\right)_{\left(s,\left\{f_{i}\right\}\right)} & =\sum_{j=0}^{p}(-1)^{j} M_{h_{j}}^{*}\left(\left(\phi^{p-1}(x)\right)_{\left(s(j),\left\{g_{i}\right\}_{i \neq j}\right)}\right) \\
& =\sum_{j=0}^{p}(-1)^{j} M_{h_{j}}^{*}\left(\operatorname{sgn}\left(\tau_{j}\right) x_{s(j)}\right) \\
& =\sum_{j=0}^{p} \operatorname{sgn}\left(\tau_{j}\right)(-1)^{j} M_{h_{j}}^{*}\left(x_{s(j)}\right) \\
& =\sum_{j=0}^{p} \operatorname{sgn}\left(\tau_{\sigma(j)}\right)(-1)^{\sigma(j)} M_{h_{j}}^{*}\left(x_{s(j)}\right)
\end{aligned}
$$

where each arrow $g_{i}: v_{i} \rightarrow s(j)$ corresponds to the inclusion $\operatorname{im} f_{i} \subseteq T_{j}=$ $\left\{0, \ldots, \widehat{f_{j}(0)}, \ldots, p\right\}$, and $\tau_{j}$ is the permutation associated with the set of arrows
$\left\{g_{i}\right\}_{i \neq j}$ for each $j$. To verify that $\left(\phi^{p}\left(d^{p}(x)\right)\right)_{\left(s,\left\{f_{i}\right\}\right)}=\left(d^{p}\left(\phi^{p-1}(x)\right)\right)_{\left(s,\left\{f_{i}\right\}\right)}$, we must show that $\operatorname{sgn}(\sigma)(-1)^{j}=\operatorname{sgn}\left(\tau_{\sigma(j)}\right)(-1)^{\sigma(j)}$ for each $j$. Substituting $j$ with $\sigma^{-1}(j)$, this can be rewritten as

$$
\begin{equation*}
\operatorname{sgn}(\sigma)(-1)^{\sigma^{-1}(j)}=\operatorname{sgn}\left(\tau_{j}\right)(-1)^{j} \tag{6.9}
\end{equation*}
$$

Since $f_{i}(0)=\sigma^{-1}(i)$ for each $i, \sigma^{-1}$ is represented by the permutation

$$
\left(\begin{array}{cccc}
0 & 1 & \cdots & p \\
f_{0}(0) & f_{1}(0) & \cdots & f_{p}(0)
\end{array}\right)
$$

Similarly, $\tau_{j}^{-1}$ is represented by the permutation

$$
\left(\begin{array}{ccccc}
0 & \cdots & \widehat{j} & \cdots & p \\
f_{0}(0) & \cdots & \widehat{f_{j}(0)} & \cdots & f_{p}(0)
\end{array}\right)
$$

Let $P\left(\sigma^{-1}\right)=\left(e_{\sigma^{-1}(0)}, \ldots, e_{\sigma^{-1}(p)}\right)$ be the $p \times p$ permutation matrix associated with $\sigma^{-1}$. Then $P\left(\tau_{j}^{-1}\right)$ is obtained from $P\left(\sigma^{-1}\right)$ by eliminating the $j^{\prime}$ th column and the $\sigma^{-1}(j)^{\prime}$ th row. Hence $\operatorname{det} P\left(\tau_{j}^{-1}\right)$ is equal to the $(p-1) \times(p-1)$ minor $P\left(\sigma^{-1}\right)_{\left(\sigma^{-1}(j), j\right)}$. The cofactor expansion of $P\left(\sigma^{-1}\right)$ along the $j$ 'th column computes the determinant of $P\left(\sigma^{-1}\right)$ as follows:

$$
\operatorname{det} P\left(\sigma^{-1}\right)=(-1)^{j} \sum_{i=0}^{p}(-1)^{i} \operatorname{det} P\left(\sigma^{-1}\right)_{i, j}=(-1)^{j}(-1)^{\sigma^{-1}(j)} \operatorname{det} P\left(\tau_{j}^{-1}\right)
$$

The determinant of a permutation matrix is equal to the sign of the permutation, and it follows that $\operatorname{sgn}\left(\sigma^{-1}\right)=(-1)^{j}(-1)^{\sigma^{-1}(j)} \operatorname{sgn}\left(\tau_{j}^{-1}\right)$. Thus we obtain the equation 6.9.

Next we must show that $\phi$ is a bijection. It is clearly injective, and by $S_{p+1^{-}}$ anti-invariance any section $x \in \check{C}_{\text {alt }}^{p}\left(\mathcal{U}, \mathcal{F}_{\text {ét }}\right)$ satisfies $x_{\left(s,\left\{f_{i}\right\}\right)}=\operatorname{sgn}(\sigma) x_{\left(s,\left\{f_{\sigma(i)}\right\}\right)}$ for all $\sigma \in S_{p+1}$. So each section is determined by its restriction to $\Gamma\left(\mathbf{A}\left(M_{s}\right), \psi_{s}^{*} \mathcal{F}\right)$ for any choice of index $\left(s,\left\{f_{i}\right\}\right)$. Thus $\phi$ is surjective, and therefore an isomorphism of complexes.

Lemma 6.2.5. For each integer $p \geq 0$, there is an isomorphism

$$
H_{\mathrm{Zar}}^{p}(M, \mathcal{F}) \cong H^{p}\left(\check{C}_{\Delta}^{\bullet}(\mathcal{U}, \mathcal{F})\right)
$$

Proof. By Proposition 5.2.7 the étale cover $\mathcal{U}=\left\{\mathbf{A}\left(M_{v}\right) \rightarrow \mathbf{P}(M)\right\}_{v \in J_{M}^{0}}$ is affine. Now the statement follows from Lemma 6.2.4 and Lemma 6.1.2

### 6.3 The Cohen-Macaulay property for unimodular sets

Definition 6.3.1. Let $M$ be a unimodular set, and let $R$ be a graded $\Gamma(M)$ module. Then we define the reduced complex of $R$ as

$$
\widetilde{C}_{\Delta}^{\bullet}(M, R): 0 \rightarrow R \rightarrow \check{C}_{\Delta}^{\bullet}\left(M, \bigoplus_{d \in \mathbb{Z}} \widetilde{R}(d)\right)
$$

## 6. Cohen-Macaulay and Gorenstein properties

where $R \rightarrow \check{C}_{\Delta}^{0}\left(M, \bigoplus_{d \in \mathbb{Z}} \widetilde{R}(d)\right)$ is given by the canonical homomorphisms

$$
R_{d} \rightarrow H^{0}(M, \widetilde{R}(d)) \rightarrow \bigoplus_{v \in J_{M}^{0}} \Gamma\left(\mathbf{A}\left(M_{v}\right), \psi_{v}^{*} \widetilde{R}(d)\right)
$$

The grading of the complex is given by $\widetilde{C}_{\Delta}^{-1}(M, R)=R$, and $\widetilde{C}_{\Delta}^{p}(M, R)=$ $\check{C}_{\Delta}^{p}(M, \widetilde{R})$ for each $p \geq 0$.

By the exact sequence 6.1) and the isomorphisms 6.2, we have $H^{p}\left(\widetilde{C}_{\Delta}^{\bullet}(M, R)\right)=$ $\underline{H}_{m}^{p+1}(R)$ for all $p \geq 0$. Of particular interest is the case where $R=\Gamma(M)$. From Proposition 5.2.7 $\mathbf{A}\left(M_{s}\right)$ is equal to the distinguished open subset $D_{+}\left(\theta_{s}\right)$ of


$$
\begin{aligned}
\Gamma\left(\mathbf{A}\left(M_{s}\right), \psi_{s}^{*}\left(\bigoplus_{d \in \mathbb{Z}} \mathcal{O}_{M}(d)\right)\right) & \cong \bigoplus_{d \in \mathbb{Z}} \mathcal{O}_{\mathbb{L}\left(M_{s}\right)}(d)\left(D_{+}\left(\theta_{s}\right)\right) \\
& \cong \bigoplus_{d \in \mathbb{Z}} \Gamma\left(\mathbb{L}\left(M_{s}\right)\right)(d)_{\left(\theta_{s}\right)}=\Gamma\left(\mathbb{L}\left(M_{s}\right)\right)_{\theta_{s}}
\end{aligned}
$$

This means that we may describe the reduced complex $\widetilde{C}_{\Delta}^{\bullet}(M, \Gamma(M))$ as

$$
\begin{equation*}
0 \rightarrow \Gamma(M) \rightarrow \bigoplus_{v \in J_{M}^{0}} \Gamma\left(\mathbb{L}\left(M_{v}\right)\right)_{\theta_{v}} \rightarrow \cdots \rightarrow \bigoplus_{s \in J_{M}^{p}} \Gamma\left(\mathbb{L}\left(M_{s}\right)\right)_{\theta_{s}} \rightarrow \cdots \tag{6.10}
\end{equation*}
$$

The induced differentials are given by the alternating sum of the homomorphisms $\Gamma\left(M_{h_{j}}\right): \Gamma\left(\mathbb{L}\left(M_{s(j)}\right)\right)_{\theta_{s(j)}} \rightarrow \Gamma\left(\mathbb{L}\left(M_{s}\right)\right)_{\theta_{s}}$.
Definition 6.3.2. Let $M$ be a unimodular set. Then we define the complex $K^{\bullet}(M)$ as the subcomplex of $\widetilde{C}_{\Delta}^{\bullet}(M, \Gamma(M))$ given by $K^{-1}(M)=\Gamma(M)$, and $K^{p}(M)=\bigoplus_{s \in J_{M}^{p}} \Gamma\left(\mathbb{L}\left(M_{s}\right)\right)$.

In the following theorem we will utilize our constructions thus far. The proof draws its main idea from the proof of [Sta96, II, Theorem 4.1], by essentially decomposing the chain complex $\widetilde{C}_{\Delta}^{\bullet}(M, \Gamma(M))$ into a direct sum of complexes on the form $K^{\bullet}(M)$ and $K^{\bullet}\left(\mathrm{lk}_{M}(s)\right)$.
Theorem 6.3.3. Let $M$ be a non-trivial unimodular set. Then $\underline{H}_{m}^{0}(\Gamma(M))=0$, and for each $i \geq 0$, the Hilbert series of the graded $\Gamma(M)$-module $\underline{H}_{m}^{i+1}(\Gamma(M))$ is

$$
H_{\underline{H}_{m}^{i+1}(\Gamma(M))}(t)=\widetilde{H}^{i}(M ; k)+\sum_{p \in M^{\text {can }}} \operatorname{dim}_{k} \widetilde{H}^{i-|p|-1}\left(\operatorname{lk}_{M}(p) ; k\right) \frac{t^{-|p|-1}}{\left(1-t^{-1}\right)^{|p|+1}}
$$

In particular, $\Gamma(M)$ is Cohen-Macaulay if and only if

1) $\widetilde{H}^{i}(M ; k)=0$ for all $i<\operatorname{dim} M$, and
2) $\widetilde{H}^{i}\left(\mathrm{k}_{M}(p) ; k\right)=0$ for all $p \in \mathbb{T}(M)$ and $i<\operatorname{dim} M-|p|-1$.

By Lemma 5.4.5 and Theorem 3.4.1, this can be equivalently rephrased as

1') $\widetilde{H}^{i}(|M| ; k)=0$ for all $i<\operatorname{dim} M$, and
2') $H^{i}(|M| \mid p)=0$ for all points $p \in|M|$ and $i<\operatorname{dim} M$.
Proof. We consider the reduced complex $\widetilde{C}_{\Delta}^{\bullet}(M, \Gamma(M))$. Define $x_{f}^{\alpha}=x_{f(0)}^{\alpha_{0}} \cdots x_{f(n)}^{\alpha_{n}} \in$ $\Gamma\left(\Delta^{m}\right)_{x_{f}}$ for arrows $f: n \rightarrow m$ in Fin and $\alpha \in \mathbb{Z}^{n+1}$. Let $s \in M^{\text {can }}$, and let $(t, f)$ be a face of $M_{s}$. Consider the basis for the $k$-vector space $\Gamma\left(\Delta^{t}\right)_{x_{f}}$ consisting of 1) monomials $\mathbf{m} \in \Gamma\left(\Delta^{t}\right)$ and 2) elements on the form $\frac{\mathbf{m}}{x_{f g}^{\alpha}}$, where $g: p \rightarrow s$ is some arrow in $M^{\text {can }}, \alpha \in \mathbb{Z}_{>0}^{|p|+1}$, and $\mathbf{m}$ is a monomial in $\Gamma\left(\Delta^{t}\right)$ which is not divisible by any generator on the form $x_{f g(j)}$. For each arrow $g: p \rightarrow s$ in $M^{\text {can }}$, we may write $\Gamma\left(\Delta^{t}\right)=\Gamma\left(\Delta^{M_{|p|}(|t|, f g)}\right) \otimes_{k} \Gamma\left(\Delta^{p}\right)$, where the generators of $\Gamma\left(\Delta^{p}\right)$ correspond to $x_{g(0)}, \ldots, x_{g(|p|)}$. In this notation, a basis element of the first type corresponds to $\mathbf{m} \otimes 1$, and a basis element of the second type corresponds to $\mathbf{m} \otimes \frac{1}{x_{g}^{\alpha}}$. By this we get the following vector space decomposition:

$$
\Gamma\left(\Delta^{t}\right)_{x_{f}}=\Gamma\left(\Delta^{t}\right) \oplus \bigoplus_{\substack{p \in M^{\text {can }} \\ \alpha \in \mathbb{Z}_{>0}^{|p|+1}}} \bigoplus_{p} \xrightarrow{g} s\left(\Delta^{M_{|p|}(|t|, f g)}\right) \otimes_{k} k\left\{\frac{1}{x_{g}^{\alpha}}\right\}
$$

Alternatively, we may write

$$
\Gamma\left(\Delta^{t}\right)_{x_{f}}=\Gamma\left(\Delta^{t}\right) \oplus \bigoplus_{\substack{p \in M^{\text {can }} \\ \alpha \in \mathbb{Z}_{>0}^{|p|+1}}} \bigoplus_{\substack{g \\ p}} \Gamma\left(\Delta^{\left.M_{|p|}| | t \mid, f g\right)}\right)(|\alpha|),
$$

where $|\alpha|=\alpha_{0}+\cdots+\alpha_{|p|}$, and where $\Gamma\left(\Delta^{M_{|p|}(|t|, f g)}\right)(|\alpha|)$ denotes the graded vector space with degrees shifted by $|\alpha|$. Observe that for any arrow $h:(t, f) \rightarrow$ $\left(t^{\prime}, f^{\prime}\right)$ in $M_{s}, \Gamma\left(\zeta_{\Delta^{\prime}}^{h}\right): \Gamma\left(\Delta^{t^{\prime}}\right)_{x_{f^{\prime}}} \rightarrow \Gamma\left(\Delta^{t}\right)_{x_{f}}$ maps any element on the form $1 \otimes \frac{1}{x_{g}^{\alpha}}$ to some non-zero scalar multiple of $1 \otimes \frac{1}{x_{g}^{\alpha}}$. Indeed, since these elements can be written as $\frac{1}{x_{f^{\prime} g}^{\alpha}}$ and $\frac{1}{x_{f g}^{\alpha}}$ respectively, the equality $h f=f^{\prime}$ means that $x_{f^{\prime} g(j)}=x_{h f g(j)} \mapsto \lambda_{h}(f g(j)) x_{f g(j)}$. It is clear that any monomial $\mathbf{m} \in \Gamma\left(\Delta^{t^{\prime}}\right)$ not divisible by any generator on the form $x_{f^{\prime} g(j)}$ is mapped to a non-zero scalar multiple of a monomial $\mathbf{m}^{\prime} \in \Gamma\left(\Delta^{t}\right)$ which is not divisible by any generator on the form $x_{f g(j)}$. This means that $\Gamma\left(\zeta_{\Delta^{t^{\prime}}}^{h}\right)$ splits into homomorphisms $\Gamma\left(\Delta^{t^{\prime}}\right) \rightarrow \Gamma\left(\Delta^{t}\right)$ and $\Gamma\left(\Delta^{M_{|p|}\left(\left|t^{\prime}\right|, f^{\prime} g\right)}\right)(|\alpha|) \rightarrow \Gamma\left(\Delta^{M_{|p|}(|t|, f g)}\right)(|\alpha|)$ via their respective decompositions. This justifies the following computation:
 $g: p \rightarrow s$, we have ${\underset{~ l i m ~}{\rightleftarrows}}_{s \rightarrow t} \Gamma\left(\Delta^{M_{|p|}(|t|, f g)}\right)=\Gamma\left(\mathbb{L}\left(\mathrm{lk}_{M}(p)\right)_{(s, g)}\right)$. If $g: p \rightarrow s$ is the identity arrow, then $\mathrm{lk}_{M}(p)={\underset{\longrightarrow}{\lim }}_{s}{ }^{f} t \Delta^{M_{|p|}(|t|, f)}$. By abuse of notation, we shall write $\Gamma\left(\mathbb{L}\left(\mathrm{lk}_{M}(p)\right)_{(p, \text { id })}\right)$ for $\Gamma\left(\mathbb{L}\left(\mathrm{lk}_{M}(p)\right)\right)$. Taken together, we may write

$$
\Gamma\left(\mathbb{L}\left(M_{s}\right)\right)_{\theta_{s}}=\Gamma\left(\mathbb{L}\left(M_{s}\right)\right) \oplus \bigoplus_{\substack{p \in M^{\mathrm{can}} \\ \alpha \in \mathbb{Z}_{>0}^{|p|+1}}}\left(\bigoplus_{p^{g} s} \Gamma\left(\mathbb{L}\left(\mathrm{lk}_{M}(p)\right)_{(s, g)}\right)(|\alpha|)\right)
$$

Next we observe that the differentials of $\widetilde{C}_{\Delta}^{\bullet}(M, \Gamma(M))$ respect this decomposition: The homomorphism $\Gamma\left(M_{h_{j}}\right): \Gamma\left(\mathbb{L}\left(M_{s(j)}\right)\right)_{\theta_{s(j)}} \rightarrow \Gamma\left(\mathbb{L}\left(M_{s}\right)\right)_{\theta_{s}}$ is given by the localization homomorphisms $\Gamma\left(\Delta^{t}\right)_{x_{f h_{j}}} \rightarrow \Gamma\left(\Delta^{t}\right)_{x_{f}}$ for each face $(t, f)$ of $M_{s}$. Thus any basis element on the form $\frac{y}{x_{f h_{j} \circ g}}$ maps to a nonzero scalar multiple of $\frac{y}{x_{f \circ h_{j} g}^{\alpha}}$. Hence $\Gamma\left(\Delta^{t}\right)_{x_{f h_{j}}}$ restricts to a homomorphism $\Gamma\left(\mathbb{L}\left(\mathrm{lk}_{M}(p)_{(s(j), g)}\right)\right)(|\alpha|) \rightarrow \Gamma\left(\mathbb{L}\left(\mathrm{lk}_{M}(p)_{\left(s, h_{j} g\right)}\right)\right)(|\alpha|)$. This means that the reduced complex splits as a direct sum

$$
\widetilde{C}_{\Delta}^{\bullet}(M, \Gamma(M))=K^{\bullet}(M) \oplus \bigoplus_{\substack{p \in M^{\text {can }} \\ \alpha \in \mathbb{Z}_{>0}^{p++1}}} T_{p}^{\bullet}[-|p|-1](|\alpha|),
$$

where $T_{p}^{-1}=\Gamma\left(\mathrm{lk}_{M}(p)\right)$, and

$$
T_{p}^{i}=\bigoplus_{\substack{g \\ p \rightarrow s \text { in } M^{\text {can }} \\|s|=i+|p|+1}} \Gamma\left(\mathbb{L}\left(\mathrm{lk}_{M}(p)\right)_{(s, g)}\right)=\bigoplus_{(s, g) \in J_{\mathrm{lk}_{M}(p)}^{i}} \Gamma \Gamma\left(\mathbb{L}\left(\mathrm{lk}_{M}(p)\right)_{(s, g)}\right)
$$

for each $i \geq 0$. Here $T_{p}^{\bullet}[-|p|-1]$ denotes the chain complex shifted by $-|p|-1$. The induced differentials of $T_{p}^{\bullet}$ are given by the sum of the homomorphisms $(-1)^{j} \Gamma\left(\mathrm{lk}_{M}(p)_{M_{|p|}\left(h_{j}\right)}\right): \Gamma\left(\mathbb{L}\left(\mathrm{lk}_{M}(p)\right)_{(s(j), g)}\right) \rightarrow \Gamma\left(\mathbb{L}\left(\mathrm{lk}_{M}(p)\right)_{\left(s, h_{j} g\right)}\right)$. We will now define an isomorphism of complexes $K^{\bullet}\left(\operatorname{lk}_{M}(p)\right) \rightarrow T_{p}^{\bullet}$. The terms of these two complexes are the same, but the differentials of $K^{\bullet}\left(\mathrm{lk}_{M}(p)\right)$ are given as the alternate sum of the homomorphisms

$$
(-1)^{k} \Gamma\left(\mathrm{k}_{M}(p)_{h_{k}}\right): \Gamma\left(\mathbb{L}\left(\mathrm{lk}_{M}(p)\right)_{h_{k}(s, g)}\right) \rightarrow \Gamma\left(\mathbb{L}\left(\mathrm{lk}_{M}(p)\right)_{(s, g)}\right)
$$

By slight abuse of notation, we define $h_{0}(s, g)=(p$, id $)$ for vertices $(s, g) \in$ $\mathrm{lk}_{M}(p)_{0}$.

For each arrow $g: n \rightarrow m$ in Fin and $k=0, \ldots, m-n-1$, let $j=E(g, k)$ denote the integer satisfying $M_{n}\left(d_{j}\right)=d^{k}$. Observe that for each $s \in M^{\text {can }}$, $h_{j}=d_{j} \sigma_{j}$ for some automorphism $\sigma_{j}$ of $|s(j)|$. Since $M_{|p|}\left(h_{j}\right)$ is equal to some $h_{k^{\prime}}$, it therefore follows that $M_{|p|}\left(h_{j}\right)=h_{k}$. Thus $h_{k}\left(s, h_{E(g, k)} g\right)=\left(h_{E(g, k)}(s), g\right)$ for each arrow $g: p \rightarrow h_{E(g, k)}^{M}(s)$, and the differentials of $T_{p}^{\bullet}$ can written as the
sum of the homomorphisms $(-1)^{E(g, k)} \Gamma\left(\mathrm{k}_{M}(p)_{h_{k}}\right): \Gamma\left(\mathbb{L}\left(\mathrm{lk}_{M}(p)\right)_{\left(h_{E(g, k)}^{M}(s), g\right)}\right) \rightarrow$ $\Gamma\left(\mathbb{L}\left(\mathrm{k}_{M}(p)\right)_{\left(s, h_{E(g, k)} g\right)}\right)$. To find our isomorphism $K^{\bullet}\left(\mathrm{lk}_{M}(p)\right) \rightarrow T_{p}^{\bullet}$, we are therefore required to find signs $\operatorname{sgn}(s, g) \in\{1,-1\}$ such that the diagram

$$
\begin{aligned}
& \Gamma\left(\mathbb{L}\left(\mathrm{l}_{M}(p)\right)_{\left(h_{E(g, k)}^{M}(s), g\right)}\right) \xrightarrow{(-1)^{k} \Gamma\left(\mathrm{l}_{M}(p)_{h_{k}}\right)}>\Gamma\left(\mathbb{L}\left(\mathrm{l}_{M}(p)\right)_{\left(s, h_{E(g, k)} g\right)}\right)
\end{aligned}
$$

commutes for all faces $(s, g)$ in $\mathrm{lk}_{M}(p)^{\text {can }}$ and $k=0, \ldots,|s|-|p|-1$. Thus we must find a function sgn : $\operatorname{lk}_{M}(p)^{\text {can }} \rightarrow\{1,-1\}$ satisfying

$$
\begin{equation*}
\operatorname{sgn}\left(s, h_{E(g, k)} g\right)(-1)^{k}=\operatorname{sgn}\left(h_{E(g, k)}^{M}(s), g\right)(-1)^{E(g, k)} . \tag{6.11}
\end{equation*}
$$

It follows immediately by induction that $g: p \rightarrow s$ can be written as a composition of arrows on the form $h_{j}: t(j) \rightarrow t$. Moreover, by construction we have $h_{j} h_{i}=h_{i} h_{j-1}$ whenever $j>1$, so by (Mac98, Proposition 2, p.174]) $g$ can be written uniquely as $h_{j_{0}} \cdots h_{j_{r}}$, with $j_{0}>\cdots>j_{r}$, and thus we may define $\operatorname{sgn}(s, g)=(-1)^{r+\Sigma_{i=0}^{r} j_{i}}$. Note that $E(g, k)$ is the integer in the $k^{\prime}$ th position of $[m] \backslash \operatorname{im} g$, where $[m]=|s|$. If we write $[m] \backslash \operatorname{im} g=\left\{j_{0}, \ldots, j_{r}\right\}$, then $E(g, k)=j_{k}$. Now, $h_{j_{k}} g=h_{j_{0}+1} \cdots h_{j_{k}+1} h_{j_{k}} h_{j_{k+1}} \cdots h_{j_{r}}$ via the relations $h_{j} h_{i}=h_{i} h_{j-1}$ for $j>i$. This means that $\operatorname{sgn}\left(s, h_{j_{k}} g\right)=(-1)^{E(g, k)+(k+1)+(r+1)+\sum_{i=0}^{r} j_{i}}=$ $(-1)^{E(g, k)+k} \operatorname{sgn}\left(h_{E(g, k)}^{M}(s), g\right)$, immediately verifying 6.11. This yields our desired isomorphism $K^{\bullet}\left(\mathrm{lk}_{M}(p)\right) \rightarrow T_{p}^{\bullet}$. Thus we can write the reduced complex as

$$
\widetilde{C}_{\Delta}^{\bullet}(M, \Gamma(M))=K^{\bullet}(M) \oplus \bigoplus_{\substack{p \in M^{\text {can }} \\ \alpha \in \mathbb{Z}_{>0}^{\mid p+1}}} K^{\bullet}\left(\mathrm{lk}_{M}(p)\right)[-|p|-1](|\alpha|)
$$

By Proposition 3.6.3 and Lemma 3.6.5 the degree $d \operatorname{part} \widetilde{C}_{\Delta}^{\bullet}(M, \Gamma(M))_{d}$ is acyclic for $d>0$. Since $K^{\bullet}(M)$ is a direct summand of $\widetilde{C}_{\Delta}^{\bullet}(M, \Gamma(M))$, this means that $K^{\bullet}(M)_{d}$ is acyclic for $d>0$ as well. But $K^{\bullet}(M)_{0}$ is simply the augmented cellular cochain complex $0 \rightarrow k \rightarrow C_{M}^{\bullet}(k)$, and it follows that $H^{i}\left(K^{\bullet}(M)\right)$ is equal to the reduced cohomology group $\widetilde{H}^{i}(M ; k)$. The same argument applies to the complexes $K^{\bullet}\left(\mathrm{lk}_{M}(p)\right)$ as well, so that $H^{i}\left(K^{\bullet}\left(\mathrm{lk}_{M}(p)\right)(|\alpha|)\right)=$ $\widetilde{H}^{i}\left(\mathrm{lk}_{M}(p) ; k\right)(|\alpha|)$. Hence

$$
H^{i}\left(\widetilde{C}_{\Delta}^{\bullet}(M, \Gamma(M))\right)=\widetilde{H}^{i}(M ; k) \oplus \bigoplus_{p \in M^{\text {can }}} \bigoplus_{\alpha \in \mathbb{Z}_{>0}^{|p|+1}} \widetilde{H}^{i-|p|-1}\left(\mathrm{lk}_{M}(p)\right)(|\alpha|)
$$

In other words, we have $H^{i}\left(\widetilde{C}_{\Delta}^{\bullet}(M, \Gamma(M))\right)_{0}=\widetilde{H}^{i}(M ; k)$, and for $d<0$ fixed,

$$
H^{i}\left(\widetilde{C}_{\Delta}^{\bullet}(M, \Gamma(M))\right)_{d}=\bigoplus_{p \in M^{\text {can }}} \bigoplus_{\substack{\alpha \in \mathbb{Z}_{\mid c 0}^{p \mid+1} \\|\alpha|=-d}} \widetilde{H}^{i-|p|-1}\left(\mathrm{lk}_{M}(p) ; k\right)
$$
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Now, there are $\binom{-d-1}{|p|}$ elements of the set $\left\{\alpha \in \mathbb{Z}_{>0}^{|p|+1}:|\alpha|=-d\right\}$, so

$$
\operatorname{dim}_{k} H^{i}\left(\widetilde{C}_{\Delta}^{\bullet}(M, \Gamma(M))\right)_{d}=\sum_{p \in M^{\text {can }}}\binom{-d-1}{|p|} \operatorname{dim}_{k} \widetilde{H}^{i-|p|-1}\left(\operatorname{lk}_{M}(p) ; k\right)
$$

Let $i \geq 0$. Using that $H^{i}\left(\widetilde{C}_{\Delta}^{\bullet}(M, \Gamma(M))\right) \cong \underline{H}_{m}^{i+1}(\Gamma(M))$, the Hilbert series of $\underline{H}_{m}^{i+1}(\Gamma(M))$ becomes

$$
\begin{aligned}
H_{H_{m}^{i+1}(\Gamma(M))}(t) & =\widetilde{H}^{i}(M ; k)+\sum_{d=-\infty}^{-1} t^{d} \sum_{p \in M^{\text {can }}}\binom{-d-1}{|p|} \operatorname{dim}_{k} \widetilde{H}^{i-|p|-1}\left(\mathrm{lk}_{M}(p) ; k\right) \\
& =\widetilde{H}^{i}(M ; k)+\sum_{p \in M^{\text {can }}} \operatorname{dim}_{k} \widetilde{H}^{i-|p|-1}\left(\mathrm{lk}_{M}(p) ; k\right) t^{-1} \sum_{d=0}^{\infty}\left(t^{-1}\right)^{d}\binom{d}{|p|} \\
& =\widetilde{H}^{i}(M ; k)+\sum_{p \in M^{\text {can }}} \operatorname{dim}_{k} \widetilde{H}^{i-|p|-1}\left(\mathrm{l}_{M}(p) ; k\right) \frac{t^{-|p|-1}}{\left(1-t^{-1}\right)^{|p|+1}}
\end{aligned}
$$

(here we have used the formula $\left.\sum_{d=0}^{\infty} t^{-d}\binom{d+n}{n}=\frac{1}{\left(1-t^{-1}\right)^{n+1}}\right)$. Finally, the homomorphism $\Gamma(M) \rightarrow \Gamma_{*}\left(\mathcal{O}_{M}\right)$ is injective by Proposition 3.6.3. so $\underline{H}_{m}^{0}(\Gamma(M))$ is trivial, and we are done.

### 6.4 The Gorenstein property for unimodular sets

Before proving Theorem 6.4.6 we need some preliminary facts regarding the non-normal locus of $\mathbf{P}(M)$, and its dualizing sheaf.
Lemma 6.4.1. Let $M$ be a unimodular set. Then the non-normal locus $\mathbf{P}(M)_{\mathbf{n}}$ of $\mathbf{P}(M)$ is equal to $\mathbf{P}(N(M))$, where $N(M)$ is the polyhedral subset of $M$ consisting of faces $t$ such that $\mathrm{lk}_{M}(t) \not \equiv \Delta^{\operatorname{dim} \mathrm{lk}_{M}(t)}$.

Proof. By Lemma 5.2.3 $N(M)$ defines a polyhedral subset of $M$. Indeed, if $s \in$ $M_{n}$, and $f: m \rightarrow n$ is any arrow, then $\mathrm{lk}_{M}(s)=\operatorname{lk}_{\mathrm{lk}_{M}\left(f^{M}(s)\right)}(s, f)$. If $\mathrm{lk}_{M}(s)$ is not isomorphic to a simplex, then by Lemma 5.2.1 $\mathrm{lk}_{M}\left(f^{M}(s)\right)$ cannot be either. Hence $f^{M}(s) \in N(M)$. First we will show that $\mathbf{P}(N(M)) \subseteq \mathbf{P}(M)_{\mathbf{n}}$. Consider the normalization $\nu: \mathbf{P}(\bar{M}) \rightarrow \mathbf{P}(M)$ from Lemma 3.3.1, where $\bar{M}=\coprod_{s \in S} \Delta^{s}$. Then the restriction $\mathbf{P}(\bar{M}) \backslash \nu^{-1}\left(\mathbf{P}(M)_{\mathbf{n}}\right) \rightarrow \mathbf{P}(M) \backslash \mathbf{P}(M)_{\mathbf{n}}$ is an isomorphism. Let $p$ be a point of $\mathbf{P}(N(M))$, and let $s$ be the minimal face of $N(M)$ for which $p \in \mathbf{P}\left(M^{s}\right)$. Since $\mathrm{lk}_{M}(s)$ is not a simplex, it is either not irreducible, or the morphism $\Delta^{n} \rightarrow \mathrm{k}_{M}(s)$ associated to its unique facet is not injective. In the first case, suppose that $\left(t_{1}, f_{1}\right)$ and $\left(t_{2}, f_{2}\right)$ is a pair of facets of $\mathrm{lk}_{M}(s)^{\text {can }}$. If $t_{1} \neq t_{2}$, then $\mathbf{P}\left(M^{s}\right) \subseteq \mathbf{P}\left(M^{t_{1}}\right) \cap \mathbf{P}\left(M^{t_{2}}\right)$, so that $p$ lies in the intersection of two irreducible components of $\mathbf{P}(M)$. Since $\mathbf{P}(\bar{M})$ is locally integral, $\nu$ cannot be an isomorphism around $p$. On the other hand, if $t:=t_{1}=t_{2}$, consider the morphism $\zeta_{M}^{t}: \Delta^{t} \rightarrow M$ and the subsimplices $\Delta^{f_{1}}$ and $\Delta^{f_{2}}$ of $\Delta^{t}$. Then the restricted morphisms $\left.\zeta_{M}^{t}\right|_{\Delta^{f_{1}}}: \Delta^{f_{1}} \rightarrow M$ and $\left.\zeta_{M}^{t}\right|_{\Delta^{f_{2}}}: \Delta^{f_{2}} \rightarrow M$ are both identical to
$\zeta_{M}^{s}: \Delta^{s} \rightarrow M$. Suppose that there exists an open neighbourhood $U$ of $p$ such that the restricted morphism $\nu^{-1}(U) \rightarrow U$ is an isomorphism. Then the induced morphism $V:=\mathbf{P}\left(\Delta^{t}\right) \cap \nu^{-1}(U) \rightarrow \mathbf{P}(M)$ is an open immersion; in particular it is injective. Since $\mathbf{P}\left(\Delta^{f_{1}}\right) \cup \mathbf{P}\left(\Delta^{f_{2}}\right) \subseteq\left(\zeta_{M}^{t}\right)^{-1}\left(\mathbf{P}\left(M^{s}\right)\right)$, the restricted morphism

$$
\begin{equation*}
\left(V \cap \mathbf{P}\left(\Delta^{f_{1}}\right)\right) \cup\left(V \cap \mathbf{P}\left(\Delta^{f_{2}}\right)\right) \rightarrow \mathbf{P}\left(M^{s}\right) \tag{6.12}
\end{equation*}
$$

is injective. However, the intersections $V \cap \mathbf{P}\left(\Delta^{f_{i}}\right)$ are non-empty, and therefore dense in $\mathbf{P}\left(\Delta^{f_{i}}\right)$. Define $V_{1}=V \backslash \mathbf{P}\left(\Delta^{f_{2}}\right)$ and $V_{2}=V \backslash \mathbf{P}\left(\Delta^{f_{1}}\right)$. Since both morphisms $\mathbf{P}\left(\Delta^{f_{i}}\right) \rightarrow \mathbf{P}\left(M^{s}\right)$ are surjective morphisms of integral schemes, the induced morphisms $V_{i} \cap \mathbf{P}\left(\Delta^{f_{i}}\right) \rightarrow \mathbf{P}\left(M^{s}\right)$ are dominant, and therefore their images have non-empty intersection. But then (6.12) cannot possibly be injective. This is a contradiction, showing that $\nu$ is not an isomorphism around $p$. In the second case, where $\mathrm{lk}_{M}(s)$ is irreducible, let $(t, f)$ be its unique (canonical) facet, and suppose that $f_{1}: m_{1} \rightarrow n$ and $f_{2}: m_{2} \rightarrow n$ is a pair of faces of $\Delta^{n}$ mapping to the same face $(u, g)$ of $\mathrm{lk}_{M}(s)$. Then $f_{1} g=f=f_{2} g$. This means that $\mathrm{lk}_{M}(u)$ is not irreducible, as it contains the pair of facets $\left(t, f_{1}\right),\left(t, f_{2}\right)$. But since $p \in \mathbf{P}\left(M^{u}\right)$, the same argument as above shows that $p \in \mathbf{P}(M)_{\mathbf{n}}$. This shows that $\mathbf{P}(N(M)) \subseteq \mathbf{P}(M)_{\mathbf{n}}$.

Conversely, consider the restriction $\mathbf{P}(\bar{M}) \backslash \nu^{-1}(\mathbf{P}(N(M))) \rightarrow \mathbf{P}(M) \backslash \mathbf{P}(N(M))$. By Lemma 3.2.4 and Lemma 4.4.4, this morphism is induced by the morphism $\phi: \bar{M} \backslash \nu^{-1}(N(M)) \rightarrow M \backslash N(M)$ of open categories. Since $\nu: \bar{M} \rightarrow M$ is surjective, $\phi$ is as well. This means that the induced local morphisms $\phi_{t}: \bar{M}_{t} \rightarrow M_{\phi(t)}$ are surjective for each $t \in \bar{M} \backslash \nu^{-1}(N(M))$. The induced morphisms of links $\mathrm{lk}_{\bar{M}}(t) \rightarrow \mathrm{lk}_{M}(t)$ are surjective morphisms of simplices, hence isomorphisms. This means that $\phi$ is a local isomorphism. However, suppose that $\phi$ maps a pair of faces $s_{1}, s_{2}$ to the same face $s$. Let $(t, f)$ be a facet of $M_{s}$. Since $\phi_{s_{1}}$ and $\phi_{s_{2}}$ are isomorphisms, there exists facets $\left(t_{1}, f\right)$ and $\left(t_{2}, f\right)$ of $\bar{M}_{s_{1}}$ and $\bar{M}_{s_{2}}$ respectively mapping to $(t, f)$. However, there is a bijective correspondence between the facets of $\bar{M}$ and the facets of $M$, which means that $t_{1}=t_{2}$. Hence $s_{1}=s_{2}$, which shows that $\phi$ is injective. In conclusion, the morphism $\mathbf{P}(\bar{M}) \backslash \nu^{-1}(\mathbf{P}(N(M))) \rightarrow \mathbf{P}(M) \backslash \mathbf{P}(N(M))$ is an isomorphism, and by definition of $\mathbf{P}(M)_{\mathbf{n}}$, this shows that $\mathbf{P}(M)_{\mathbf{n}} \subseteq \mathbf{P}(N(M))$.

Lemma 6.4.2. Let $M, N$ be a pair of unimodular sets. Then there is an isomorphism $N(M \star N) \cong N(M) \star N \cup M \star N(N)$.

Proof. By definition, $N(M \star N)$ consists of the faces $(s, t)$ for which $\mathrm{lk}_{M \star N}((s, t))$ is not a simplex. By Lemma 5.2.4 $\mathrm{lk}_{M \star N}((s, t)) \cong \mathrm{lk}_{M}(s) \star \mathrm{lk}_{N}(t)$. This unimodular set is a simplex if and only if both $\mathrm{lk}_{M}(s)$ and $\mathrm{lk}_{N}(t)$ are, and the result follows from Lemma 6.4.1

Definition 6.4.3. Let $M$ be an $\mathbf{n}$-dimensional polyhedral set. Then $M$ is called a homology manifold (with respect to the field $k$ ) if $|M|$ is, i.e. if the reduced homology groups $\widetilde{H}_{i}(|M| \mid p ; k)=0$ and $\widetilde{H}_{\mathbf{n}-|s|-1}(|M| \mid p ; k) \cong k$ for all $i<\mathbf{n}-|s|-1$ and points $p \in|M|$. If $H_{\mathbf{n}}(M ; k) \cong k$, then $M$ is called an orientable homology manifold. If moreover $\widetilde{H}_{i}(|M| ; k)=0$ for all $i<\mathbf{n}$ then $M$
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is called a homology sphere (with respect to $k$ ). Note that by Lemma 5.4.5 a unimodular set $M$ is a homology manifold if and only if $\widetilde{H}_{\mathbf{n}-|s|-1}\left(\mathrm{lk}_{M}(s) ; k\right) \cong k$ and $\widetilde{H}_{i}\left(\mathrm{lk}_{M}(s) ; k\right)=0$ for all faces $s$ and $i<\mathbf{n}-|s|-1$.

Lemma 6.4.4. Let $M$ be an $\mathbf{n}$-dimensional polyhedral homology manifold with respect to $k$. Then $N(M)=M^{\mathbf{n}-1}$.

Proof. The only polyhedral set which is simultaneously a simplex and a homology sphere is $\underline{\varnothing}$. Hence $N(M)$ contains all non-facets. Since $M$ is pure, the statement follows.

For an affine morphism $f: X \rightarrow Y$ of schemes, the quasi-coherent $\mathcal{O}_{X^{-}}$ module $f_{\mathrm{sh}}^{!} \mathcal{G}$ is defined by the formula $f_{*} f_{\mathrm{sh}}^{!} \mathcal{G}=\mathscr{H}$ om ${ }_{Y}\left(f_{*} \mathcal{O}_{X}, \mathcal{G}\right)$, for any quasi-coherent sheaf $\mathcal{G}$ on $Y$ (|Vak17, Section 30.3]). The functor $f_{\mathrm{sh}}^{!}$is a right adjoint to the functor $f_{*}$. If $f$ is finite and flat, the functor $f_{\mathrm{sh}}^{!}$is denoted $f^{!}$, and is part of the six functor formalism. If $f$ is finite and $X$ and $Y$ are projective schemes of the same dimension, then $f_{\mathrm{sh}}^{!} \omega_{Y} \cong \omega_{X}$. If $Y$ is also locally Gorenstein, then the dualizing sheaf $\omega_{Y}$ is invertible. By the projection formula and via the adjunction $\left(f_{*}, f_{\mathrm{sh}}^{!}\right)$, we have

$$
\begin{aligned}
f_{*} f_{\mathrm{sh}}^{!} \omega_{Y} & =\mathscr{H} \operatorname{Hom}_{Y}\left(f_{*} \mathcal{O}_{X}, \omega_{Y}\right) \cong \mathscr{H o m}_{Y}\left(f_{*} \mathcal{O}_{X} \otimes \omega_{Y}^{\vee}, \mathcal{O}_{Y}\right) \\
& \cong \mathscr{H} \operatorname{om}_{Y}\left(f_{*} f^{*} \omega_{Y}^{\vee}, \mathcal{O}_{Y}\right) \cong f_{*} \mathscr{H} \text { om }{ }_{X}\left(f^{*} \omega_{Y}^{\vee}, f_{\mathrm{sh}}^{!} \mathcal{O}_{Y}\right) \\
& \cong f_{*} \mathscr{H} \operatorname{Hom}_{X}\left(\mathcal{O}_{X}, f_{\mathrm{sh}}^{!} \mathcal{O}_{Y} \otimes f^{*} \omega_{Y}\right) \cong f_{*}\left(f_{\mathrm{sh}}^{!} \mathcal{O}_{Y} \otimes f^{*} \omega_{Y}\right)
\end{aligned}
$$

Thus we obtain the formula

$$
\begin{equation*}
\omega_{X} \cong f_{\mathrm{sh}}^{!} \mathcal{O}_{Y} \otimes f^{*} \omega_{Y} \tag{6.13}
\end{equation*}
$$

Lemma 6.4.5. Let $f: X \rightarrow Y$ be an affine étale morphism of schemes. Then $f_{\mathrm{sh}}^{!} \mathcal{G} \cong f^{*} \mathcal{G}$ for each quasi-coherent sheaf $\mathcal{G}$ on $Y$. In particluar, if $f$ is also finite and $X$ and $Y$ are projective schemes of the same dimension, then $f^{*} \omega_{Y} \cong \omega_{X}$.

Proof. Consider the fiber square


The projections are affine and $f$ is flat, so by the observation in Vak06, Section 8], there is a natural isomorphism $\operatorname{pr}_{1}^{*} f_{\mathrm{sh}}^{!} \mathcal{G} \cong\left(\operatorname{pr}_{2}\right)!$ sh $f^{*} \mathcal{G}$. Next, the diagonal morphism $\Delta: X \rightarrow X \times_{Y} X$ is an open immersion since $f$ is unramified, and a section to each projection. Applying $\Delta^{*}=\Delta_{\text {sh }}^{!}$on both sides yields the result.

Let $X$ be a reduced projective scheme, and let $\nu: \bar{X} \rightarrow X$ be the normalization of $X$. Consider the injection $\nu^{\sharp}: \mathcal{O}_{X} \rightarrow \nu_{*} \mathcal{O}_{\bar{X}}$. Then the conductor
ideal sheaf is defined as $\mathcal{I}=\operatorname{Ann}_{X}\left(\nu_{*} \mathcal{O}_{\bar{X}} / \mathcal{O}_{X}\right)$. Locally on affine $U \subseteq X$, note that $\mathcal{I}(U)=\mathcal{O}_{X}(U)$ if and only if $\left.\nu\right|_{\nu^{-1}(U)}: \nu^{-1}(U) \rightarrow U$ is an isomorphism. Thus the support of $\mathcal{O}_{X} / \mathcal{I}$ is the locus of where $\nu$ is not an isomorphism, i.e. the non-normal locus of $X$. Assume that $X$ is seminormal. Then the ideal $\mathcal{I}$ is radical by Lemma 3.3.2 and therefore cuts out the reduced subscheme $X_{\mathbf{n}}$ of $X$. It follows that the ideal sheaves $\mathcal{I}$ and $\mathcal{I}_{X_{\mathrm{n}}}$ are equal. If $A \subseteq \bar{A}$ is the integral closure of a reduced ring $A$, then $\operatorname{Ann}_{A}(\bar{A} / A) \cong \operatorname{Hom}_{A}(\bar{A}, A)(\operatorname{HS} 06$ Lemma 2.4.2]). The conductor ideal $\operatorname{Ann}_{A}(\bar{A} / A)$ is moreover characterized by being the largest common ideal of $A$ and $\bar{A}$. Globally, this translates to $\mathscr{H} \operatorname{Hom}_{X}\left(\nu_{*} \mathcal{O}_{\bar{X}}, \mathcal{O}_{X}\right) \cong \mathcal{I}_{X_{\mathbf{n}}}=\nu_{*} \mathcal{I}_{\nu^{-1}\left(X_{\mathbf{n}}\right)}$. Hence

$$
\begin{equation*}
\mathcal{I}_{\nu^{-1}\left(X_{\mathbf{n}}\right)} \cong \nu_{\mathrm{sh}}^{!} \mathcal{O}_{X} . \tag{6.14}
\end{equation*}
$$

### 6.4.1 Classifying Gorenstein unimodular sets

Theorem 6.4.6. Let $M$ be a unimodular set. Then the following are equivalent:
a) $\Gamma(M)$ is Gorenstein.
b) There exists a unimodular homology sphere $S$ (with respect to $k$ ) such that $M \cong S \star \Delta^{n}$ for some integer $n \geq-1$.
c) There exists a unimodular homology sphere $S$ such that $\Gamma(M) \cong \Gamma(S) \otimes_{k}$ $\Gamma\left(\Delta^{n}\right)$ for some integer $n \geq-1$.

Moreover, $\omega_{M} \cong \mathcal{O}_{M}(-n-1)$. In particular, $|M|$ is a homology sphere if and only if $\Gamma(M)$ is Gorenstein and $\omega_{M} \cong \mathcal{O}_{M}$.

Proof. We proceed by induction on the dimension $\mathbf{n}$ of $M$. For any $\mathbf{n}, \mathrm{c}$ ) immediately follows from $b$ ), so we can limit ourself to proving $a) \Rightarrow b$ ) and $c$ ) $\Rightarrow$ a). First we will deal with the cases $\mathbf{n}=-1,0$ separately. If $\mathbf{n}=-1$, then $M=\underline{\varnothing}$ and $\Gamma(M)=k$. A field is a Gorenstein ring and $\underline{\varnothing}$ is a homology sphere, so the implications hold. If $\mathbf{n}=0$, then $M$ is a disjoint union of points. By Proposition 2.7.2 $\Gamma(M)$ is on the form $k\left[x_{v}: v \in J_{M}^{0}\right] /\left(x_{v} x_{w}: v \neq w\right) . \Gamma(M)$ is clearly Gorenstein if $\left|J_{M}^{0}\right|=1$, and in this case $\mathbb{L}\left(M_{v}\right) \rightarrow M$ is an isomorphism, where $v$ is the vertex of $M$ (satisfying $\mathrm{lk}_{M}(v) \cong \underline{\varnothing}$ ). To determine whether $\Gamma(M)$ is Gorenstein when $\left|J_{M}^{0}\right|>1$, we divide out by the non-zero divisor $\sum_{v \in J_{M}^{0}} x_{v}$. Pick a vertex $v_{0} \in J_{M}^{0}$. Then $k \oplus k\left\{x_{v}: v \neq v_{0}\right\}$ is a graded decomposition of the quotient ring. Observe that the socle is $\left(\left|J_{M}^{0}\right|-1\right)$-dimensional. To be a Gorenstein ring, we therefore require $\left|J_{M}^{0}\right|=2$. In this case, $M$ is a homology sphere. We conclude that a$) \Rightarrow \mathrm{b}$ ). Conversely, if $\Gamma(M)$ is on the form $\Gamma(N) \otimes_{k} \Gamma\left(\Delta^{n}\right)$ for a homology sphere $N$, then $M$ is either the disjoint union of two points or on the form $\Gamma\left(\Delta^{0}\right)$. As we have seen, $\Gamma(M)$ is Gorenstein in both cases. In conclusion, $c) \Rightarrow a$ ).

We may now assume that $\mathbf{n} \geq 1$. We begin with the direction $c) \Rightarrow$ a). Suppose that $M$ is a homology sphere. Then by Theorem 6.3.3 $\Gamma(M)$ is CohenMacaulay. By Lemma 5.4.5 each link is a homology sphere. Thus by the

## 6. Cohen-Macaulay and Gorenstein properties

inductive hypothesis, $\Gamma\left(\mathrm{lk}_{M}(v)\right)$ is a Gorenstein ring for each vertex $v \in M_{0}$. By Corollary 5.2.9, there is an isomorphism $\mathbf{A}\left(M_{v}\right) \cong \operatorname{Spec} \Gamma\left(\mathrm{lk}_{M}(v)\right)$. This means that the étale cover $\left\{\mathbf{A}\left(M_{v}\right) \rightarrow \mathbf{P}(M)\right\}_{v \in J_{M}^{0}}$ consists of locally Gorenstein schemes. However, an étale morphism of schemes (where every closed point is a $k$-point) induces an isomorphism on stalks after completion |Stacks, Tag 039M, and by Mat89, Theorem 18.3] a local finite-dimensional Noetherian ring is Gorenstein if and only its completion is. It follows that $\mathbf{P}(M)$ is locally Gorenstein. This means that the dualizing sheaf $\omega_{M}$ is invertible. We will show that $\omega_{M}$ is trivial. Assume first that $\mathbf{n} \geq 2$. By Proposition 3.5.3 $\omega_{M}$ is represented by an element of $H^{0}\left(|M| \backslash\left|M^{0}\right| ; \mathbb{Z}\right) \times \operatorname{Pic}_{0}(M)$. But $H^{0}\left(|M| \backslash\left|M^{0}\right| ; \mathbb{Z}\right)$ is a free $\mathbb{Z}$-module of rank equal to the number of connected components of $|M| \backslash\left|M^{0}\right|$. Since $M$ is a homology sphere of dimension $\geq 2$, the long exact sequence of relative homology reduces to an exact sequence

$$
0 \rightarrow H_{1}\left(|M|| | M^{0} \mid ; k\right) \rightarrow H_{0}\left(|M| \backslash\left|M^{0}\right| ; k\right) \rightarrow H_{0}(|M| ; k) \rightarrow H_{0}\left(|M|| | M^{0} \mid ; k\right) \rightarrow 0 .
$$

For each $i, H_{i}\left(|M|| | M^{0} \mid ; k\right) \cong \bigoplus_{v \in J_{M}^{0}} \widetilde{H}_{i-1}\left(\mathrm{lk}_{M}(v) ; k\right)$ by Lemma 5.4.5 But each $\mathrm{lk}_{M}(v)$ is a $\geq 1$-dimensional homology sphere, so $H_{0}\left(|M| \mid M^{0} ; k\right)=$ 0 and $H_{1}\left(|M|| | M^{0} \mid ; k\right)=0$. Thus $H_{0}\left(|M| \backslash\left|M^{0}\right| ; k\right) \cong k$, and therefore $H^{0}\left(|M| \backslash\left|M^{0}\right| ; k\right) \cong k$. Hence $\omega_{M}$ is represented by a pair $(d, \mathcal{E})$, where $d$ is an integer, and $\mathcal{E}$ has trivial degree function. In other words, $\zeta_{M}^{s *} \omega_{M} \cong \mathcal{O}_{\Delta^{s}}(d)$ for all faces $s$ of $M$. In particular, $\alpha_{M}^{*} \omega_{M} \cong \mathcal{O}_{\Delta_{M}^{\mathrm{n}}}(d)$. By Serre duality and Theorem 3.4.1 we have $\operatorname{dim}_{k} H^{0}\left(M, \omega_{M}\right)=\operatorname{dim}_{k} H^{\mathbf{n}}\left(M, \mathcal{O}_{M}\right)=\operatorname{dim}_{k} H^{\mathbf{n}}(M ; k)=1$, and $\operatorname{dim}_{k} H^{\mathbf{n}}\left(M, \omega_{M}\right)=\operatorname{dim}_{k} H^{0}\left(M, \mathcal{O}_{M}\right)=1$. Consider the exact sequence

$$
0 \rightarrow \omega_{M} \rightarrow \mathcal{O}_{\Delta_{M}^{\mathrm{n}}}(d) \oplus \mathcal{O}_{M^{\mathbf{n}-1}}\left(\iota_{M}^{*} \omega_{M}\right) \rightarrow \mathcal{O}_{\partial \Delta_{M}^{\mathrm{n}}}(d) \rightarrow 0
$$

and the induced long exact sequence in cohomology. Since $H^{0}\left(M, \omega_{M}\right) \subseteq$ $H^{0}\left(\Delta_{M}^{\mathrm{n}}, \mathcal{O}_{\Delta_{M}^{\mathrm{n}}}(d)\right)$, we must have $d \geq 0$. Assume that $d>0$. The end of the long exact sequence is on the form $H^{\mathbf{n}-1}\left(\partial \Delta_{M}^{\mathbf{n}}, \mathcal{O}_{\partial \Delta_{M}^{\mathrm{n}}}(d)\right) \rightarrow H^{\mathbf{n}}\left(M, \omega_{M}\right) \rightarrow$ $H^{\mathbf{n}}\left(\Delta_{M}^{\mathrm{n}}, \mathcal{O}_{\Delta_{M}^{\mathrm{n}}}(d)\right) \rightarrow 0$. Since $d>0, H^{\mathbf{n}}\left(\Delta_{M}^{\mathrm{n}}, \mathcal{O}_{\Delta_{M}^{\mathrm{n}}}(d)\right)$ vanishes. But the cohomology group $H^{\mathbf{n}-1}\left(\partial \Delta_{M}^{\mathbf{n}}, \mathcal{O}_{\partial \Delta_{M}^{\mathbf{n}}}(d)\right)$ vanishes as well, which is seen by the long exact sequence in cohomology associated to the exact sequence

$$
0 \rightarrow \mathcal{O}_{\Delta_{M}^{\mathrm{n}}}(-\mathbf{n}-1+d) \rightarrow \mathcal{O}_{\Delta_{M}^{\mathbf{n}}}(d) \rightarrow \mathcal{O}_{\partial \Delta_{M}^{\mathrm{n}}} \rightarrow 0
$$

Hence $H^{\mathbf{n}}\left(M, \omega_{M}\right)=0$, which is a contradiction. We conclude that $d=0$. Next we may follow in parallel with the proof of BE91. Theorem 6.1]. Let $x$ be a nontrivial global section of $\omega_{M}$, and suppose that $x$ vanishes at a point $P \in \mathbf{P}(M)$. Then $P$ is in the image of a morphism $\zeta_{M}^{s}: \mathbf{P}\left(\Delta^{s}\right) \rightarrow \mathbf{P}(M)$ for some facet $s$. Since $\zeta_{M}^{s *} \omega_{M} \cong \mathcal{O}_{\Delta^{s}}$, we must have $\zeta_{M}^{s *}(x)=0$. Since $|M| \backslash\left|M^{0}\right|$ is connected, the same argument used in Proposition 3.5.3 shows that any facet $t$ can be connected with $s$ by a chain $s \leftarrow u_{1} \rightarrow \cdots \leftarrow u_{m} \rightarrow t$ of $\geq 1$-dimensional faces $u_{1}, \ldots, u_{m}$ of $M$. If $u$ connects $s$ with a facet $t$ via a simple chain $t \stackrel{f}{\leftarrow} u \xrightarrow{g} s$, then $\zeta_{\Delta^{t}}^{f *} \zeta_{M}^{t *}(x)=\zeta_{\Delta^{s}}^{g *} \zeta_{M}^{s *}(x)=0$. This implies that $\zeta_{M}^{t *}(x)=0$. Thus $\zeta_{M}^{t *}(x)=0$ for all facets $t$ by induction on the length of a chain connecting $s$ with $t$. Since
$H^{0}\left(M, \omega_{M}\right) \subseteq H^{0}\left(\Delta_{M}^{\mathrm{n}}, \mathcal{O}_{\Delta_{M}^{\mathrm{n}}}\right)$, this is a contradiction. So $x$ vanishes nowhere, and therefore trivializes $\omega_{M}$. We conclude that $\omega_{M} \cong \mathcal{O}_{M}$. Next we consider the case where $\mathbf{n}=1$. Since $H_{0}(M ; k) \cong k, M$ is a connected graph. It is moreover a 2-regular graph, since $\mathrm{lk}_{M}(v)$ is the disjoint union of two points for each vertex $v$. It follows that $M$ is a cycle. Consider the unique morphism $\phi: M \rightarrow \mathcal{L}$, where $\mathcal{L}$ is the loop (a cycle with one edge). Since $|\mathcal{L}| \backslash\left|\mathcal{L}^{0}\right|$ is connected, applying the same argument as above shows that $\omega_{\mathcal{L}} \cong \mathcal{O}_{\mathcal{L}}$. Observe that $\phi$ is a local isomorphism, so that $\phi: \mathbf{P}(M) \rightarrow \mathbf{P}(\mathcal{L})$ is étale by Theorem 4.4.1 By Lemma 6.4.5 we have $\omega_{M} \cong \phi^{*} \omega_{\mathcal{L}}$, so $\omega_{M} \cong \mathcal{O}_{M}$. Thus for general $\mathbf{n}, \Gamma(M)$ is Cohen-Macaulay and $\omega_{M} \cong \mathcal{O}_{M}$. It follows from GW78, (5.1.9)] that $\Gamma(M)$ is a graded Gorenstein ring (with canonical module $\Gamma(M)$ ).

Assume now that $\Gamma(M) \cong \Gamma\left(\Delta^{n}\right) \otimes \Gamma(N)$ for some homology sphere $N$ and some integer $n \geq 0$. The graded polynomial ring $\Gamma\left(\Delta^{n}\right)$ is Gorenstein with canonical module $\Gamma\left(\Delta^{n}\right)[-n-1]$, and by the inductive hypothesis, $\Gamma(N)$ is a graded Gorenstein ring with canonical module $\Gamma(N)$. It follows immediately that $\Gamma(M)$ is Gorenstein with canonical module $\Gamma(M)[-n-1]$ (see Eis95, Section 21.11]). By GW78, (5.1.8)], we have that $\omega_{M} \cong \mathcal{O}_{M}(-n-1)$.

For the other direction $a) \Rightarrow b$ ), assume that $\Gamma(M)$ is a Gorenstein ring. In particular, $\Gamma(M)$ is Cohen-Macaulay. Hence by Theorem 6.3.3 we have that $\widetilde{H}^{i}(M ; k)=0$ for all $i<\mathbf{n}$. Let $s$ be a face of $M$, and consider the étale morphism $\mathbf{A}\left(M_{s}\right) \rightarrow \mathbf{P}(M)$. By GW78, Lemma 5.1.10], $\mathbf{P}(M)$ is locally Gorenstein, so each $\mathbf{A}\left(M_{s}\right)$ is Gorenstein as well. But $\mathbf{A}\left(M_{s}\right) \cong \operatorname{Spec} \Gamma\left(\mathrm{lk}_{M}(s)\right) \times\left(\mathbf{G}_{m}\right)^{\operatorname{dim} s}$ by Corollary 5.2.9 and it follows that $\Gamma\left(\mathrm{lk}_{M}(s)\right)$ is a Gorenstein ring. By the inductive hypothesis, $\mathrm{lk}_{M}(s)$ is on the form $N \star \Delta^{n}$ for some homology sphere $N$ and some integer $n \geq-1$. Thus $\left|\mathrm{lk}_{M}(s)\right|$ which is of one of the following two types: Either it is a homology sphere $(n=-1)$, or it is the cone over some other topological space $(n \geq 0)$. In the latter case it is contractible. So in either case, we have by Lemma 5.4.5 that $\widetilde{H}_{i-|s|-1}\left(\mathrm{lk}_{M}(s) ; k\right)=0$ for all $i<\mathbf{n}$, and $\widetilde{H}_{\mathbf{n}-|s|-1}\left(\mathrm{lk}_{M}(s) ; k\right) \cong k$ or $\tilde{H}_{\mathrm{n}-|s|-1}\left(\mathrm{lk}_{M}(s) ; k\right) \cong 0$. By GW78, (5.1.9)] we have $\omega_{M} \cong \mathcal{O}_{M}(-n)$ for some integer $n$. Assume that $n<0$. Then by Serre duality, $H^{0}\left(M, \mathcal{O}_{M}\right)=H^{\mathbf{n}}\left(M, \mathcal{O}_{M}(-n)\right)$. But Lemma 3.6.5 implies that $H^{\mathbf{n}}\left(\mathcal{O}_{M}(-n)\right)=0$. Since $\operatorname{dim}_{k} H^{0}\left(M, \mathcal{O}_{M}\right)>0$, this is a contradiction, so $n \geq 0$. By Serre duality again, $\operatorname{dim}_{k} H^{0}\left(M, \mathcal{O}_{M}(d+1-n)\right)=\operatorname{dim}_{k} H^{\mathbf{n}}\left(M, \mathcal{O}_{M}(-d-1)\right)$ for all integers $d$. Thus from Theorem 6.3.3 and Proposition 3.6.3 we obtain the formula

$$
\begin{equation*}
\sum_{m=0}^{\mathbf{n}} \sum_{s \in J_{M}^{m}} \operatorname{dim}_{k} \widetilde{H}^{\mathbf{n}-m-1}\left(\mathrm{lk}_{M}(s) ; k\right)\binom{d}{m}=\sum_{m=0}^{\mathrm{n}}\left|M_{m}\right|\binom{d-n}{m} \tag{6.15}
\end{equation*}
$$

for integers $d \geq 0$. Assume first that $n=0$. Then 6.15 forces the equalities $\operatorname{dim}_{k} \widetilde{H}^{\mathrm{n}-|s|-1}\left(\mathrm{lk}_{M}(s) ; k\right)=1$ for each face $s$ of $M$. By Serre duality, $\operatorname{dim}_{k} H^{\mathbf{n}}\left(M, \mathcal{O}_{M}\right)=\operatorname{dim}_{k} H^{0}\left(M, \mathcal{O}_{M}\right)=1$. Hence by Theorem 3.4.1 we have $\operatorname{dim}_{k} \widetilde{H}^{\mathbf{n}}(M ; k)=1$. Thus $M$ is a homology sphere, as the homological conditions are now obtained from the universal coefficient theorem. Next, assume that $n>0$. Since $\widetilde{H}^{\mathbf{n}}\left(M, \mathcal{O}_{M}(-n)\right)=H^{0}\left(M, \mathcal{O}_{M}\right)=1$, by Theorem 6.3.3 we
obtain the formula

$$
\begin{equation*}
\sum_{m=0}^{\mathbf{n}} \sum_{s \in J_{M}^{m}} \operatorname{dim}_{k} \widetilde{H}^{\mathbf{n}-m-1}\left(\mathrm{lk}_{M}(s) ; k\right)\binom{n-1}{m}=1 \tag{6.16}
\end{equation*}
$$

This implies that there exists a unique face $s \in M^{\text {can }}$ of dimension $\operatorname{dim} s \leq n-1$ such that $\operatorname{dim}_{k} \widetilde{H}^{\mathrm{n}-|s|-1}\left(\mathrm{lk}_{M}(s) ; k\right)=1$. Thus $\mathrm{lk}_{M}(s)$ is a homology sphere. Since $\operatorname{dim} s=n-1$, we have $n \leq \mathbf{n}+1$.

By Lemma 5.2.8 we have $\mathbb{L}\left(M_{s}\right) \cong \mathrm{k}_{M}(s) \star \Delta^{s}$, so that $\Gamma\left(\mathbb{L}\left(M_{s}\right)\right) \cong$ $\Gamma\left(\mathrm{lk}_{M}(s)\right) \otimes_{k} \Gamma\left(\Delta^{s}\right)$. The inductive hypothesis implies that $\Gamma\left(\mathbb{L}\left(M_{s}\right)\right)$ is Gorenstein with canonical module $\Gamma\left(\mathbb{L}\left(M_{s}\right)\right)[-n]$. Thus $\omega_{\mathbb{L}\left(M_{s}\right)} \cong \mathcal{O}_{\mathbb{L}\left(M_{s}\right)}(-n)$. Consider now the morphism $\phi: \mathbf{P}\left(\mathbb{L}\left(M_{s}\right)\right) \rightarrow \mathbf{P}(M)$ induced by $\phi: \mathbb{L}\left(M_{s}\right) \rightarrow M$, and observe that $\phi^{*} \omega_{M} \cong \omega_{\mathbb{L}\left(M_{s}\right)}$. By 6.13), we have that $\phi_{\mathrm{sh}}^{!} \mathcal{O}_{M} \cong \mathcal{O}_{\mathbb{L}\left(M_{s}\right)}$. This means that

$$
\phi_{\mathrm{sh}}^{\Delta!}\left(\alpha_{M}\right)_{\mathrm{sh}}^{!} \mathcal{O}_{M} \cong\left(\alpha_{\mathbb{L}\left(M_{s}\right)}\right)!\mathrm{sh}, \phi_{\mathrm{sh}}^{!} \mathcal{O}_{M} \cong\left(\alpha_{\mathbb{L}\left(M_{s}\right)}\right)!\mathcal{S h}_{\mathrm{sh}} \mathcal{O}_{\left.M_{s}\right)}
$$

By Lemma 6.4.1 $\mathbf{P}(M)_{\mathbf{n}}=\mathbf{P}(N(M))$ and $\mathbf{P}\left(\mathbb{L}\left(M_{s}\right)\right)_{\mathbf{n}}=\mathbf{P}\left(N\left(\mathbb{L}\left(M_{s}\right)\right)\right)$. By 6.14), we have $\phi^{\Delta!} \mathcal{I}_{\alpha_{M}^{-1}(N(M))}=\mathcal{I}_{\alpha_{\mathbb{L}\left(M_{s}\right)}^{-1}\left(N\left(\mathbb{L}\left(M_{s}\right)\right)\right) \text {. However, } \phi^{\Delta}: \mathbf{P}\left(\Delta_{\mathbb{L}\left(M_{s}\right)}^{\mathrm{n}}\right) \rightarrow, ~}^{\text {. }}$ $\mathbf{P}\left(\Delta_{M}^{\mathrm{n}}\right)$ is locally on $\mathbf{P}\left(\Delta_{\mathbb{L}\left(M_{s}\right)}^{\mathrm{n}}\right)$ an isomorphism, so the functors $\phi^{\Delta!}$ and $\phi^{*}$ are easily seen to be naturally equivalent. Hence $\phi^{\Delta *} \mathcal{I}_{\alpha_{M}^{-1}(N(M))}=\mathcal{I}_{\alpha_{\mathbb{L}\left(M_{s}\right)}^{-1}\left(N\left(\mathbb{L}\left(M_{s}\right)\right)\right)}$, which implies that $\phi^{-1}\left(\mathbf{P}\left(\alpha_{M}^{-1}(N(M))\right)\right)=\mathbf{P}\left(\alpha_{\mathbb{L}\left(M_{s}\right)}^{-1}\left(N\left(\mathbb{L}\left(M_{s}\right)\right)\right)\right)$. Thus by Lemma 3.2.4 $\mathbf{P}\left(\phi^{-1}(N(M))\right)=\mathbf{P}\left(N\left(\mathbb{L}\left(M_{s}\right)\right)\right)$. This implies that $\phi^{-1}(N(M))=$ $N\left(\mathbb{L}\left(M_{s}\right)\right)$.

By Lemma 5.2.8 the isomorphism $\mathbf{P}\left(\mathbb{L}\left(M_{s}\right)\right) \rightarrow \mathbf{P}\left(\mathrm{lk}_{M}(s) \star \Delta^{s}\right)$ restricts to an isomorphism $\mathbf{P}\left(M_{s}^{P}\right) \rightarrow \mathbf{P}\left(\mathrm{lk}_{M}(s) \star \partial \Delta^{s}\right)$. By Lemma 6.4.2, we have $N\left(\operatorname{lk}_{M}(s) \star \Delta^{s}\right)=N\left(\operatorname{lk}_{M}(s)\right) \star \Delta^{s} \cup \mathrm{lk}_{M}(s) \star N\left(\Delta^{s}\right)$. However, $\mathbf{P}\left(\Delta^{s}\right)$ is normal, so $N\left(\Delta^{s}\right)=\underline{\varnothing}$. Also, by Lemma 6.4.4, we have $N\left(\mathrm{lk}_{M}(s)\right)=\mathrm{lk}_{M}(s)^{\mathbf{n}-|s|-2}$. Hence $N\left(\operatorname{lk}_{M} \overline{(s)} \star \Delta^{s}\right)=l \mathrm{k}_{M}(s)^{\mathrm{n}-|s|-2} \star \Delta^{s}$. It follows that

$$
\begin{aligned}
\mathbf{P}\left(M_{s}^{P} \cap N\left(\mathbb{L}\left(M_{s}\right)\right)\right) & =\mathbf{P}\left(M_{s}^{P}\right) \cap \mathbf{P}\left(N\left(\mathbb{L}\left(M_{s}\right)\right)\right) \\
& \cong \mathbf{P}\left(\mathrm{lk}_{M}(s) \star \partial \Delta^{s}\right) \cap \mathbf{P}\left(\mathrm{l}_{M}(s)^{\mathbf{n}-|s|-2} \star \Delta^{s}\right) \\
& =\mathbf{P}\left(\mathrm{lk}_{M}(s)^{\mathbf{n}-|s|-2} \star \partial \Delta^{s}\right) .
\end{aligned}
$$

Since $\mathrm{lk}_{M}(s)^{\mathbf{n}-|s|-2} \star \partial \Delta^{s} \subseteq\left(\mathrm{lk}_{M}(s) \star \Delta^{s}\right)^{\mathbf{n}-2}$, the closed subscheme $\mathbf{P}\left(M_{s}^{P} \cap\right.$ $N\left(\mathbb{L}\left(M_{s}\right)\right)$ does not have any components of dimension $\geq(\mathbf{n}-1)$. This implies that $M_{s}^{P} \cap N\left(\mathbb{L}\left(M_{s}\right)\right) \subseteq M^{\mathrm{n}-2}$. Since $\Delta_{\mathbb{L}\left(M_{s}\right)}^{\mathrm{n}} \rightarrow \Delta_{M}^{\mathrm{n}}$ is a local isomorphism, it follows that $\mathbb{L}\left(M_{s}\right) \backslash N\left(\mathbb{L}\left(M_{s}\right)\right) \rightarrow M \backslash N(M)$ is as well. Since $M_{s} \rightarrow M$ is also a local isomorphism, so is the morphism $\left(\mathbb{L}\left(M_{s}\right) \backslash N\left(\mathbb{L}\left(M_{s}\right)\right)\right) \cup M_{s} \rightarrow M$ of open categories. In conclusion, the morphism $\mathbb{L}\left(M_{s}\right) \backslash \mathbb{L}\left(M_{s}\right)^{\mathbf{n}-2} \rightarrow M \backslash M^{\mathbf{n}-2}$ is a local isomorphism.

We will show that both of these open categories are connected. If $\mathbf{n}=1$ this is clear. Assume that $\mathbf{n}>1$, and suppose that $M=N \cup Z$ with $N \cap Z \subseteq M^{\mathbf{n}-2}$, where $N$ and $Z$ are both nontrivial pure $\mathbf{n}$-dimensional. Let $t \in M_{\mathbf{n}-2}$ be a facet
of this intersection. Then $\mathrm{lk}_{M}(t)$ is 1-dimensional. However, its 1-dimensional faces are on the form $t \rightarrow y$ for $y \in N$, or $t \rightarrow z$ for $z \in Z$. But such facets cannot share a vertex $t \rightarrow u$, since $u \in M_{\mathbf{n}-1}$. It follows that $\mathrm{lk}_{M}(t)$ is not connected, so that $\widetilde{H}^{0}\left(\mathrm{lk}_{M}(t) ; k\right) \neq 0$. This is a contradiction. The same argument applies to $\mathbb{L}\left(M_{s}\right)$.

We will now show that $\phi$ is surjective. Pick $s \in M_{\mathbf{n}}$ not in the image of $\phi$. Then $s$ can be connected via elements in $M \backslash M^{\mathbf{n}-2}$ to a face $s^{\prime} \in M_{\mathbf{n}}$ which is in the image of $\phi$. Replacing $s$ and $s^{\prime}$ with appropriately chosen other faces of the chain if necessary, we may assume that there exists a pair of arrows $f: t \rightarrow s$ and $g: t \rightarrow s^{\prime}$ in $\mathbb{T}(M)$ for some $t \in M \backslash M^{\mathbf{n}-2}$. Let $u \in \mathbb{L}\left(M_{s}\right)_{\mathbf{n}}$ be a face with $\phi(u)=s^{\prime}$, and let $r=g^{M}(u)$. Then the local morphism $\phi_{r}: \mathbb{L}\left(M_{s}\right)_{r} \rightarrow M_{t}$ cannot be an isomorphism since $t \rightarrow s$ is not in the image. This is a contradiction, and we conclude that $\phi$ is surjective.

Next we will show that for each facet $t$ of $M$, there is maximally one face on the form $s \rightarrow t$ in $M_{s}$. Suppose on the contrary that there exists two different arrows $f_{1}, f_{2}: s \rightarrow t$, and let $t_{1}, t_{2}$ denote the corresponding facets in $\mathbb{L}\left(M_{s}\right)$. Let $i \in \operatorname{im} f_{1} \backslash \operatorname{im} f_{2}$, and consider the arrow $d_{i}:[|t|-1] \rightarrow[|t|]$. Then there exists a factorization $s \xrightarrow{h} d_{i}^{M}(t) \xrightarrow{d_{i}} t$ of $f_{2}: s \rightarrow t$, but no factorization $s \rightarrow d_{i}^{M}(t) \xrightarrow{d_{i}} t$ of $f_{1}: s \rightarrow t$. Hence $d_{i} \in \Delta_{f_{2}}^{t} \cap\left(\Delta_{f_{1}}^{t}\right)^{P}$. This implies that $u_{2}=d_{i}^{\mathbb{L}\left(M_{s}\right)}\left(t_{2}\right) \in M_{s}$, and $u_{1}=d_{i}^{\mathbb{L}\left(M_{s}\right)}\left(t_{1}\right) \in M_{s}^{P}$. However, both faces maps to $u=d_{i}^{M}(t)$ via the morphism $\mathbb{L}\left(M_{s}\right) \rightarrow M$. Since $M_{s}^{P} \cap N\left(\mathbb{L}\left(M_{s}\right)\right) \subseteq M^{\mathbf{n}-2}$, and $u_{1} \in M_{\mathbf{n}-1}$, we have $u_{1} \in \mathbb{L}\left(M_{s}\right) \backslash N\left(\mathbb{L}\left(M_{s}\right)\right)$. By Lemma 6.4.1, $\mathrm{lk}_{\mathbb{L}\left(M_{s}\right)}\left(u_{1}\right)$ is a simplex. But $\mathbb{L}\left(M_{s}\right) \backslash \mathbb{L}\left(M_{s}\right)^{\mathbf{n}-2} \rightarrow M \backslash M^{\mathbf{n}-2}$ is a local isomorphism, which implies that $\mathrm{lk}_{\mathbb{L}\left(M_{s}\right)}\left(u_{1}\right) \cong \mathrm{lk}_{\mathbb{L}\left(M_{s}\right)}\left(u_{2}\right) \cong \mathrm{lk}_{M}(u)$. By Lemma 5.2.3. $\mathrm{lk}_{M}(u) \cong \mathrm{lk}_{\mathrm{lk}_{M}(s)}(u, h)$, which is a homology sphere. This is a contradiction, since $u$ is not a facet.

In conclusion, the map $\mathbb{L}\left(M_{s}\right)_{\mathbf{n}} \rightarrow M_{\mathbf{n}}$ is bijective. Hence $\mathbf{P}(M)$ and $\mathbf{P}\left(\mathbb{L}\left(M_{s}\right)\right)$ have the same normalization, so $\phi^{\Delta}: \Delta_{\mathbb{L}\left(M_{s}\right)}^{\mathbf{n}} \rightarrow \Delta_{M}^{\mathbf{n}}$ is an isomorphism. Since $\mathbb{L}\left(M_{s}\right) \rightarrow M$ is surjective, $\phi^{\sharp}: \mathcal{O}_{M} \rightarrow \phi_{*} \mathcal{O}_{\mathbb{L}\left(M_{s}\right)}$ is injective. By HS06. Lemma 2.4.2], there is an isomorphism

$$
\operatorname{Ann}_{M}\left(\phi_{*} \mathcal{O}_{\mathbb{L}\left(M_{s}\right)} / \mathcal{O}_{M}\right) \cong \mathscr{H}_{M}\left(\phi_{*} \mathcal{O}_{\mathbb{L}\left(M_{s}\right)}, \mathcal{O}_{M}\right)=\phi_{*} \phi_{\mathrm{sh}}^{!} \mathcal{O}_{M}
$$

Since $\phi_{\mathrm{sh}}^{!} \mathcal{O}_{M} \cong \mathcal{O}_{\mathbb{L}\left(M_{s}\right)}$, we obtain an isomorphism $\phi_{*} \mathcal{O}_{\mathbb{L}\left(M_{s}\right)} \cong \operatorname{Ann}_{M}\left(\phi_{*} \mathcal{O}_{\mathbb{L}\left(M_{s}\right)} /\right.$ $\left.\mathcal{O}_{M}\right)$, which is an ideal sheaf of $\mathcal{O}_{M}$. It follows that $\phi^{\sharp}: \mathcal{O}_{M} \rightarrow \phi_{*} \mathcal{O}_{\mathbb{L}\left(M_{s}\right)}$ is an isomorphism. Since $\phi$ is affine, $\mathbf{P}\left(\mathbb{L}\left(M_{s}\right)\right) \rightarrow \mathbf{P}(M)$ is an isomorphism. By Lemma 4.3.5, this implies that $\mathbb{L}\left(M_{s}\right) \rightarrow M$ is an isomorphism, and thus $M \cong \operatorname{lk}_{M}(s) \star \Delta^{s}$, showing b).

### 6.5 Regular subdivisions of face schemes

We continue with the notation from Section 2.9. We define $\mathbf{P}_{R}(M, \Psi)=$ $\operatorname{Proj}\left(\Gamma_{R}(M, \Psi)\right)$. This yields a functor $\mathbf{P}_{R}: \mathcal{C} \rightarrow \operatorname{Sch}_{R}$, since any homomorphism on the form $\Gamma_{R}(\phi): \Gamma_{R}(N, \Phi) \rightarrow \Gamma_{R}(M, \Psi)$ is finite. The natural grading on $\Gamma_{R}(M, \Psi)$ defines a sheaf $\mathcal{O}_{\mathbf{P}_{R}(M, \Psi)}(1)$.

## 6. Cohen-Macaulay and Gorenstein properties

Lemma 6.5.1. Let $M$ be a finite polyhedral set, and let $R$ be a $k$-algebra DVR with residue field $k$ and field of fractions $K$. Then the morphism $\mathbf{P}_{R}(M, \Psi) \rightarrow \operatorname{Spec}(R)$ is flat with central fiber $\mathbf{P}_{k}(P S(M, \Psi))$, and generic fiber $\mathbf{P}_{K}(M)$. Moreover, the sheaf $\mathcal{O}_{\mathbf{P}_{R}(M, \Psi)}(1)$ is a relatively ample line bundle with central fiber $\mathcal{O}_{\mathbf{P}_{k}(P S(M, \Psi))}(1)$, and generic fiber $\mathcal{O}_{\mathbf{P}_{K}(M)}(1)$. Hence the pairs $\left(\mathbf{P}_{K}(M), \mathcal{O}_{M}(1)\right)$ and $\left(\mathbf{P}_{k}(P S(M, \Psi)), \mathcal{O}_{\mathbf{P}_{k}(P S(M, \Psi))}(1)\right)$ are deformation equivalent.

Proof. The both statements follows from Theorem 2.9.11 (and the fact that relative ampleness is a local property on the base).

Lemma 6.5.2. Let $M$ be a polyhedral set. Then there is a natural isomorphism of pairs $\left(\mathbf{P}(n M), \mathcal{O}_{n M}(1)\right) \cong\left(\mathbf{P}(M), \mathcal{O}_{M}(n)\right)$.

Proof. This follows immediately from Lemma 2.9.5
Theorem 6.5.3. If $M$ is a finite polyhedral set, there exists an integer $n \geq 1$ such that pair $\left(\mathbf{P}_{k}(M), \mathcal{O}_{M}(n)\right)$ is deformation equivalent to $\left(\mathbf{P}_{k}(Z), \mathcal{O}_{Z}(1)\right)$ for some simplicial complex $Z$ such that $|Z| \cong|M|$ (and any field $k$ ).

Proof. This follows from a straight-forward application of Theorem 2.9.9 Lemma 6.5.2 and Lemma 6.5.1

Theorem 6.5.4. Let $M$ be a polyhedral homology manifold. Then $\mathbf{P}(M)$ is locally Gorenstein, and $\omega_{M}^{\otimes 2} \cong \mathcal{O}_{M}$. Moreover, $M$ is orientable if and only if $\omega_{M} \cong \mathcal{O}_{M}$.

Proof. Assume first that $M$ is unimodular. Since $M$ is a homology manifold, each link $\mathrm{lk}_{M}(s)$ is a homology sphere for each face $s$ of $M$. Consider the étale cover $\left\{\mathbf{A}\left(M_{s}\right) \rightarrow \mathbf{P}(M)\right\}_{s \in \mathbb{T}(M)}$. By Corollary 5.2.9, the morphisms $\mathbf{A}\left(M_{s}\right) \rightarrow$ $\operatorname{Spec} \Gamma\left(\mathrm{lk}_{M}(s)\right) \times_{k}\left(\mathbf{G}_{m}\right)^{\operatorname{dim} s}$ are isomorphisms. Since the Gorenstein property is preserved under étale morphisms, each $\mathbf{A}\left(M_{s}\right)$ is Gorenstein by Theorem 6.4.6 It follows that $\mathbf{P}(M)$ is locally Gorenstein. Assume that $M$ is an orientable homology manifold, and let $\mathbf{n}=\operatorname{dim} M$. By Lemma 3.3.1, $\alpha_{M}: \mathbf{P}\left(\Delta_{M}^{\mathbf{n}}\right) \rightarrow \mathbf{P}(M)$ is the normalization of $\mathbf{P}(M)$. By Lemma 6.4.4 and Lemma 6.4.1, we have $\mathbf{P}(M)_{\mathbf{n}}=\mathbf{P}\left(M^{\mathbf{n}-1}\right)$. Hence $\left(\alpha_{M}\right)_{\mathrm{sh}}^{!} \mathcal{O}_{M} \cong \mathcal{I}_{\partial \Delta_{M}^{\mathrm{n}}}$ by 6.14). By (3.33), we have $\alpha_{*} \mathcal{I}_{\partial \Delta_{M}^{\mathrm{n}}} \cong \mathcal{I}_{M^{\mathrm{n}-1}}$, so $\alpha_{M *}\left(\alpha_{M}\right)_{\mathrm{sh}}^{!} \mathcal{O}_{M} \cong \mathcal{I}_{M^{\mathrm{n}-1}}$. However, we also have $\mathcal{I}_{\partial \Delta_{M}^{\mathrm{n}}} \cong$ $\omega_{\Delta_{M}^{\mathrm{n}}}$ by Lemma 3.6.2 Thus we may rewrite 6.13 as $\omega_{\Delta_{M}^{\mathrm{n}}} \cong \omega_{\Delta_{M}^{\mathrm{n}}} \otimes \alpha_{M}^{*} \omega_{M}$, which implies that $\alpha_{M} \omega_{M} \cong \mathcal{O}_{\Delta_{M}^{n}}$. The same argument as in the proof of Theorem 6.4.6 now shows that $\omega_{M}$ has a non-trivial global section, which trivializes $\omega_{M}$. This shows that $\omega_{M} \cong \mathcal{O}_{M}$ whenever $M$ is orientable.

Next we assume that $M$ is non-orientable. By Proposition 5.4.3, the orientable double cover $\pi: \widetilde{M} \rightarrow M$ is a local isomorphism. By Theorem 4.4.1 $\pi: \mathbf{P}(\widetilde{M}) \rightarrow$ $\mathbf{P}(M)$ is étale. We know that $\pi_{1}(|\widetilde{M}|) \subseteq \pi_{1}(|M|)$ is a subgroup of index two, hence by abelianizing we get an exact sequence

$$
0 \rightarrow H_{1}(\widetilde{M}) \rightarrow H_{1}(M) \rightarrow \mathbb{Z} / 2 \rightarrow 0
$$

By the universal coefficient theorem, dualizing with respect to $\mathbf{G}_{m}$ yields an exact sequence

$$
0 \rightarrow \operatorname{Hom}\left(\mathbb{Z} / 2, \mathbf{G}_{m}\right) \rightarrow H^{1}\left(M ; \mathbf{G}_{m}\right) \rightarrow H^{1}\left(\widetilde{M} ; \mathbf{G}_{m}\right)
$$

Now, since $\pi$ is étale, we have $\pi^{*} \omega_{M} \cong \omega_{\widetilde{M}}$ by Lemma 6.4.5. But $\widetilde{M}$ is orientable, so $\pi^{*} \omega_{M} \cong \mathcal{O}_{\widetilde{M}}$. It follows that the degree function of $\omega_{M}$ is trivial, hence by Theorem 3.5.2 $\omega_{M}$ is represented by an element of $H^{1}\left(|M|, \mathbf{G}_{m}\right)$. Via the natural isomorphism $\operatorname{Pic}_{0}\left(\omega_{M}\right) \stackrel{\cong}{\Longrightarrow} H^{1}\left(M ; \mathbf{G}_{m}\right), \omega_{M}$ is identified with an element in the kernel of $H^{1}\left(M ; \mathbf{G}_{m}\right) \rightarrow H^{1}\left(\widetilde{M} ; \mathbf{G}_{m}\right)$. But $\operatorname{Hom}\left(\mathbb{Z} / 2, \mathbf{G}_{m}\right)$ is isomorphic to $\mathbb{Z} / 2$ (or trivial if char $k=2$ ), so $\omega_{M}^{\otimes 2}$ is trivial in $H^{1}\left(M ; \mathbf{G}_{m}\right)$. We conclude that $\omega_{M}^{\otimes 2} \cong \mathcal{O}_{M}$. Since $M$ is not orientable, we have $H^{\mathrm{n}}(M ; k)=0$. By Serre duality, $H^{0}\left(M, \omega_{M}\right) \cong H^{\mathbf{n}}\left(M, \mathcal{O}_{M}\right) \cong H^{\mathbf{n}}(M ; k)=0$. Hence $\omega_{M}$ does not have a global section, and is therefore not trivial.

Finally, let $M$ be a general polyhedral homology manifold. By Theorem 6.5.3 there exists a marked pair $(M, \Psi)$ such that $Z=P S(M, \Psi)$ is unimodular and $|Z| \cong|M|$. By the above, $\mathbf{P}_{k}(Z)$ is locally Gorenstein. This property is preserved under deformation equivalence, so $\mathbf{P}_{k}(M)$ is locally Gorenstein as well by Theorem 6.5.3 For the rest of the statements, it will suffice to show that for projective schemes $X$, the properties $\omega_{X} \cong \mathcal{O}_{X}, \omega_{X}^{\otimes 2} \cong \mathcal{O}_{X}$ and $H^{0}\left(X, \omega_{X}\right)=0$ are open stable under generization in proper families of locally Gorenstein schemes. Indeed, suppose that $\mathcal{X} \rightarrow \operatorname{Spec}(R)$ is such a family, where $R$ is a DVR. Then its relative dualizing complex is invertible (|Stacks, Tag 0DW9]), hence it has an invertible relative dualizing sheaf $\omega_{\mathcal{X} / R}$. Assume that either of the properties above apply for its central fiber $\mathcal{X}_{0}$. We will show that the same applies to its general fiber $\mathcal{X}_{\eta}$. Since $\left.\omega_{\mathcal{X} / R}\right|_{\mathcal{X}_{t}} \cong \omega_{\mathcal{X}_{t}}$ in general ( $\mid$ Stacks, Tag 0BZW|), we can lift a trivializing section of $\omega_{\mathcal{X}_{0}}$ ) (resp. $\omega_{\mathcal{X}_{0}}^{\otimes 2}$ ) to a trivializing section of $\omega_{\mathcal{X} / R}$ (resp. $\omega_{\mathcal{X} / R}^{\otimes 2}$ ). This induces a trivializing section of $\omega_{\mathcal{X}_{\eta}}$ (resp. $\omega_{\mathcal{X}_{\eta}}^{\otimes 2}$ ). Finally, since $\omega_{\mathcal{X} / R}$ is invertible, $H^{0}\left(X, \omega_{X / R}\right)=0 \Rightarrow H^{0}\left(\mathcal{X}, \omega_{\mathcal{X} / R}\right)=0 \Rightarrow H^{0}\left(\mathcal{X}_{\eta}, \omega_{\mathcal{X}_{\eta} / R}\right)=0$.

Corollary 6.5.5. If $M$ is a polyhedral homology sphere (with respect to $k$ ), then $\Gamma(M)$ is Gorenstein. In particular, $\Gamma\left(\partial \Delta^{P}\right)$ is Gorenstein for all $P \in \mathcal{P}$.

Proof. By Theorem 6.5.4 we have $\omega_{M} \cong \mathcal{O}_{M}$. Thus by Serre duality and Lemma 3.6.5 $H^{i}\left(M, \mathcal{O}_{M}(-d)\right)=H^{\mathbf{n}-i}\left(M, \mathcal{O}_{M}(d)\right)=0$ for all $d>0$ and $i<\mathbf{n}$. Since $M$ is a homology sphere, $H^{i}\left(M, \mathcal{O}_{M}\right)=0$ for all $0<i<\mathbf{n}$ as well. This means that $\Gamma(M)$ is Cohen-Macaulay, and by GW78, (5.1.9)], also Gorenstein.

## Chapter 7

## Deformations of face schemes of polyhedral manifolds

This chapter will be concerned with the following objectives: First, we will prove the vanishing of the obstructions to glueing local infinitesimal deformations of $\left(\mathbf{P}(M), \mathcal{O}_{M}(1)\right)$ in dimension 2. This is essentially done via reduction to the simplicial case. Second, we compute the universal base space for the deformation functor of pairs under some restrictions on $M$. Then we find further conditions under which the smoothing component is identifiable, and apply it to two classes of examples in the final two sections.

We refer to Har10 for the basic terminology on deformation theory. For additional results, [Ser06] and $A r t 69$ will be referenced. We consider the functor $F: k$-alg $\rightarrow$ Set given by $F(B)=\{(f: \mathcal{X} \rightarrow \operatorname{Spec}(B), L)\} / \cong$, where $f$ is proper and flat, and $L$ is an ample line bundle. Functoriality is given by base change. This functor is locally of finite presentation (i.e. it preserves inductive limits), which follows from standard techniques. Let $X$ be a reduced and projective scheme over $k$, and let $L$ be an ample line bundle on $X$. Consider the overcategory $k$-alg $/ k$, consisting of $k$-algebras $B$ equipped with a homomorphism $\phi: B \rightarrow k$. The local functor $F_{(X, L)}: k$-alg $/ k \rightarrow$ Set is given by $F_{(X, L)}(B \xrightarrow{\phi}$ $k)=\left\{\left(X^{\prime}, L^{\prime}\right) \in F(B): F(\phi)\left(X^{\prime}, L^{\prime}\right)=(X, L)\right\}$. We will focus on the local deformation functor $\operatorname{Def}_{(X, L)}$, which is equal to $F_{(X, L)}$ restricted to the category of local Artinian $k$-algebras. It maps $A$ to the set of equivalence classes of pairs ( $\left.X^{\prime} \rightarrow \operatorname{Spec}(A), L^{\prime}\right)$, where $X^{\prime}$ is a deformation of $X$ over $\operatorname{Spec}\left(A^{\prime}\right)$, and $L^{\prime} \otimes_{A^{\prime}} k \cong L$ (note that deformations $X^{\prime} \rightarrow \operatorname{Spec}\left(A^{\prime}\right)$ are automatically proper since $A^{\prime}$ is finite over $k$ ). When $X$ is smooth, its basic properties are well known (Ser06. Section 3.3.3]). In particular, $\operatorname{Def}_{(X, L)}$ has a miniversal family. However, the smoothness assumption is redundant, as is shown in AC10. In fact, since $L$ is ample, $\operatorname{Def}_{(X, L)}$ is pro-representable and has unique effectivizations of formal families. This essentially follows from representability of the Hilbert functor and the Picard functor. As a consequence of that, all effective formal families are algebraizable:

Proposition 7.0.1. Any formal family $\left\{\left(X_{n}, L_{n}\right)\right\}$ for $\operatorname{Def}_{(X, L)}$ is algebraizable (including the universal formal family). I.e. there exists an algebraic deformation $(\mathcal{X} \rightarrow \operatorname{Spec}(B), \mathcal{L})$ and compatible isomorphisms $\left(\mathcal{X} \times_{B} B / m^{n}, \mathcal{L} \otimes_{B} B / m^{n}\right) \xrightarrow{\cong}$ $\left(X_{n}, L_{n}\right)$. Moreover, the base space $\operatorname{Spec}(B)$ for the universal deformation is unique in the étale-topology locally around $0 \in \operatorname{Spec}(B)$.

Proof. Since $\operatorname{Def}_{(X, L)}$ has unique effectivizations, the above statement holds for the universal formal family by [Art69, Theorem 1.6] and [Art69, Theorem 1.7].

Since any formal family $\left\{\left(X_{n}, L_{n}\right)\right\}$ is effective, it is automatically algebraizable as a base change of an algebraic universal deformation.

We will now summarize from AC10 what we shall require here. Consider the natural morphism dlog : $\mathcal{O}_{X}^{*} \rightarrow \Omega_{X}$ given locally by $u \mapsto \frac{d u}{u}$, and let $c: H^{1}\left(X, \mathcal{O}_{X}^{*}\right) \rightarrow H^{1}\left(X, \Omega_{X}\right)$ denote the induced homomorphism in cohomology. Since $H^{1}\left(X, \Omega_{X}\right) \cong \operatorname{Ext}_{X}^{1}\left(\mathcal{O}_{X}, \Omega_{X}\right)$, the element $c(L)$ induces an extension

$$
\begin{equation*}
0 \rightarrow \Omega_{X} \rightarrow Q_{L} \rightarrow \mathcal{O}_{X} \rightarrow 0 \tag{7.1}
\end{equation*}
$$

This sequence is locally split-exact, hence by dualizing we obtain an exact sequence

$$
0 \rightarrow \mathcal{O}_{X} \rightarrow \mathcal{E}_{L} \rightarrow \mathcal{T}_{X} \rightarrow 0
$$

where $\mathcal{E}_{L}=Q_{L}^{\vee}$.
Theorem 7.0.2 (॥AC10, Theorem 3.1]).

1) The functor $\operatorname{Def}_{(X, L)}$ has a miniversal family (i.e. $\operatorname{Def}_{(X, L)}$ satisfies $(H 0)-$ (H3) of Schlessinger's criterion (Har10, Theorem 16.2]).
2) There is an isomorphism $\operatorname{Def}_{(X, L)}(k[\epsilon]) \stackrel{\cong}{\rightrightarrows} \operatorname{Ext}_{X}^{1}\left(Q_{L}, \mathcal{O}_{X}\right)$.
3) There is an exact sequence

$$
0 \rightarrow H^{1}\left(X, \mathcal{E}_{L}\right) \rightarrow \operatorname{Ext}_{X}^{1}\left(Q_{L}, \mathcal{O}_{X}\right) \rightarrow H^{0}\left(X, \mathcal{T}_{X}^{1}\right) \rightarrow H^{2}\left(X, \mathcal{E}_{L}\right)
$$

where $H^{1}\left(X, \mathcal{E}_{L}\right)$ parametrizes the locally trivial first-order deformations of $X$.
4) The obstructions for $\operatorname{Def}_{(X, L)}$ lie in $H^{0}\left(X, \mathcal{T}_{X}^{2}\right), H^{1}\left(X, \mathcal{T}_{X}^{1}\right)$ and $H^{2}\left(X, \mathcal{E}_{L}\right)$.

### 7.1 Vanishing of obstructions

For the rest of this chapter, we shall assume that $M$ is 2-dimensional polyhedral manifold. We will prove that the obstruction module $H^{2}\left(M, \mathcal{E}_{L}\right)$ vanishes, where $L=\mathcal{O}_{M}(1)$. If $M$ is a simplicial manifold, then the vanishing of $H^{2}\left(M, \mathcal{E}_{L}\right)$ is known AC10, Theorem 6.1]. We will prove the general result in two steps. First, we show that the property that $H^{2}\left(M, \mathcal{E}_{L}\right)=0$ is preserved under scaling of $M$, and then under certain types of subdivisions called simple subdivisions. Second, we show that it is possible to iteratively scale and subdivide $M$ via simple subdivisions until one ends up with a simplicial manifold.

Definition 7.1.1. Let $(M, \Psi)$ be a marked pair structure on a 2-dimensional polyhedral manifold $M$. Then the inner skeleton $S \subseteq P S(M, \Psi)$ of the subdivision is the closure of $P S(M, \Psi)^{1} \backslash P S\left(M^{1},\left.\Psi\right|_{M^{1}}\right)$. Hence $S$ is 1-dimensional, and its edges are those which are not contained in $P S\left(M^{1},\left.\Psi\right|_{M^{1}}\right)$. A subdivision of $M$ is called simple if $H_{1}(|S|)=0$.

First, we shall require a more general version of (7.1). Let $\pi: X \rightarrow \operatorname{Spec}(R)$ be a projective, flat morphism, where $R$ is some finitely generated $k$-algebra. Let $L$ be a line bundle on $X$. Consider the morphism $\operatorname{dog}_{R}: \mathcal{O}_{X}^{*} \rightarrow \Omega_{X / R}$ given by $u \mapsto \frac{d(u)}{u}$. It is easy to check that this is a morphism of abelian groups. This induces a homomorphism $c_{R}: \operatorname{Pic}(X) \xrightarrow{\cong} H^{1}\left(X, \mathcal{O}_{X}^{*}\right) \rightarrow H^{1}\left(\Omega_{X / R}\right)$. Since $H^{1}\left(X, \Omega_{X / R}\right) \cong \operatorname{Ext}_{X}^{1}\left(\mathcal{O}_{X}, \Omega_{X / R}\right)$, the element $c_{R}(L)$ induces an extension

$$
c_{R}(L): 0 \rightarrow \Omega_{X / R} \rightarrow Q_{L} \rightarrow \mathcal{O}_{X} \rightarrow 0
$$

As before, this sequence is locally split-exact, hence by dualizing we obtain an exact sequence

$$
0 \rightarrow \mathcal{O}_{X} \rightarrow \mathcal{E}_{L} \rightarrow \mathcal{T}_{X} \rightarrow 0
$$

where $\mathcal{E}_{L}=Q_{L}^{\vee}$.
Proposition 7.1.2. Let $n$ be a positive integer. Then $Q_{n L} \cong Q_{L}$, so that $\mathcal{E}_{n L} \cong$ $\mathcal{E}_{L}$.

Proof. We shall require the following fact, which follows immediately from the construction in Wei94, Theorem 3.4.3]: Let $R$ be a ring, and $A, B R$-modules. Let $r \in R$ be an invertible element, and $e \in \operatorname{Ext}_{R}^{1}(A, B)$ an extension class. Then $e$ and $r e$ are isomorphic as $R$-modules. This easily globalizes to the corresponding statement for quasi-coherent sheaves on $X$, so we can apply it to the extension $c(L) \in \operatorname{Ext}_{X}^{1}\left(\mathcal{O}_{X}, \Omega_{X}\right)$. First, since the homomorphism $c$ is additive, we have $c\left(L^{\otimes n}\right)=n c(L)$. Now, $n$ is invertible in $H^{0}\left(X, \mathcal{O}_{X}\right)$, and thus the middle terms of the extensions corresponding to $n c(L)$ and $c(L)$ are isomorphic. In other words, $Q_{n L} \cong Q_{L}$.

Proposition 7.1.3. Let $x \in \operatorname{Spec}(R)$ be a point, and consider the fiber $X_{x} \rightarrow$ $\operatorname{Spec}(k(x))$. Let $L_{x}:=\left.L\right|_{X_{x}}=L \otimes_{R} k(x)$. Then $\left.\left(Q_{L}\right)\right|_{X_{x}} \cong Q_{L_{x}}$.

Proof. Let $f: X_{x} \rightarrow X$ denote the closed immersion of the fiber over $x$. Observe that $\Omega_{X / R} \otimes_{R} k(x) \cong f_{*} \Omega_{X_{x} / k(x)}$. Consider the commutative diagram


This induces a commutative diagram


## 7. Deformations of face schemes of polyhedral manifolds

The vertical arrow on the right is just the composition $H^{1}\left(X, \Omega_{X / R}\right) \rightarrow$ $H^{1}\left(X, \Omega_{X / R}\right) \otimes_{R} k(x) \stackrel{\cong}{\Longrightarrow} H^{1}\left(X_{x}, \Omega_{X_{x} / k(x)}\right)$. Thus $c_{k(x)}\left(\left.L\right|_{X_{x}}\right)=c_{R}(L) \otimes 1$. If we view $c_{R}(L) \otimes 1$ as an element of $\operatorname{Ext}_{X_{x}}^{1}\left(\mathcal{O}_{X_{x}}, \Omega_{X_{x} / k(x)}\right) \cong H^{1}\left(X_{x}, \Omega_{X_{x} / k(x)}\right)$, it corresponds to

$$
c_{R}(L) \otimes 1:\left.0 \rightarrow \Omega_{X_{x} / k(x)} \rightarrow\left(Q_{L}\right)\right|_{X_{x}} \rightarrow \mathcal{O}_{X_{x}} \rightarrow 0
$$

Since this also corresponds to the extension $c_{k(x)}\left(\left.L\right|_{X_{x}}\right)$, we conclude that $\left.\left(Q_{L}\right)\right|_{X_{x}} \cong Q_{L_{x}}$.

We will now apply the above in the situation where $\mathcal{X}:=\mathbf{P}_{R}(M, \Psi) \rightarrow$ $\operatorname{Spec}(R)$ is a deformation arising from a marked pair structure $(M, \Psi)$, where $R=k[t]_{p}$ and $p=(t)$. In this situation, the central fiber $\left(\mathcal{X}_{0},\left.\mathcal{O}_{\mathcal{X}}(1)\right|_{\mathcal{X}_{0}}\right)$ is isomorphic to a pair $\left(\mathbf{P}(Z), \mathcal{O}_{Z}(1)\right)$ for $Z=P S(M, \Psi)$. Define $\mathcal{L}=\mathcal{O}_{\mathcal{X}}(1)$ and $L=\mathcal{O}_{Z}(1)$, and consider the exact sequence

$$
\begin{equation*}
0 \rightarrow \mathcal{O}_{\mathcal{X}} \xrightarrow{t} \mathcal{O}_{\mathcal{X}} \rightarrow \mathcal{O}_{Z} \rightarrow 0 \tag{7.2}
\end{equation*}
$$

This yields an exact sequence (see Har10, Theorem 3.4])

$$
0 \rightarrow \mathcal{T}_{\mathcal{X} / R} \xrightarrow{t} \mathcal{T}_{\mathcal{X} / R} \rightarrow \mathcal{T}_{Z / k} \rightarrow \mathcal{T}_{\mathcal{X} / R}^{1} \xrightarrow{t} \mathcal{T}_{\mathcal{X} / R}^{1} .
$$

If we let $C$ denote the sheaf of $t$-torsion sections of $\mathcal{T}_{\mathcal{X} / R}^{1}$, then we get the exact sequence

$$
\begin{equation*}
0 \rightarrow \mathcal{T}_{\mathcal{X} / R} \otimes_{R} k \rightarrow \mathcal{T}_{Z / k} \rightarrow C \rightarrow 0 \tag{7.3}
\end{equation*}
$$

Now, by Proposition 7.1.3, there is an isomorphism $\left.\left(Q_{\mathcal{L}}\right)\right|_{\mathcal{X}_{0}} \cong Q_{L}$ (compatible with the isomorphism $\left.\left.\Omega_{\mathcal{X} / R}\right|_{\mathcal{X}_{0}} \rightarrow \Omega_{Z / k}\right)$. So if we apply $\mathscr{H}$ om $\left(Q_{\mathcal{L}},-\right)$ to (7.2), one obtains an injective morphism $\mathcal{E}_{\mathcal{L}} \otimes_{R} k \rightarrow \mathcal{E}_{L}$. Consider the commutative diagram


By the snake lemma and 7.3 there is an induced exact sequence on the form

$$
\begin{equation*}
0 \rightarrow \mathcal{E}_{\mathcal{L}} \otimes_{R} k \rightarrow \mathcal{E}_{L} \rightarrow C \rightarrow 0 \tag{7.4}
\end{equation*}
$$

Our next goal is to find conditions under which $H^{1}(\mathcal{X}, C)=0$. To do this, we must consider a new type of face ring construction:
Remark 7.1.4. There is an alternative way of interpreting the face ring construction $(M, \Psi) \mapsto \Gamma_{R}(M, \Psi)$ from Section 2.9 and it involves considering each ring $\Gamma_{R}(P, \psi)$ as the coordinate ring of a polyhedron $Q$, which essentially forms a homotopy between $P$ and the subdivision $P S(P, \psi)$. The general setup is as follows. Let $\mathcal{Q}_{+}$denote the category of full-dimensional lattice
polyhedrons $Q \subseteq \mathbb{R}^{n}$ CLS11, Definition 7.1.3](including the empty-polyhedron $\varnothing$ ). If $Q=\left\{m \in \mathbb{Z}^{\operatorname{dim}(Q)} \mid\left\langle m, u_{F}\right\rangle \geq-a_{F}\right\}$ is a lattice polyhedron, let $C_{Q}=\left\{m \in \mathbb{Z}^{\operatorname{dim}(Q)} \mid\left\langle m, u_{F}\right\rangle \geq 0\right\}$ denote its recession cone. The category $\mathcal{Q}_{+}$ may be defined analogously to $\mathcal{P}_{+}$, where arrows $\left(f, \lambda_{f}\right): Q_{1} \rightarrow Q_{2}$ are affine transformations $f: \mathbb{Z}^{\operatorname{dim}\left(Q_{1}\right)} \rightarrow \mathbb{Z}^{\operatorname{dim}\left(Q_{2}\right)}, f_{\mathbb{R}}: \mathbb{R}^{\operatorname{dim}\left(Q_{1}\right)} \rightarrow \mathbb{R}^{\operatorname{dim}\left(Q_{2}\right)}$ identifies $Q_{1}$ with a face of $Q_{2}$, and where $\lambda_{f}: \mathbb{Z}^{\operatorname{dim}\left(Q_{1}\right)} \rightarrow \mathbf{G}_{m}^{\times}$is a character. The affine semigroup associated to $Q$ is defined as $A_{Q}=\mathbb{N}\left[\left(Q \times\{1\} \cup C_{Q} \times\{0\}\right) \cap \mathbb{Z}^{\operatorname{dim}(Q)+1}\right]$. For each arrow $f: Q_{1} \rightarrow Q_{2}$ represented by an affine transformation $x \mapsto u+A x$, there is an induced homomorphism $A_{Q_{1}} \rightarrow A_{Q_{2}}$ given by $(m, d) \mapsto\left(d f_{\mathbb{R}}\left(\frac{m}{d}\right), d\right)=$ $(u d+A(m), d)$. This is analogous to and a generalization of the definition of the functor $A: \mathcal{P}_{+} \rightarrow \mathcal{Q}$ for $P \in \mathcal{P}$.

We define the face ring of $Q$ as $\Gamma^{\prime}(Q)=k\left[A_{Q}\right]$. Functoriality is given as before: $\chi^{A_{f}(m)} \mapsto \lambda_{f}(m) \chi^{m}$ (and $\chi^{m} \mapsto 0$ otherwise). The grading is given by $k\left[A_{P}\right]=\bigoplus_{d=0}^{\infty} \bigoplus_{(m, d) \in A_{Q}} k \cdot \chi^{(m, d)}$. This defines a functor $\Gamma^{\prime}: \mathcal{Q}_{+} \rightarrow$ $\mathscr{D} \geq 0$, where $\mathscr{D} \geq 0$ denotes the category of non-negatively graded $k$-algebras. Now, $k\left[C_{Q} \cap \mathbb{Z}^{\overline{\operatorname{dim}}(Q)}\right]$ is the degree 0 part of $\Gamma^{\prime}(Q)$, and the graded inclusion $k\left[C_{Q} \cap \mathbb{Z}^{\operatorname{dim}(Q)}\right] \rightarrow \Gamma^{\prime}(Q)$ given by $\chi^{m} \mapsto \chi^{(m, 0)}$ is natural. As in Section 2.3 this defines a functor $\Gamma: \operatorname{Pre}^{(*)}(\mathcal{Q}) \rightarrow \mathscr{D} \geq 0$, where $\mathcal{Q} \subseteq \mathcal{Q}_{+}$is the subcategory of non-empty polyhedra. A presheaf $M \in \operatorname{Pre}^{(*)}(\mathcal{Q})$ will be called a generalized polyhedral set, and the definitions analogous to those prior apply. As before, there is an induced functor $\mathbf{P}: \operatorname{Pre}^{(*)}(\mathcal{Q})_{f} \rightarrow \operatorname{Sch}_{k}$, which associates to a finite generalized polyhedral set $M$ the scheme $\mathbf{P}(M)=\operatorname{Proj}(\Gamma(M))$. There is nothing essentially different about this construction other than for the fact that $\Gamma(M)$ is not necessarily positively graded. Thus, all results of Chapter 4, and also Lemma 5.2.5 Corollary 5.2.6 and Proposition 5.2.7 have analogies in this situation. Hence there is an étale cover $\left\{\mathbf{A}\left(M_{s}\right) \rightarrow \mathbf{P}(M)\right\}_{s}$ for faces $s$ of $M$, and also $\mathbf{A}\left(M_{s}\right) \cong \operatorname{Spec} \Gamma\left(\mathbb{L}\left(M_{s}\right)\right)_{\left(\theta_{s}\right)}$. These facts will be used later.

To tie this up with subdivisions, let $(P, \psi)$ be a marked pair, let $n=\operatorname{dim}(P)$, and consider the polyhedron $Q$ defined as the union of vertical lines intersecting the lower boundary $G_{\psi}$. I.e. $Q=\left\{(m, s) \in \mathbb{R}^{\operatorname{dim}(P)+1} \mid m \in P, s \geq g_{\psi}(m)\right\}$. The recession cone $C_{Q} \subseteq \mathbb{R}^{n}$ is 1-dimensional and generated by the unit vector $e_{n}$. Thus $t:=\chi^{\left(e_{n}, 0\right)} \in \Gamma^{\prime}(Q)$ is a well-defined element of degree zero, and $\Gamma^{\prime}(Q)$ is a positively graded $k[t]$-algebra. One immediately observes that $\Gamma^{\prime}(Q)$ is generated as a $k[t]$-algebra by the elements $t^{d g_{\psi}\left(\frac{m}{d}\right)} \chi^{(m, d)}$, where $(m, d) \in A_{P_{i}}$ for some $i$. If $k[t] \rightarrow R$ is the homomorphism given by $t \mapsto t$, then this observation yields a natural isomorphism of $R$-algebras

$$
\begin{equation*}
\Gamma(Q) \otimes_{k[t]} R \cong \Gamma_{R}(P, \psi) \tag{7.5}
\end{equation*}
$$

The assignment $(P, \psi) \mapsto Q$ defines a functor $\overline{\mathcal{P}} \rightarrow \mathcal{Q}$, and the Yoneda extension induces a functor $\operatorname{Pre}^{(*)}(\overline{\mathcal{P}}) \rightarrow \operatorname{Pre}^{(*)}(\mathcal{Q})$. Hence to a given marked pair $(M, \Psi)$, there is an associated generalized polyhedral set $\widetilde{M}$ such that $\Gamma(\widetilde{M})$ is a positively graded $k[t]$-algebra, $\Gamma(\widetilde{M}) \otimes_{k[t]} R \cong \Gamma_{R}(M, \Psi)$ (since 7.5 is natural), and $\mathbf{P}(\widetilde{M}) \times_{k[t]} R \cong \mathbf{P}_{R}(M, \Psi)$. Note that we also have natural inclusions $P S(P, \psi) \subseteq$ $\Delta^{Q}$, and that $\Gamma^{\prime}(Q) \otimes_{k[t]} k \cong \Gamma(P S(P, \psi))$ by 7.5. Thus for the induced
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inclusion $P S(M, \Psi) \subseteq \widetilde{M}$ of generalized polyhedral sets, we have $\Gamma(P S(M, \Psi)) \cong$ $\Gamma(\widetilde{M}) \otimes_{k[t]} k$ (the last part follows from a similar argument as in the proof of Theorem 2.9.11. We also have $\mathbf{A}\left(\widetilde{M}_{s}\right) \times_{k[t]} \cong \cong \mathbf{A}\left(P S(M, \Psi)_{s}\right)$ for every face $s$ of $P S(M, \Psi)$.

Proposition 7.1.5. If the subdivision associated to a marked pair $(M, \Psi)$ is simple, i.e. if $H_{1}(|S|)=0$ where $S \subseteq P S(M, \Psi)$ is the inner skeleton of the subdivision, then $H^{1}(\mathcal{X}, C)=0$.

Proof. Consider the homomorphism $\Omega_{\left.\Gamma_{R}(P, \psi)\right)} \rightarrow \Gamma_{R}(P, \psi)$ given by $d\left(t^{s} \chi^{m}\right) \mapsto$ $s \otimes t^{s} \chi^{m}$. This is well-defined due to 7.5 , since all relations between generators in $\Gamma_{R}(P, \psi)$ are binomials scaling the powers of $t$ equally on each side. It is also natural in $(P, \psi)$, hence by taking limits one obtains a homomorphism $\Omega_{\Gamma_{R}(M, \Psi)} \rightarrow \Gamma_{R}(M, \Psi)$ satisfying $d(t) \mapsto t$. Its degree is 0 , hence it corresponds to a global section $D \in H^{0}\left(\mathcal{X}, \mathcal{T}_{\mathcal{X} / k}\right)$. Consider now the exact sequence $\mathcal{T}_{\mathcal{X} / k} \rightarrow$ $\mathcal{T}_{R / k}\left(\mathcal{O}_{\mathcal{X}}\right) \rightarrow \mathcal{T}_{\mathcal{X} / R}^{1}(\operatorname{Har} 10$, Theorem 3.5] $)$. Let $\bar{D}$ be the image of $D$ in $H^{0}\left(\mathcal{X}, \mathcal{T}_{R / k}\left(\mathcal{O}_{\mathcal{X}}\right)\right)$. It corresponds to the $R$-module homomorphism $\Omega_{R / k} \rightarrow \mathcal{O}_{\mathcal{X}}$ given by $d(t) \mapsto t$. Now, let $D_{0}$ denote the homomorphism $\Omega_{R / k} \rightarrow \mathcal{O}_{\mathcal{X}}$ given by $d(t) \mapsto 1$, and note that $\bar{D}=t D_{0}$. Let $\overline{D_{0}}$ denote the image of $D_{0}$ in $H^{0}\left(\mathcal{X}, \mathcal{T}_{\mathcal{X} / R}^{1}\right)$. Then $t \overline{D_{0}}$ is equal to the image of $\bar{D}$, so by exactness we have $t \overline{D_{0}}=0$. It follows that $\overline{D_{0}} \in H^{0}(\mathcal{X}, C)$, and this global section corresponds to a homomorphism $\lambda: \mathcal{O}_{\mathcal{X}} \rightarrow C$.

As in Remark 7.1.4, let $\widetilde{M}$ denote the generalized polyhedral set associated with the subdivision. Then $\mathcal{X} \cong \mathbf{P}(\widetilde{M}) \times_{k[t]} R$. In order to determine the support of $C$, which is contained in $\mathbf{P}(Z)=\operatorname{Sing}\left(\mathcal{X}_{0}\right)$, where $Z:=P S(M, \Psi) \subseteq \widetilde{M}$, we must study the structure of the polyhedron $Q$ associated to $(P, \psi)$ further. For every lattice point $m \in P$, vertical line through $(m, 0)$ intersects the lower hull $G_{\psi}$ in a lattice point. Hence if $E$ is an edge of $Q$ contained in some vertical facet (of infinite area), it follows by a routine computation on facet normal vectors that the cone $\sigma_{E} \subseteq \Sigma_{Q}$ is smooth (given that $P$ is smooth). If $\left\{\left(v_{1}, s_{1}\right),\left(v_{2}, s_{2}\right)\right\}$ are the vertices of $E$, this implies that $U_{\sigma_{E}} \cong \operatorname{Spec}\left(\Gamma\left(\Delta^{Q}\right)_{\left(\chi^{\left(v_{1}, s_{1}, 1\right)} \chi^{\left(v_{2}, s_{2}, 1\right)}\right)}\right)$ is smooth, and therefore

$$
\Gamma\left(\Delta^{Q}\right)_{\left(t^{s_{1}} \chi^{\left(v_{1}, 1\right)} t^{s_{2}} \chi^{\left(v_{2}, 1\right)}\right.} \cong k[t] \otimes_{k} \Gamma\left(\Delta^{P}\right)_{\left(\chi^{\left(v_{1}, 1\right)} \chi^{\left(v_{2}, 1\right)}\right.} .
$$

If $E^{\prime} \subseteq P$ (with vertices $\left\{w_{1}, w_{2}\right\}$ ) is the edge which contains $\left\{v_{1}, v_{2}\right\}$, then clearly $\Gamma\left(\Delta^{P}\right)_{\left(\chi^{\left(v_{1}, 1\right)} \chi^{\left(v_{2}, 1\right.}\right)} \cong \Gamma\left(\Delta^{P}\right)_{\left(\chi^{\left(w_{1}, 1\right)} \chi^{\left(w_{2}, 1\right)}\right.}$. Hence if $f: E \rightarrow Q$ and $f^{\prime}: E^{\prime} \rightarrow P$ denote the corresponding arrows of the inclusions, we have

$$
\begin{equation*}
\Gamma\left(\Delta^{Q}\right)_{\left(\theta_{f}\right)} \cong k[t] \otimes_{k} \Gamma\left(\Delta^{P}\right)_{\left(\theta_{f^{\prime}}\right)} \tag{7.6}
\end{equation*}
$$

Now, let $e$ be an edge of $Z$ which does not belong to $S$. Let $e \rightarrow t_{1}, e \rightarrow t_{2}$ be the two canonical faces of $Z_{e}$. Since $e$ is not contained in $S$, the edge $\left(f_{i}\right)_{\mathbb{R}}(|e|) \subseteq\left|t_{i}\right|$ is contained in a vertical facet. Via the natural isomorphism (7.6), we obtain that $\mathbf{A}\left(\widetilde{M}_{e}\right) \cong \mathbf{A}^{1} \times_{k} \mathbf{A}\left(M_{e^{\prime}}\right)$ for some edge $e^{\prime}$ of $M$. Since $\mathbf{A}\left(Z_{e}\right) \cong \mathbf{A}\left(\widetilde{M}_{e}\right) \times_{k[t]} R$, this means that $\mathcal{X} \rightarrow \operatorname{Spec}(R)$ induces a trivial deformation over the étale
neighbourhood $\mathbf{A}\left(Z_{e}\right)$. It follows immediately that $\left.C\right|_{\mathbf{A}\left(Z_{e}\right)}=0$, hence $C$ is supported on $\mathbf{P}(S) \subseteq \mathbf{P}(Z)$, and $\lambda$ induces an injective homomorphism $\lambda^{\prime}: \mathcal{O}_{Y} \rightarrow C$, where $Y \subseteq \mathbf{P}(Z)$ is a subscheme satisfying $Y_{0} \subseteq \mathbf{P}(S)$.

Conversely, let $e$ be an edge of $S$. Let $s$ be the facet of $M$ such that $e$ is in the image of $P S\left(\Delta^{s}, \psi_{s}\right) \rightarrow \widetilde{M}$. Let $P=|s|$, and let $Q$ be the polyhedron associated to the pair $\left(P, \psi_{s}\right)$. Let $f: E \rightarrow Q$ denote the associated arrow. Then $\mathbf{A}\left(\widetilde{M}_{e}\right) \cong \mathbf{A}\left(\Delta_{f}^{Q}\right) \cong \operatorname{Spec}\left(\Gamma\left(\Delta^{Q}\right)_{\left(\theta_{f}\right)}\right)$. This is an affine toric variety, hence its coordinate ring is generated by some set of characters, including $t$. Now, the general fiber of $\mathbf{A}\left(\widetilde{M}_{e}\right) \rightarrow \operatorname{Spec}(k[t])$ is smooth, with central fiber $\mathbf{A}\left(Z_{e}\right) \cong \operatorname{Spec} k[x, z, y]_{y} /(x z)$. Hence we must have $\Gamma\left(\Delta^{Q}\right)_{\left(\theta_{f}\right)} \cong k[t, x, z, y]_{y} /$ $\left(x z-t^{N} y^{n}\right)$ for some integers $N \geq 0, n \in \mathbb{Z}$. It follows immediately that $\left.C\right|_{\mathbf{A}\left(Z_{e}\right)}$ is generated by $\left.\overline{D_{0}}\right|_{\mathbf{A}\left(Z_{e}\right)}$ (which corresponds to the homomorphism given by $\left.x z-t^{N} y^{n} \mapsto N t^{N-1} y^{n}\right)$. Thus $\mathcal{O}_{Y} \rightarrow C$ induces an isomorphism over $\mathbf{A}\left(Z_{e}\right)$. Since $Y$ is closed, we have that $Y_{0}=\mathbf{P}(S)$. Consider the exact sequence $0 \rightarrow \mathcal{I} \rightarrow \mathcal{O}_{Y} \rightarrow \mathcal{O}_{S} \rightarrow 0$. Now, $\mathcal{I}$ is supported at a closed subscheme of $\mathcal{X}$ lying over the zero-dimensional scheme $\mathbf{P}\left(S^{0}\right) \subseteq \mathbf{P}(S)$, which must be affine. Since $H^{1}\left(S, \mathcal{O}_{S}\right)=H_{1}(S ; k)=0$, the long exact sequence in cohomology yields that $H^{1}\left(Y, \mathcal{O}_{Y}\right)=0$. However, coker $\left(\lambda^{\prime}\right)$ is also supported at an affine closed subscheme of $\mathcal{X}$ lying over the zero-dimensional scheme $\mathbf{P}\left(S^{0}\right) \subseteq \mathbf{P}(S)$. From the long exact sequence in cohomology of $0 \rightarrow \mathcal{O}_{Y} \rightarrow C \rightarrow \operatorname{coker}\left(\lambda^{\prime}\right) \rightarrow 0$ we get that $H^{1}(\mathcal{X}, C)=0$. In conclusion, $H_{1}(|S|)=0$ implies that $H^{1}(\mathcal{X}, C)=0$.

Proposition 7.1.6. Let $M$ be a 2-dimensional polyhedral manifold. Then it is possible to iteratively scale and subdivide $M$ (i.e. $M \mapsto n M$ or $M \mapsto P S(M, \Psi)$ ) into a simplicial manifold, such that at each step the inner skeleton $S$ of the subdivision satisfies $H_{1}(|S|)=0$.

Proof. First scale $M$ so that every facet has an interior point. Then choose an interior lattice point $m$ of a facet $s$, and consider the subdivision of $|s|$ corresponding to some $\psi_{s}: A_{s}=\operatorname{Vert}(|s|) \cup\{m\} \rightarrow \mathbb{Z}$ satisfying $\psi_{s}(v)=0$ for $v \in \operatorname{Vert}(|s|)$ and $\psi_{s}(m)<0$. The subdivision consists of a line drawn from $m$ to each vertex of $|s|$. It also defines a subdivision of $M$, where every other facet is subdivided trivially. Moreover, the inner skeleton $S$ is clearly contractible, so $H_{1}(|S|)=0$ in this case. Do the same process for every other facet of $M$. After these subdivisions, $M$ now contains no edges which are contained in the same facet in two distinct ways. Next, without scaling, we perform the same iterative subdivisions of each facet whenever possible, in order to remove every interior lattice point of every facet of $M$. After that, choose any lattice point $m$ interior to some edge $e$ of $M$, and subdivide the two (distinct) facets $t_{1}, t_{2}$ containing $e$ via the functions $\psi_{t_{i}}: \operatorname{Vert}\left(\left|t_{i}\right|\right) \cup\{m\} \rightarrow \mathbb{Z}$ satisfying $\psi_{t_{i}}(v)=0$ for $v \in \operatorname{Vert}\left(\left|t_{i}\right|\right)$ and $\psi_{t_{i}}(m)<0$. This subdivision consists of a line drawn from $m$ to each vertex opposite of $|e| \subseteq\left|t_{i}\right|$. Again, $S$ is clearly contractible. Via these subdivisions we end up with a polyhedral set without any facet or edges with interior lattice points. By Pick's theorem, the areas of all facet lattice polytopes must $\frac{1}{2}$, and it is easy to see that a polygon with area $\frac{1}{2}$ must be a triangle
affinely isomorphic to the simplicial triangle $\Delta^{2}$. Hence $M$ has been subdivided into a simplicial manifold in the desired fashion.

Theorem 7.1.7. Let $M$ be a 2-dimensional polyhedral set. Then $H^{2}\left(M, \mathcal{E}_{L}\right)=0$.

Proof. By Proposition 7.1.6 and Proposition 7.1.5 we can iteratively scale and subdivide $M$ (via some sequence $M=M_{0} \mapsto M_{1} \mapsto \cdots \mapsto M_{N}$ ), such that at each subdivision step $M_{r} \mapsto M_{r+1}$ we have $H^{1}(\mathcal{X}, C)=0$ (where $\mathcal{X} \rightarrow \operatorname{Spec}(R)$ is the deformation associated to the subdivision). At each subdivision step, in the situation of $7.4, H^{1}(\mathcal{X}, C)=0$ and $H^{2}\left(M_{r+1}, \mathcal{E}_{\mathcal{O}_{M_{r+1}}(1)}\right)=0$ implies that $H^{2}\left(\mathcal{X}, \mathcal{E}_{\mathcal{L}}\right)=0$. Since $\mathcal{X} \rightarrow \operatorname{Spec}(R)$ is flat, the sheaf $\mathcal{E}_{\mathcal{L}}=Q_{\mathcal{L}}^{\vee}$ is flat as well as a sheaf of $R$-modules. Hence $H^{2}\left(\mathcal{X}_{\eta},\left(\mathcal{E}_{\mathcal{L}}\right)_{\eta}\right)=0$, where $\left(\mathcal{X}_{\eta}, \mathcal{L}_{\eta}\right) \cong$ $\left(\mathbf{P}_{K}\left(M_{r}\right), \mathcal{O}_{M_{r}}(1)\right)$ is the generic fiber. But the homomorphism $R \rightarrow K$ is flat, so it easily follows that $\left.\left(\mathcal{E}_{\mathcal{L}}\right)_{\eta} \cong\left(Q_{\mathcal{L}}\right)_{\eta}\right)^{\vee} \cong \mathcal{E}_{\mathcal{O}_{M_{r}(1)}}$, where the last isomorphism comes from Proposition 7.1.3. In conclusion, $H^{2}\left(M_{r+1}, \mathcal{E}_{\mathcal{O}_{M_{r+1}(1)}}\right)=0$ implies that $H^{2}\left(M_{r}, \mathcal{E}_{\mathcal{O}_{M_{r}(1)}}\right)=0$. At each scaling step $\left(M_{r} \mapsto M_{r+1}=n M_{r}\right)$, we have $\mathcal{O}_{M_{r+1}}(1) \cong \mathcal{O}_{M_{r}}(n)$. Hence by Proposition 7.1.2 $H^{2}\left(M_{r+1}, \mathcal{E}_{\mathcal{O}_{M_{r+1}}}(1)\right)=0$ implies $H^{2}\left(M_{r}, \mathcal{E}_{\mathcal{O}_{M_{r}}(1)}\right)=0$ in this situation as well. Finally, by AC10, Theorem 6.1], we have $H^{2}\left(M_{N}, \mathcal{E}_{\mathcal{O}_{M_{N}}(1)}\right)=0$, since $M_{N}$ is a simplicial complex. By the above, we conclude that $H^{2}\left(M, \mathcal{E}_{\mathcal{O}_{M}(1)}\right)=0$.

### 7.2 First-order deformations

Definition 7.2.1. The valency $\operatorname{val}(v)$ of a vertex $v \in M_{0}$ is defined as the number of edges of the $n$-cycle $\mathrm{lk}_{M}(v)$.

In this section we will restrict our attention to the situation where $\operatorname{val}(v) \geq 3$ for all $v \in M_{0}$. In this case, $\mathrm{lk}_{M}(v)$ is a simplicial complex on the form $C_{n}$, where $n=\operatorname{val}(v)$ and $C_{n}$ denotes the $n$-cycle (i.e. the simplicial complex with $n$ vertices and $n$ edges forming a circle). Since $\mathbf{A}\left(M_{v}\right)=\operatorname{Spec}\left(\Gamma\left(C_{n}\right)\right)$, the methods of AC04 can be used to compute the first-order deformations of $\mathbf{P}(M)$. Our present goal is to find a suitable characterization of a basis for the cohomology group $H^{0}\left(M, \mathcal{T}_{M / k}^{1}\right)$ via the étale Čech cohomology complex. Recall the étale cover $\left\{\mathbf{A}\left(M_{v}\right) \rightarrow \mathbf{P}(M)\right\}_{v \in M_{0}^{\text {can }}}$. By Lemma 6.2.1, we have $\mathbf{A}\left(M_{v}\right) \times_{\mathbf{P}(M)} \mathbf{A}\left(M_{w}\right)=\coprod_{v \rightarrow s \leftarrow w} \mathbf{A}\left(M_{s}\right)$, where $s$ ranges over all minimal elements with arrows from $v$ and $w$. But note that $\left.\mathcal{T}_{M / k}^{1}\right|_{\mathbf{A}\left(M_{s}\right)}=0$ whenever $\operatorname{dim}(s)=2$, since $\mathbf{A}\left(M_{s}\right)$ is smooth. Since the restriction $\left.\mathcal{T}_{M / k}^{1}\right|_{\mathbf{A}\left(M_{s}\right)}$ is only non-trivial when $s$ is an edge or a vertex, Definition 6.2.3 and the proof of Lemma 6.2.4 can easily be adapted to the present situation, and as a consequence, $H^{0}\left(M, \mathcal{T}_{M / k}^{1}\right)$ is equal to the kernel of the homomorphism

$$
\begin{equation*}
\delta: \bigoplus_{v \in M_{0}^{\text {can }}} \mathcal{T}_{\mathbf{A}\left(M_{v}\right) / k}^{1} \rightarrow \bigoplus_{e \in M^{\text {can }}, \operatorname{dim}(e)=1} \mathcal{T}_{\mathbf{A}\left(M_{e}\right) / k}^{1} \tag{7.7}
\end{equation*}
$$

which is given by $\delta\left(\left(\lambda_{v}\right)_{v}\right)_{e}=\left.\lambda_{d_{1}(e)}\right|_{\mathbf{A}\left(M_{e}\right)}-\lambda_{d_{0}(e)} \mid \mathbf{A}\left(M_{e}\right)$ for each edge $e \in M^{\text {can }}$. Hence it becomes crucial to understand $T_{\Gamma\left(C_{n}\right) / k}^{1}$ for $n \geq 3$, and also the restriction homomorphisms $\mathcal{T}_{\mathbf{A}\left(M_{d_{i}(e)}\right) / k}^{1} \rightarrow \mathcal{T}_{\mathbf{A}\left(M_{e}\right) / k}^{1}$ for $i=0,1$.

### 7.2.1 $n$-cycles and normal forms

As before, let $C_{n}$ denote the $n$-cycle for $n \geq 3$. Its Stanley-Reisner ring can be described as

$$
\Gamma\left(C_{n}\right)=\left\{\begin{array}{l}
n=3: k\left[x_{0}, x_{1}, x_{2}\right] /\left(x_{0} x_{1} x_{2}\right), \\
n \geq 4: k\left[x_{0}, \ldots, x_{n-1}\right] /\left(x_{i} x_{j}| | i-j \mid \geq 2\right) .
\end{array}\right.
$$

For simplicity, the index of the variables $x_{i}$ can be any integer, but is interpreted as reduced modulo $n$. By AC04, Example 17], a $k$-basis for $T_{\Gamma\left(C_{n}\right) / k}^{1}$ is given as follows: For $n=3$, we have generators $\phi_{i}^{(k)}$ for $k \geq-1$ and $i=0,1,2$. Here $\phi_{i}^{(k)}$ corresponds to the homomorphism given by $x_{0} x_{1} x_{2} \mapsto x_{i}^{k+1}$, so we have $\phi_{0}^{(-1)}=\phi_{1}^{(-1)}=\phi_{2}^{(-1)}$. For $n=4$, we have generators $\phi_{i}^{(k)}$ for $k \geq 0$, and $i=0,1,2,3$. Here $\phi_{i}^{(k)}$ corresponds to $x_{i-1} x_{i+1} \mapsto x_{i}^{k}$, mapping the other relation to 0 . Hence $\phi_{0}^{(0)}=\phi_{2}^{(0)}$, and $\phi_{1}^{(0)}=\phi_{3}^{(0)}$. For $n \geq 5$, we have generators $\phi_{i}^{(k)}$ for $k \geq 1$ and $i=0,1, \ldots, n-1$. Here $\phi_{i}^{(k)}$ corresponds to $x_{i-1} x_{i+1} \mapsto x_{i}^{k}$, mapping the other relations to zero.

In order to lift to higher-order deformations, we shall require the notion of normal forms (see AC10]), which corresponds to certain deformations of $\Gamma\left(C_{n}\right)$ (for $3 \leq n \leq 6$ ) over Artinian local rings. The definition will involve the following data:

- A ring $\mathscr{R}_{n}$ for $3 \leq n \leq 6$, given as the quotient of the power-series ring $\mathscr{P}_{n}=k\left[\left[t_{i}^{(k)}\right]\right]$ by a finitely generated ideal $\mathfrak{a}_{n}$. In $\mathscr{P}_{n}$ we have one variable $t_{i}^{(k)}$ for each generator $\phi_{i}^{(k)} \in T_{\Gamma\left(C_{n}\right) / k}^{1}$, where by convention we put $t_{i}^{(k)}=t_{j}^{(k)}$ whenever $\phi_{i}^{(k)}=\phi_{j}^{(k)}$.
- A finite set of elements $\mathcal{I}_{n} \subseteq k\left[x_{1}, \ldots, x_{n}\right]\left[\left[t_{j}^{(k)}\right]\right]$.

The ideal $\mathfrak{a}_{n}$ is defined as the zero-ideal for $n \leq 5$, but $\mathfrak{a}_{6}$ is defined as the $2 \times 2$-minors of the matrix

$$
\left[\begin{array}{lll}
t_{0}^{(1)} & t_{2}^{(1)} & t_{4}^{(1)}  \tag{7.8}\\
t_{3}^{(1)} & t_{5}^{(1)} & t_{1}^{(1)}
\end{array}\right]
$$

The elements forming $\mathcal{I}_{n}$ for $n \geq 3$ are given in AC10, p.19].
Proposition 7.2.2 ( $\mathrm{AC10}$, Proposition 6.6]). Let $f: \mathscr{R}_{n} \rightarrow A($ for $3 \leq n \leq 6)$ be a $k$-algebra homomorphism, where $A$ is a local Artinian $k$-algebra, such that all but finitely many $t_{i}^{(k)}$ are mapped to 0 . Then the quotient of $A\left[x_{0}, \ldots, x_{n-1}\right]$ by the ideal generated by the image of $\mathcal{I}_{n}$ under $f$ defines an infinitesimal deformation $Z_{f} \rightarrow \operatorname{Spec}(A)$ of $\operatorname{Spec}\left(\Gamma\left(C_{n}\right)\right)$.
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An infinitesimal deformation of $\operatorname{Spec}\left(\Gamma\left(C_{n}\right)\right)$ over $\operatorname{Spec}(A)$ is said to be in normal form if it is on the form $Z_{f}$ for some homomorphism $f: \mathscr{R}_{n} \rightarrow A$.

### 7.2.2 A basis for $H^{0}\left(M, \mathcal{T}_{M / k}^{1}\right)$

We shall assume here that $M$ is a 2 -dimensional smooth polyhedral manifold (i.e. its faces are smooth polytopes). Let $e \in M$ be an edge, and let $v_{i}=d_{i}(e)$ for $i=0,1$ be the vertices of $e$ (which may be equal). Define $E=|e|$, and let

$$
y_{i}:=\frac{\chi^{\left(w_{E, v_{i}}, 1\right)}}{\chi^{\left(v_{i}, 1\right)}}=\chi^{\left(w_{E, v_{i}}-v_{i}, 0\right)} \in \Gamma\left(\Delta^{e}\right)_{\left(\theta_{\mathrm{id}_{E}}\right)} .
$$

Then $y_{0}=y_{1}^{-1}$, and $\Gamma\left(\Delta^{e}\right)_{\left(\theta_{\left.\mathrm{id}_{E}\right)}\right)} \cong k\left[y_{1}\right]_{y_{1}} \cong k\left[y_{0}\right]_{y_{0}}$. Since $M$ is a manifold, $\mathrm{lk}_{M}^{v_{i}}(e)$ is the disjoint union of two points, corresponding to a pair of arrows $e \xrightarrow{f_{1}} t_{1}, e \xrightarrow{f_{2}} t_{2}$ where $t_{1}, t_{2}$ are facets.


Figure 7.1: The local picture around $e \in M$.
Hence $\Gamma\left(\mathrm{lk}^{v_{i}}(e)\right)=k\left[x_{i}, z_{i}\right] /\left(x_{i} z_{i}\right)$. Consider the isomorphisms

$$
\left.\left.\pi_{i}: \mathbf{A}\left(M_{e}\right) \rightarrow \operatorname{Spec}\left(\Gamma\left(\mathrm{lk}_{U}^{v_{i}}(s)\right)\right) \times_{k} \operatorname{Spec}\left(\Gamma\left(\Delta^{e}\right)_{\left(\theta_{\mathrm{id}}^{E}\right.}\right)\right)\right)
$$

from Proposition 5.3.4. These induces an isomorphism

$$
\pi_{e}=\pi_{0} \pi_{1}^{-1}: k\left[y_{1}\right]_{y_{1}} \otimes_{k} k\left[x_{1}, z_{1}\right] /\left(x_{1} z_{1}\right) \rightarrow k\left[y_{0}\right]_{y_{0}} \otimes_{k} k\left[x_{0}, z_{0}\right] /\left(x_{0} z_{0}\right)
$$

Clearly $\pi_{e}\left(y_{1}\right)=y_{0}^{-1}$. Moreover, $\pi_{e}\left(x_{1}\right)=x_{0} y_{0}^{n\left(e, t_{1}\right)}$ and $\pi_{e}\left(z_{1}\right)=z_{0} y_{0}^{n\left(e, t_{2}\right)}$ for some integers $n\left(e, t_{1}\right), n\left(e, t_{2}\right)$, which we will determine next. Note first that $\Gamma\left(\mathrm{lk}_{U}^{v_{i}}(s)\right) \otimes_{k} \Gamma\left(\Delta^{e}\right)_{\left(\theta_{\mathrm{id}_{E}}\right)}$ is isomorphic to the pullback of the diagram

$$
\Gamma\left(\Delta^{t_{1}}\right)_{\left(\theta_{f_{1}}\right)} \rightarrow \Gamma\left(\Delta^{e}\right)_{\left(\theta_{\mathrm{id}_{E}}\right)} \leftarrow \Gamma\left(\Delta^{t_{2}}\right)_{\left(\theta_{f_{2}}\right)} .
$$

In $\Gamma\left(\Delta^{t_{1}}\right)_{\left(\chi^{\left(v_{1}, 1\right)} \chi^{\left(v_{0}, 1\right)}\right)}, x_{1}$ and $x_{0}$ corresponds to $\chi^{\left(w_{E_{1}, v_{1}}-v_{1}, 0\right)}$ and $\chi^{\left(w_{E_{1}^{\prime}, v_{0}}-v_{0}, 0\right)}$ respectively (see Figure 7.1), where $E_{1}, E_{1}^{\prime} \neq E$ are the edges in $\left|t_{1}\right|$ containing
$v_{1}, v_{0}$ respectively. Similarly, in $\Gamma\left(\Delta^{t_{2}}\right)_{\left(\chi^{\left(v_{1}, 1\right)} \chi^{\left(v_{0}, 1\right)}\right)}, z_{1}$ and $z_{0}$ corresponds to $\chi^{\left(w_{E_{2}, v_{1}}-v_{1}, 0\right)}$ and $\chi^{\left(w_{E_{2}^{\prime}, v_{0}}-v_{0}, 0\right)}$ respectively, where $E_{2}, E_{2}^{\prime} \neq E$ are the edges in $\left|t_{2}\right|$ containing $v_{1}, v_{0}$ respectively. It follows that $n\left(e, t_{1}\right)$ is the integer satisfying $\chi^{\left(w_{E_{1}, v_{1}}-v_{1}, 0\right)}=\chi^{\left(w_{E_{1}^{\prime}, v_{0}}-v_{0}, 0\right)}\left(\chi^{\left(w_{E, v_{0}}-v_{0}, 0\right)}\right)^{n\left(e, t_{1}\right)}$. In other words,

$$
w_{E_{1}, v_{1}}-v_{1}=w_{E_{1}^{\prime}, v_{0}}-v_{0}+n\left(e, t_{1}\right)\left(w_{E, v_{0}}-v_{0}\right) .
$$

Analogously, $n\left(e, t_{2}\right)$ is the integer satisfying

$$
w_{E_{2}, v_{1}}-v_{1}=w_{E_{2}^{\prime}, v_{0}}-v_{0}+n\left(e, t_{2}\right)\left(w_{E, v_{0}}-v_{0}\right) .
$$

Such integers exist due to the fact that $\left|t_{1}\right|$ and $\left|t_{2}\right|$ are smooth polytopes. Hence $n\left(e, t_{1}\right)$ (resp. $n\left(e, t_{2}\right)$ ) is the number of lattice points of $E$ minus the number of lattice points of the line segment between $w_{E_{1}, v_{1}}$ and $w_{E_{1}^{\prime}, v_{0}}$ (resp. $w_{E_{2}, v_{0}}$ and $\left.w_{E_{2}^{\prime}, v_{0}}\right)$. See Figure 7.2 for a graphical depiction. Note that the sum $n(e):=n\left(e, t_{1}\right)+n\left(e, t_{2}\right)$ depends only on $e$.


Figure 7.2:

Consider now the module $T_{k\left[x_{0}, z_{0}, y_{0}\right]_{y_{0}} /\left(x_{0} z_{0}\right) / k}^{1} \cong k\left[y_{0}\right]_{y_{0}}$. It is generated by the elements $\phi_{e}^{(k)}:=y_{0}^{k}$ for each $k \in \mathbb{Z}$. The homomorphism corresponding to $y_{0}^{k}$ is the one given by $x_{0} z_{0} \mapsto y_{0}^{k}$. Thus the isomorphism

$$
\begin{equation*}
k\left[y_{0}\right]_{y_{0}} \cong T_{k\left[x_{0}, z_{0}, y_{0}\right]_{y_{0}} /\left(x_{0} z_{0}\right) / k}^{1} \rightarrow T_{k\left[x_{1}, z_{1}, y_{1}\right]_{y_{1}} /\left(x_{1} z_{1}\right) / k}^{1} \cong k\left[y_{1}\right]_{y_{1}} \tag{7.9}
\end{equation*}
$$

induced by $\pi_{e}$ is given by $y_{0}^{k} \mapsto y_{1}^{-n(e)-k}$.
Let $v \in M_{0}$ be any vertex. Then we relabel the generators $\phi_{i}^{(k)}$ of $T_{\Gamma\left(\mathrm{k}_{M}(v)\right) / k}^{1}$ as $\phi_{\left(e_{i}, f_{i}\right)}^{(k)}$, where $\left(e_{i}, f_{i}\right)$ ranges over the vertices of $\mathrm{lk}_{M}(v)$ in some cyclic order (for $i=0, \ldots, \operatorname{val}(v)-1)$. We are now in a position to describe (7.7). For each edge $e \in$ $M_{1}^{\text {can }}$, let us identify $\mathbf{A}\left(M_{e}\right)$ with $\left.\operatorname{Spec}\left(\Gamma\left(\mathrm{lk}_{U}^{d_{1}(e)}(e)\right)\right) \times_{k} \operatorname{Spec}\left(\Gamma\left(\Delta^{e}\right)_{\left(\theta_{\mathrm{id}_{E}}\right)}\right)\right)$. Then $\mathbf{A}\left(M_{e}\right) \rightarrow \mathbf{A}\left(M_{d_{1}(e)}\right)$ corresponds to the localization homomorphism $\Gamma\left(C_{n}\right) \rightarrow$ $k\left[x_{1}, z_{1}, y_{1}\right]_{y_{1}} /\left(x_{1} z_{1}\right)$. On the other hand, the morphism $\mathbf{A}\left(M_{e}\right) \rightarrow \mathbf{A}\left(M_{d_{0}(e)}\right)$ corresponds to the localization homomorphism composed with the isomorphism $\pi_{e}$. This means that the restriction homomorphism $\mathcal{T}_{\mathbf{A}\left(M_{d_{1}(e)}\right) / k}^{1} \rightarrow \mathcal{T}_{\mathbf{A}\left(M_{e}\right) / k}^{1}$
is given by $\phi_{\left(e, d_{1}\right)}^{(k)} \mapsto \phi_{e}^{(k)}$, while the restriction homomorphism $\mathcal{T}_{\mathbf{A}\left(M_{d_{0}(e)}\right) / k}^{1} \rightarrow$ $\mathcal{T}_{\mathbf{A}\left(M_{e}\right) / k}^{1}$ is given by $\phi_{\left(e, d_{0}\right)}^{(k)} \mapsto \phi_{e}^{(-n(e)-k)}$.

It follows that via 7.7), the element $\phi_{(e, f)}^{(k)} \in \mathcal{T}_{\mathbf{A}\left(M_{v}\right) / k}^{1}$ is mapped to $\phi_{e}^{(k)}$ whenever $v=d_{1}(e)$, and $\phi_{e}^{(-n(e)-k)}$ whenever $v=d_{0}(e)$. We will not give an explicit description of a basis for $H^{0}\left(M, \mathcal{T}_{M / k}^{1}\right)$, because it will not be necessary for our purposes, but we will give a sufficiently descriptive implicit characterization:

Definition 7.2.3. Each basis element of $H^{0}\left(M, \mathcal{T}_{M / k}^{1}\right)$ is on the form $\psi_{(e, f)}^{(k)}$, for $k \geq-1$ and $(e, f: v \rightarrow e) \in \mathrm{lk}_{M}(v)^{\text {can }}$, which (if it exists) is uniquely determined by the condition that $\left.\psi_{(e, f)}^{(k)}\right|_{\mathbf{A}\left(M_{v}\right)}=\phi_{(e, f)}^{(k)}$, and that its restriction to $\mathbf{A}\left(M_{w}\right)$ is zero for the maximal number of $w \in M_{0}^{\text {can }}$.

Determining whether the global section $\psi_{(e, f)}^{(k)}$ exist is a purely combinatorial problem. For example, if $f^{\prime}: v^{\prime} \rightarrow e$ is the arrow in $M^{\text {can }}$ distinct from $f: v \rightarrow e$, then $\psi_{(e, f)}^{(k)}$ and $\psi_{\left(e, f^{\prime}\right)}^{(-n(e)-k)}$ are equal as global sections, and exist contemporaneously. Of course, $\operatorname{val}(v)=3$ is a necessary condition for that $\psi_{(e, f)}^{(-1)}$ can exist, and $\operatorname{val}(v) \leq 4$ is necessary for that $\psi_{(e, f)}^{(0)}$ can exist. In this latter situation, we also have $\psi_{(e, f)}^{(0)}=\psi_{\left(e^{\prime}, f^{\prime}\right)}^{(0)}$ when $\left(e^{\prime}, f^{\prime}\right)$ as a vertex of $\mathrm{lk}_{M}(v)$ lies opposite of $(e, f)$. Otherwise, if $\operatorname{val}(v) \geq 5$, then $\psi_{(e, f)}^{(k)}$ can only exist if $k \geq 1$.

### 7.3 The universal base space

Definition 7.3.1. Let $\mathscr{P}_{M}$ denote the $k$-algebra on the generators $\left\{w_{j}^{*}\right\}_{j}$ dual to some chosen basis $\left\{w_{j}\right\}_{j}$ of $H^{1}\left(M, \mathcal{E}_{L}\right)$, and generators $\left\{T_{(e, f)}^{(k)}\right\}_{(v \xrightarrow{f} \rightarrow e, k) \in I}$ (one for each basis element $\psi_{(e, f)}^{(k)}$ of $\left.H^{0}\left(M, \mathcal{T}_{M / k}^{1}\right)\right)$. As a notational convention, we put $T_{(e, f)}^{(k)}=0$ if $\psi_{(e, f)}^{(k)}$ does not exist.

For each vertex $v$ with $\operatorname{val}(v)=6$, and for each arrow $f: v \rightarrow e$ where $e$ is an edge, let $g_{(e, f)}$ be some element of the completion $\widehat{\mathscr{P}}_{M}$. Let $\mathscr{O}=\left\{g_{(e, f)}\right\}_{(e, f)}$ denote the set of these elements, and consider the ideal $\mathfrak{a}_{\mathscr{O}} \subseteq \widehat{\mathscr{P}}_{M}$ given as the $2 \times 2$-minors of the matrices

$$
\left[\begin{array}{lll}
g_{\left(e_{0}, f_{0}\right)} & g_{\left(e_{2}, f_{2}\right)} & g_{\left(e_{4}, f_{4}\right)}  \tag{7.10}\\
g_{\left(e_{3}, f_{3}\right)} & g_{\left(e_{5}, f_{5}\right)} & g_{\left(e_{1}, f_{1}\right)}
\end{array}\right]
$$

for vertices $v$ with $\operatorname{val}(v)=6$. In this situation we define $\mathscr{R}_{M, \mathscr{O}}:=\widehat{\mathscr{P}}_{M} / \mathfrak{a}_{\mathscr{O}}$.
Theorem 7.3.2. Let $M$ be a 2-dimensional smooth polyhedral manifold such that $3 \leq \operatorname{val}(v) \leq 6$ for every vertex $v \in M_{0}$. Assume in addition that for every edge
$e$, the inequality $n(e)<\delta_{d_{1}(e)}+\delta_{d_{0}(e)}$ holds, where

$$
\delta_{v}:= \begin{cases}0 & \operatorname{val}(v) \geq 5 \\ 1 & \operatorname{val}(v) \geq 4 \\ 2 & \operatorname{val}(v) \geq 3\end{cases}
$$

(this is always the case when, for example, $M$ is unimodular). Then we may find $\mathscr{O}$ as above with $g_{(e, f)}=T_{(e, f)}^{(1)}+$ higher order terms, such that $\operatorname{Spec}\left(\mathscr{R}_{M, \mathscr{O}}\right)$ is the universal base space for the deformation functor $\operatorname{Def}_{\left(\mathbf{P}(M), \mathcal{O}_{M}(1)\right)}$. In particular, if $3 \leq \operatorname{val}(v) \leq 5$ for all vertices $v$, then the universal base space is regular.

Proof. The proof will be similar to that of AC10. Theorem 6.7], except for the fact that we have to glue our local deformations in the étale topology, and that we have to take in consideration that there may be locally trivial deformations as well. We will recursively construct a sequence of deformations of pairs

of $\left(\mathbf{P}(M), \mathcal{O}_{M}(1)\right)$ and liftings of line bundles $L_{n}$ on $X_{n}$, where each $R_{n}$ is a local Artinian quotient of $\widehat{\mathscr{P}}_{M}$ such that $R_{n}=R_{n+1} / m^{n+1}$, and where $m \subseteq \widehat{\mathscr{P}}_{M}$ is the maximal ideal. The inequalities are assumed in order to construct a compatible system of local deformations. The $R_{n}$ 's will be chosen in such a way that $\varliminf_{n} R_{n} \cong \mathscr{R}_{M, \mathscr{O}}$ for some set $\mathscr{O}=\left\{g_{(e, f)}\right\} \subseteq \widehat{\mathscr{P}}_{M}$. Note that a deformation $X_{n}$ corresponds to a coherent sheaf of flat $R_{n}$-algebras $\mathcal{O}_{X_{n}}$ on $X_{0}=\mathbf{P}(M)$. We will show that there exists homomorphisms of $k$-algebras $h_{v}^{(n)}: \mathscr{R}_{\mathrm{val}(v)} \rightarrow R_{n}$ for each $n$, lifting $h_{v}^{(n-1)}$, such that the deformation $\left.X_{n}\right|_{\mathbf{A}\left(M_{v}\right)}:=\operatorname{Spec}\left(\mathcal{O}_{\left.X_{n}\right|_{\mathbf{A}\left(M_{v}\right)}}\right)$ of $\mathbf{A}\left(M_{v}\right)$ over $\operatorname{Spec}\left(R_{n}\right)$ corresponds to $h_{v}^{(n)}$ (per Proposition 7.2.2. The elements $g_{(e, f)}$ will be defined recursively via the sequence of compatible elements $g_{(e, f)}^{(n)}:=h_{v}^{(n)}\left(t_{(e, f)}^{(1)}\right) \in R_{n}$.

To begin with, define $R_{0}=\widehat{\mathscr{P}}_{M} / m$, and let $h_{v}^{(0)}$ map every generator to 0 . For $n=1$, define $R_{1}=\widehat{\mathscr{P}}_{M} / m^{2}$, and let $h_{v}^{(1)}: \mathscr{R}_{\operatorname{val}(v)} \rightarrow R_{1}$ be given by $t_{i}^{(k)} \mapsto T_{\left(e_{i}, f_{i}\right)}^{(k)}$. Then the associated local deformations $U_{v}^{(1)}$ of $\mathbf{A}\left(M_{v}\right)$ corresponds to $\sum_{k \in \mathbb{Z},(e, f) \in \mathrm{k}_{M}(v)} \phi_{(e, f)}^{(k)}$. Indeed, this can be seen by plugging in the corresponding variables in the particular equations which define $\mathcal{I}_{n}$ in Proposition 7.2.2. Moreover, these deformations agree on intersections. I.e. $U_{d_{1}(e)}^{(1)}\left|\mathbf{A}\left(M_{e}\right) \cong U_{d_{0}(e)}^{(1)}\right| \mathbf{A}\left(M_{e}\right)$ for each edge $e$. They can be found in AC10, p.19]. Next, since $H^{2}\left(X_{0}, \mathcal{E}_{L_{0}}\right)=0$ by Theorem 7.1.7 there is no obstruction to the existence of a compatible system of isomorphisms
$\left(\phi_{v w}, \pi_{v w}\right):\left.\left.\left(U_{v}^{(1)}, \mathcal{O}_{U_{v}^{(1)}}\right)\right|_{\mathbf{A}\left(M_{v}\right) \times{ }_{M} \mathbf{A}\left(M_{w}\right)} \rightarrow\left(U_{w}^{(1)}, \mathcal{O}_{\left.U_{w}^{(1)}\right)}\right)\right|_{\mathbf{A}\left(M_{v}\right) \times{ }_{M} \mathbf{A}\left(M_{w}\right)}$ (reducing to the identity on $\left.\left(\left.\mathcal{O}_{\mathbf{A}\left(M_{v w}\right)}\right|_{\mathbf{A}\left(M_{v w}\right)},\left.L_{0}\right|_{\mathbf{A}\left(M_{v w}\right)}\right)\right)$ for each pair of vertices $v, w$. Perturb the system $\left(\phi_{v w}, \pi_{v w}\right)_{v w}$ by an element on the form $\sum_{j} a_{j} w_{j}^{*} \otimes w_{j} \in$ $H^{1}\left(X_{0}, \mathcal{E}_{L_{0}}\right) \otimes_{k} m / m^{2}$ for general coefficients $a_{j}$. We may glue now glue the pairs $\left(U_{v}^{(1)}, \mathcal{O}_{U^{(1)}}\right)$ together via the perturbed system $\left(\phi_{v w}^{\prime}\right)_{v w}$ to a deformation $\left(X_{1}, L_{1}\right)$ of $\left(X_{0}, L_{0}\right)$ over $\operatorname{Spec}\left(R_{1}\right)$. Since the coefficients of $\sum_{j} a_{j} w_{j}^{*} \otimes w_{j}$ were chosen generally, the resulting Kodaira Spencer map $\operatorname{Hom}\left(R_{1}, k[\epsilon]\right) \rightarrow \operatorname{Def}_{\left(X_{0}, L_{0}\right)}(k[\epsilon])$ is bijective.

For the inductive step, assume that $R_{m}$ and suitable deformations $X_{m} \rightarrow$ $\operatorname{Spec}\left(R_{m}\right)$ exists for $m<n$, where $n>1$. Then we will construct $R_{n}$ and a suitable deformation $X_{n} \rightarrow \operatorname{Spec}\left(R_{n}\right)$. First, let $g_{(e, f)}^{\prime}$ be an arbitrary lifting of $g_{(e, f)}^{(n-1)}$ to $\widehat{\mathscr{P}}_{M}$. Let $\mathscr{O}^{\prime}=\left\{g_{(e, f)}^{\prime}\right\}_{(e, f)} \subseteq \widehat{\mathscr{P}}_{M}$, and define $R_{n}=\widehat{\mathscr{P}}_{M} /$ $\left(\mathfrak{a}_{\mathscr{O}^{\prime}}+m^{n+1}\right)$, where $\mathfrak{a}_{\mathscr{O}^{\prime}}$ is the ideal defined as the minors of 7.10. Next, let $h_{v}^{\prime}$ be an arbitrary lifting of $h_{v}^{(n-1)}$. If $\operatorname{val}(v)=6$, we impose the requirement that $h_{v}^{\prime}\left(t_{i}^{(1)}\right)=g_{\left(e_{i}, f_{i}\right)}^{\prime}$ (in which case the local obstruction equations $\mathfrak{a}_{6}$ are mapped to 0 as required). Each $h_{v}^{\prime}$ define deformations $U_{v}^{\prime}$ over $\operatorname{Spec}\left(R_{n}\right)$ which are liftings of $U_{v}^{(n-1)}$. However, the deformations $\left.U_{v}^{(n-1)}\right|_{\mathbf{A}\left(M_{v w}\right)}$ and $\left.U_{w}^{(n-1)}\right|_{\mathbf{A}\left(M_{v w}\right)}$ may fail to be isomorphic. Their differences define an element $D_{e}=\sum_{k \in \mathbb{Z}} b_{k} \phi_{e}^{(k)} \in H^{0}\left(\mathbf{A}\left(M_{e}\right), \mathcal{T}_{\mathbf{P}(M) / k}^{1}\right) \otimes m^{n} / m^{n+1}$ for each edge $e \in M_{1}^{\text {can }}$, where each $b_{k} \in m^{n}$. To remedy this, we need to adjust the $h_{v}$ 's. Note that an adjustment of $h_{d_{1}(e)}^{(n)}\left(t_{i}^{(k)}\right) \mapsto h_{d_{1}(e)}^{(n)}\left(t_{\left(e_{i}, f_{i}\right)}^{(k)}\right)+b$ for some $b \in m^{n}$ has the effect of perturbing the difference $D_{e}$ by $+b \phi_{e_{i}}^{(k)}\left(D_{e^{\prime}}\right.$ for $e^{\prime} \neq e_{i}$ is not affected). On the other hand, an adjustment of $h_{d_{0}(e)}^{(n)}\left(t_{i}^{(k)}\right) \mapsto h_{d_{0}(e)}^{(n)}\left(t_{\left(e_{i}, f_{i}\right)}^{(k)}\right)+b$ has the effect of perturbing the difference by $-b \phi_{e_{i}}^{\left(-n\left(e_{i}\right)-k\right)}$. This can be seen by inspecting the equations defining $\mathcal{I}_{n}$ (see AC10, p.19]). Now, the inequality $n(e)<\delta_{d_{1}(e)}+\delta_{d_{0}(e)}$ ensures that each term $b_{k} \phi_{e}^{(k)}$ lies in the image of either $H^{0}\left(\mathbf{A}\left(M_{d_{1}(e)}\right), \mathcal{T}_{\mathbf{P}(M) / k}^{1}\right)$ or $H^{0}\left(\mathbf{A}\left(M_{d_{0}(e)}\right), \mathcal{T}_{\mathbf{P}(M) / k}^{1}\right)$, and this allows us to eliminate every term $b_{k} \phi_{e}^{(k)}$ by iterative adjustments. Indeed, the inequality implies that that any integer $k \in \mathbb{Z}$ can be written as $k_{0}$ or $-n(e)-k_{1}$, where $k_{i}$ is an integer such that $\phi_{\left(e, d_{i}\right)}^{\left(k_{i}\right)}$ is a generator of $\mathcal{T}_{\mathbf{A}\left(M_{d_{i}(e)}\right) / k}^{1}$ for $i=0,1$. So let $g_{(e, f)}^{(n)}$ be the new elements given by $h_{v}^{(n)}$, and let $\mathscr{O}^{(n)}=\left\{g_{(e, f)}^{(n)}\right\}_{(e, f)}$. Then $R_{n}$ is still isomorphic to $\widehat{\mathscr{P}}_{M} /\left(\mathfrak{a}_{\mathscr{O}^{(n)}}+m^{n+1}\right)$. Indeed, $\mathfrak{a}_{\mathscr{O}^{(n)}}=\mathfrak{a}_{\mathscr{O}^{\prime}}\left(\bmod m^{n+1}\right)$ since the adjustment $g_{(e, f)}^{\prime} \mapsto g_{(e, f)}^{(n)}$ in $R_{n}$ is by an element of $m^{n}$. Let $U_{v}^{(n)}$ be the new local deformations after these adjustments. Then they will agree on intersections, and since $H^{2}\left(X_{0}, L_{0}\right)=0$ there exists a compatible system of isomorphisms $\left(\phi_{v w}^{(n)}, \pi_{v w}^{(n)}\right):\left.\left.\left(U_{v}^{(n)}, \mathcal{O}_{U_{v}^{(n)}}\right)\right|_{\mathbf{A}\left(M_{v w}\right)} \rightarrow\left(U_{w}^{(n)}, \mathcal{O}_{U_{w}^{(n)}}\right)\right|_{\mathbf{A}\left(M_{v w}\right)}$, reducing to the identity like above. We may glue the pairs to a global deformation ( $X_{n}, L_{n}$ ) lifting $\left(X_{n-1}, L_{n-1}\right)$.

In conclusion, the deformations of 7.11 have now been constructed, and satisfies the required conditions. The Kodaira Spencer map is bijective by
construction, and thus $\operatorname{Spec}\left(\mathscr{R}_{M, \mathscr{C}}\right)$ will be the the universal base space.
Proposition 7.3.3. Under the conditions of Theorem 7.3.2, assume in addition that $\operatorname{val}(v) \neq 5$ for all vertices $v$. Furthermore, assume that $T_{(e, f)}^{(k)}=0$ whenever $k \geq 2$ for $\operatorname{val}(v)=6, k \geq 1$ for $\operatorname{val}(v)=4$, and $k \geq 0$ for $\operatorname{val}(v)=3$. Under these assumptions, each $g_{(e, f)}=T_{(e, f)}^{(1)}$. Hence the universal formal family $\left\{\left(X_{n}, L_{n}\right)\right\}$ is definable over the finitely generated $k$-algebra

$$
\mathcal{R}_{M, \mathscr{O}}:=\mathscr{P}_{M} / \mathfrak{a}_{\mathscr{O}},
$$

where $\mathfrak{a}_{\mathscr{O}}$ is the $2 \times 2$-minors of the matrices

$$
\left[\begin{array}{ccc}
T_{e_{0}} & T_{e_{2}} & T_{e_{4}} \\
T_{e_{3}} & T_{e_{5}} & T_{e_{1}}
\end{array}\right]
$$

associated to each vertex of valency 6 .
Proof. The proof follows in the exact same manner as for Theorem 7.3.2 with the additional observation that in this situation no adjustment of the homomorphisms $h_{v}^{\prime}: \mathscr{R}_{\operatorname{val}(v)} \rightarrow R_{n}$ is necessary in order for $U_{d_{1}(e)}^{\prime} \mid \mathbf{A}\left(M_{e}\right)$ and $U_{d_{0}(e)}^{\prime} \mid \mathbf{A}\left(M_{e}\right)$ to be isomorphic. Specifically, we define $h_{v}^{(n)}: \mathscr{R}_{\operatorname{val}(v)} \rightarrow R_{n}$ (for each $n$ ) by $t_{i}^{(k)} \mapsto T_{\left(e_{i}, f_{i}\right)}^{(k)}$. We will show that the equations defining the local deformations $U_{v}^{(n)}$, as defined by $h_{v}$, are linear in the variables of $R_{n}$. In such a situation, we will have $\left.\left.U_{d_{1}(e)}^{(n)}\right|_{\mathbf{A}\left(M_{e}\right)} \cong U_{d_{0}(e)}^{(n)}\right|_{\mathbf{A}\left(M_{e}\right)}$ in general. Indeed, the linear terms will in each case yield equality on the nose (for the same reason we have that for $n=1$ ). Again, we refer to AC10, p.19] for the particular equations, which via the normal forms $h_{v}$ define the associated deformation. Note that for valency 3 , linearity is automatic. Valency 4: The ideal defining $U_{v}^{(n)} \subseteq \operatorname{Spec}\left(R_{n}\left[x_{0}, x_{1}, x_{2}, x_{3}\right]\right)$ is on the form

$$
\left(x_{0} x_{2}+T_{\left(e_{1}, f_{1}\right)}^{(0)}, x_{1} x_{3}+T_{\left(e_{0}, f_{0}\right)}^{(0)}\right)
$$

By inverting $x_{0}$ (which amounts to restricting to $\mathbf{A}\left(M_{e_{0}}\right)$ ), we obtain a description of the resulting subscheme $\left.U_{v}^{(n)}\right|_{\mathbf{A}\left(M_{e_{1}}\right)} \subseteq \operatorname{Spec}\left(R_{n}\left[x_{0}, x_{1}, x_{2}\right]_{x_{1}}\right)$ as given by the ideal

$$
\left(x_{0} x_{2}+T_{\left(e_{0}, f_{0}\right)}^{(0)}\right)
$$

The choice of $x_{1}$ was without loss of generality, and the same conclusion holds for $x_{i}$ for $i=0, \ldots, 3$. Valency 6: The ideal defining $U_{v}^{(n)} \subseteq \operatorname{Spec}\left(R_{n}\left[x_{i} \mid i=\right.\right.$ $0, \ldots 5]$ ) is on the form
$\left(x_{i+1} x_{i-1}+x_{i} T_{\left(e_{i}, f_{i}\right)}^{(1)}, x_{j} x_{j+3}-T_{\left(e_{j+1}, f_{j+1}\right)}^{(1)} T_{\left(e_{j+2}, f_{j+2}\right)}^{(1)} \mid i=0, \ldots, 5, j=0,1,2\right)$.
Again, by a straight-forward computation after inverting $x_{0}$, say, one obtains the ideal $\left(x_{1} x_{5}+x_{0} T_{\left(e_{0}, f_{0}\right)}\right)$, which has with linear terms. This computation relies on the vanishing of the minors of 7.8.

### 7.4 Smoothability

Next we come to the question of smoothability.
Lemma 7.4.1. Let $f: X \rightarrow Y$ be a flat morphism of schemes of finite type. Then the set $U_{f}=\left\{y \in Y \mid X_{y} \rightarrow \operatorname{Spec}(k(y))\right.$ is smooth $\}$ is open in $Y$.

Proof. Let $y \in U_{f}$, and let $y^{\prime} \in Y$ be a generization of $y$. Let $R$ be some DVR, and let $\operatorname{Spec}(R) \rightarrow Y$ be some morphism covering the generization $y^{\prime} \rightsquigarrow y$. Let $g: X^{\prime} \rightarrow \operatorname{Spec}(R)$ denote the base change of $f$. Now, $U_{g}$ contains the closed point of $\operatorname{Spec}(R)$. Since $g$ is of finite type, every closed point of $X^{\prime}$ is also a closed point of the central fiber $X_{0}^{\prime}$. Thus $g$ is smooth at all closed points in the sense of Stacks, Tag 01V9 (i.e. $g$ is smooth at $x \in X^{\prime}$ if $X_{g(x)}^{\prime} \rightarrow \operatorname{Spec}(k(g(x)))$ is smooth around $\left.x \in X_{f(x)}^{\prime}\right)$. But this is an open condition, so $g$ is smooth at every point. Hence $U_{g}$ contains the generic point of $\operatorname{Spec}(R)$ as well, and thus $y^{\prime} \in U_{f}$.

Definition 7.4.2. A morphism $f: X \rightarrow Y$ of schemes is called generically smooth if it is flat, proper, and $X_{\eta} \rightarrow \operatorname{Spec}(k(\eta))$ is smooth for the generic point $\eta$ of each component of $Y$. By Lemma 7.4.1 the set $U_{f}$ is then open and dense in $Y$.

Definition 7.4.3. Let $\left(X_{0}, L_{0}\right)$ be a pair of a projective scheme over a field $k$, and an ample line bundle $L_{0}$. Then a smoothing of $\left(X_{0}, L_{0}\right)$ is a proper, generically smooth deformation $(\mathcal{X} \rightarrow \operatorname{Spec}(k[[t]]), \mathcal{L})$ of the pair $\left(X_{0}, L_{0}\right)$. If such a smoothing exists, then by Proposition 7.0.1 there exists an algebraization to a generic smoothing over a non-singular curve $C$ of finite type over $k$. A formal smoothing of $X_{0}$ is a formal family $\left(X_{n} \rightarrow \operatorname{Spec}\left(A_{n}\right), L_{n}\right)$, where $A_{n}:=k[t] /$ $\left(t^{n+1}\right)$, such that there exists an integer $n_{0}$ such that $t^{n_{0}} \mathcal{T}_{X_{n} / A_{n}}^{1}(\mathcal{F})=0$ for all $n$ and for every coherent sheaf $\mathcal{F}$ on $X_{n}$.

Proposition 7.4.4. Let $X_{0}$ be a projective scheme equipped with an ample line bundle $L_{0}$ which is formally smoothable. Then $\left(X_{0}, L_{0}\right)$ is smoothable.

Proof. Suppose that $\left(X_{n}, L_{n}\right)$ is a formal smoothing of $\left(X_{0}, L_{0}\right)$, and let $(\widehat{X}, \widehat{L})$ be the induced effectivization over $\widehat{A}:=k[[t]]$. Let $m$ be an integer such that $\widehat{L}^{\otimes m}$ is very ample. Then $\left(X_{n}, L_{n}^{\otimes m}\right)$ is a formal smoothing of $\left(X_{0}, L_{0}^{\otimes m}\right)$. Considering the associated embeddings, $X_{n}$ is a formal smoothing of $X_{0}$ in the sense of Har10 Chapter 29]. Thus by Har10, Proposition 29.5], $\widehat{X} \rightarrow \operatorname{Spec}(\widehat{A})$ is generically smooth.

Remark 7.4.5. There is also the well-defined notion of a universal generic smoothing of a pair $\left(X_{0}, L_{0}\right)$, which can be realized as the restriction of the universal effective deformation to its generically smooth base locus: Let $(\mathscr{X} \rightarrow \operatorname{Spec}(\widehat{R}), \mathscr{L})$ be the (unique) universal effective deformation of $\left(X_{0}, L_{0}\right)$. Then by Lemma 7.4.1 there is a maximal open set $U \subseteq \operatorname{Spec}(\widehat{R})$ over which $\left.\mathscr{X}\right|_{U} \rightarrow U$ is smooth. Let $S$ be the closure of $U$, and let $\left(\mathscr{X}^{\prime}, \mathscr{L}^{\prime}\right)=\left(\left.\mathscr{X}\right|_{S},\left.\mathscr{L}\right|_{S}\right)$. Suppose that $(\mathscr{Y} \rightarrow T, \mathscr{H})$ is any generically smooth effective deformation of $\left(X_{0}, L_{0}\right)$. Since $\operatorname{Def}_{\left(X_{0}, L_{0}\right)}$ has unique effectivizations, there is a unique morphism $f: T \rightarrow \operatorname{Spec}(\widehat{R})$ such that
$(\mathscr{Y}, \mathscr{H}) \cong\left(\mathscr{X} \times_{\widehat{R}} T, \mathscr{L} \otimes_{\widehat{R}} T\right)$. But since $\mathscr{Y}$ is generically smooth, $f$ factors as $T \rightarrow S \rightarrow \operatorname{Spec}(\widehat{R})$. Indeed, if $V$ is the maximal open subset of $\mathscr{Y}$ such that $\left.\mathscr{Y}\right|_{V} \rightarrow V$ is smooth, then $f(V) \subseteq U$. Hence $f(T) \subseteq S$. Thus $\mathscr{Y} \cong \mathscr{X}^{\prime} \times_{S} T$. The morphism $T \rightarrow S$ is obviously unique, hence $\left(\mathscr{X}^{\prime} \rightarrow S, \mathscr{L}^{\prime}\right)$ can be called a universal generic smoothing. By Proposition 7.0.1, the universal smoothing $\left(\mathscr{X}^{\prime} \rightarrow S, \mathscr{L}^{\prime}\right)$ is algebraizable.

Lemma 7.4.6. Suppose that $(X, L)$ is a smoothing of $\left(\mathbf{P}(M), \mathcal{O}_{M}(1)\right)$, for some polyhedral manifold $M$. Let $K_{X}$ be the canonical divisor of $X$. Then $2 K_{X}=0$, and $K_{X}=0$ if and only if $M$ is orientable. Hence by the Kodaira classification of surfaces, $|M| \cong \mathbb{S}^{2}$ implies that $X$ is a K3 surface, $|M| \cong \mathbb{S}^{1} \times \mathbb{S}^{1}$ implies that $X$ is an abelian surface, $|M| \cong \mathbb{R} P^{2}$ implies that $X$ is an Enriques surface.

Proof. The statements about the canonical divisor on $X$ follows from Theorem 6.5.4 and the last part of the proof.

Theorem 7.4.7. Under the conditions of Proposition 7.3.3, $\left(\mathbf{P}(M), \mathcal{O}_{M}(1)\right)$ is smoothable if $T_{(e, f)}^{(1)}$ is non-zero for $\operatorname{val}(v)=6, T_{(e, f)}^{(0)}$ is non-zero for $\operatorname{val}(v)=4$, and $T_{(e, f)}^{(1)}$ is non-zero for $\operatorname{val}(v)=3$. Hence, one may consistently define

$$
T_{e}:= \begin{cases}T_{(e, f)}^{(1)} & \text { if } \operatorname{val}\left(f^{M}(e)\right)=6 \\ T_{(e, f)}^{(0)} & \text { if } \operatorname{val}\left(f^{M}(e)\right)=4 \\ T_{(e, f)}^{(-1)} & \text { if } \operatorname{val}\left(f^{M}(e)\right)=3\end{cases}
$$

for each edge $e$ of $M$. Equivalently, $n(e)=\delta_{d_{1}(e)}+\delta_{d_{0}(e)}-2$ for all edges $e$. In this case, the base space for the universal smoothing of $\mathbf{P}(M)$ are the main components of $\operatorname{Spec}\left(\mathscr{R}_{M, \mathscr{O}}\right)$, i.e. the closure $\mathcal{B}_{M}:=\bar{D}\left(\prod_{e} T_{e}\right)$ of the main torus $D\left(\prod T_{e}\right)$.

Proof. We will utilize the following criteria for determining whether a deformation is generically smooth or not, which we highlight in a remark because it will become useful later on as well.
Remark 7.4.8. Let $(X, L)$ be a pair where $X$ is a reduced projective scheme, and where $L$ is an ample line bundle satisfying $H^{2}\left(X, \mathcal{E}_{L}\right)=0$. Let $\left\{U_{i}\right\}$ be a finite affine étale cover of $X$, and let $\mathcal{U}_{i} \rightarrow \operatorname{Spec}(k[t])$ be morphisms with central fiber $U_{i}$ over $t=0$. Define $\widehat{A}=k[[t]]$, and $A_{n}=k[t] / t^{n}$. Assume further that structure sheaves $\mathcal{O}_{\left(\mathcal{U}_{i}\right)_{n}}$ of $\left(\mathcal{U}_{i}\right)_{n}=\mathcal{U}_{i} \times_{k[t]} A_{n}$ are flat over $A_{n}$ (as coherent sheaves of $A_{n}$-algebras on $U_{i}$ ), and satisfy

$$
\begin{equation*}
\left.\left.\mathcal{O}_{\left(\mathcal{U}_{i}\right)_{n}}\right|_{U_{i j}} \cong \mathcal{O}_{\left(\mathcal{U}_{j}\right)_{n}}\right|_{U_{i j}} \tag{7.12}
\end{equation*}
$$

for each $n \geq 0$. Note that by the infinitesimal criterion for flatness, each $\mathcal{U}_{i}$ is flat over $\operatorname{Spec}(k[t])$ at $t=0$. Since $H^{2}\left(X, \mathcal{E}_{L}\right)=0$, these isomorphisms may be modified to satisfy the cocycle condition, glueing in the étale topology to a deformation $X_{n} \rightarrow \operatorname{Spec}\left(A_{n}\right)$ of $X$ equipped with liftings $L_{n}$ of $L$. Assume now that $\mathcal{U}_{i} \rightarrow \operatorname{Spec}(k[t])$ are generic smoothings for each $i$. Then there exists integers
$n_{i}$ such that $t^{n_{i}} \mathcal{T}_{\mathcal{U}_{i} / k[t]}^{1}(\mathcal{F})=0$ for every coherent sheaf $\mathcal{F}$ on $\mathcal{U}_{i}$. In particular, $t^{n_{i}} \mathcal{T}^{1}\left(\left(\mathcal{U}_{i}\right)_{n} / A_{n},\left.\mathcal{F}\right|_{\left(\mathcal{U}_{i}\right)_{n}}\right)=0$ for every coherent sheaf $\mathcal{F}$ on $X_{n}$ for all $n$. Hence for $n_{0}=\max \left(n_{i}\right)$, we have $t^{n_{0}} \mathcal{T}^{1}\left(X_{n} / A_{n}, \mathcal{F}\right)=0$. Thus $\left(X_{n}, L_{n}\right)$ is a formal smoothing, and therefore the induced effectivization $\widehat{X} \rightarrow \operatorname{Spec}(\widehat{A})$ is generically smooth by Proposition 7.4.4 Conversely, if some $\mathcal{U}_{i}$ is not a generic smoothing, then there exists no integer $n_{i}$ as above. Hence $\widehat{X}$ cannot be generically smooth in this case.

By Proposition 7.3.3. the universal formal family $\left\{\left(X_{n}, L_{n}\right)\right\}$ is definable over $\operatorname{Spec}\left(\mathcal{R}_{M, \mathscr{O}}\right)=V\left(\mathfrak{a}_{\mathscr{O}}\right) \subseteq \operatorname{Spec}\left(\mathscr{P}_{M, \mathscr{O}}\right)$. Here $\mathfrak{a}_{\mathscr{O}}$ is a homogeneous ideal, so there is a linear complete curve $C \subseteq \operatorname{Spec}\left(\widehat{\mathscr{P}}_{M, \mathscr{O}}\right)$ through every dimension 1 point of $\operatorname{Spec}\left(\mathscr{R}_{M, \mathscr{O}}\right)$. Such a curve is a complete DVR, so the closure $\mathcal{B}_{M} \subseteq \operatorname{Spec}\left(\widehat{\mathscr{P}}_{M, \mathscr{O}}\right)$ of the smooth base locus is precisely the closure of the union of the curves $C$ which induce generic smoothings $\left.\mathscr{X}\right|_{C} \rightarrow C$. By Remark 7.4.5 $\mathcal{B}_{M}$ is the base locus of the universal generic smoothing. Any curve $C$ is determined by a linear homomorphism $f_{C}: \widehat{\mathscr{P}}_{X, \mathscr{O}} \rightarrow \widehat{A}$, given on generators by $T_{e} \mapsto a_{e} t$ and $w_{j}^{*} \mapsto b_{j} t$ for some constants $a_{e}, b_{j} \in k$ satisfying $a_{e}=a_{e^{\prime}}$ whenever $T_{e}=T_{e^{\prime}}$. The $a_{e}$ 's must the satisfy equations given by the vanishing of the minors of 7.8. Thus $f_{C}$ induces a homomorphism $R_{n} \rightarrow A_{n}$. Now, the restriction $\left.\mathscr{X}\right|_{C}$ is the completion of the formal family $\left\{X_{n} \times_{R_{n}} A_{n} \rightarrow \operatorname{Spec}\left(A_{n}\right)\right\}$. Consider the affine étale cover $\left\{U_{v}^{(n)} \times_{R_{n}} A_{n}\right\}_{v}$ of $X_{n} \times_{R_{n}} A_{n}$. We observe that each $U_{v}^{(n)}$ is on the form $\mathcal{U}_{v} \times_{k[t]} A_{n}$, where $\mathcal{U}_{v} \subseteq \operatorname{Spec}\left(k[t]\left[x_{0}, \ldots, x_{\text {val } v-1}\right]\right)$ are defined in Table 7.1. By Remark 7.4.8, $\left.\mathscr{X}\right|_{C}$ is generically smooth if and only if each

Table 7.1: The local deformations $\mathcal{U}_{v}$.

| Valency | Ideal of $\boldsymbol{U}_{\boldsymbol{v}}$ |
| :--- | :--- |
| 3 | $\left(x_{0} x_{1} x_{2}-a_{e_{0}} t\right)$ |
| 4 | $\left(x_{0} x_{2}+a_{e_{1}} t, x_{1} x_{3}+a_{0} t\right)$ |
| 6 | $\left(x_{i+1} x_{i-1}+a_{e_{i}} x_{i} t, x_{j} x_{j+3}-a_{e_{j+1}} a_{e_{j-1}} t^{2} \mid i=0, \ldots, 5, j=0,1,2\right)$ |

$\mathcal{U}_{v} \rightarrow \operatorname{Spec}(k[t])$ is generically smooth. Via Macaulay 2 one can check that every fiber of $\mathcal{U}_{v} \rightarrow \operatorname{Spec}(k[t])$ will be singular if any $a_{e_{i}}=0$. On the other hand, the fiber over $t=1$ is smooth if $a_{e_{i}} \neq 0$ for all $i$. By Lemma 7.4.1 it is generically smooth in this case. In conclusion, $\mathcal{B}_{M}$ is the closure of the union of curves $C$ which are determined by homomorphisms $f_{C}$ satisfying $a_{e} \neq 0$ for every edge $e$, and this is precisely the closure of $D\left(\prod_{e} T_{e}\right)$.

### 7.5 Degenerations of abelian surfaces

Our object of consideration here will be a class of torus tilings represented by polyhedral sets $M$ arising as quotients of certain admissible Definition 7.5.2 periodic tesselations of the plane $\mathbb{R}^{2}$ by smooth lattice polygons (with vertices in $\mathbb{Z}^{2}$ ). Thus $M$ will be a quotient $\Lambda / G$, where $\Lambda$ is a polyhedral set defining a periodic lattice tesselation of the plane, and $G$ is a subgroup of the linear
translation group of $\Lambda$, which we shall assume is of finite index in $\mathbb{Z}^{2}$. By Lemma 7.4.6 if $\left(\mathbf{P}(M), \mathcal{O}_{M}(1)\right)$ is smoothable, then it is to abelian surfaces.

Any subgroup $G \subseteq \mathbb{Z}^{2}$ of finite index has unique generators on the form $(n, 0)$ and $(r, m)$, for some integers $n, m \geq 1$ and $0 \leq r<n$. A fundamental domain of $\Lambda$ relative to $G$ is a minimal compact subtiling of $\Lambda$ which is surjective onto $\Lambda / G$. There is a canonical fundamental domain $K_{G} \subseteq \Lambda$ defined as the tiling of the closed rectangle with corners $(0,0),(n, 0),(0, m),(n, m)$. The basic object of our consideration is the equivelar tesselation $\{3,6\}$, which partitions the plane into triangles. Let us call this $\Lambda_{0}$.

Definition 7.5.1. Let $G \subseteq \mathbb{Z}^{2}$ be some subgroup of finite index. Then we define $\mathcal{N}_{G}=\Lambda_{0} / G$.


Figure 7.3: The fundamental domain $K_{G}$ relative to $G$. In $\mathcal{N}_{G}=\Lambda_{0} / G$, the vertices $(0,0),(n, 0)$ and $(r, m)$ are identified. If $r=0$ then all four corners are identified.

Definition 7.5.2. A tesselation $\Lambda$ of the plane is a 2-dimensional polyhedral set consisting of lattice polytopes which can be embedded into $\mathbb{R}^{2}$ (with vertices in $\mathbb{Z}^{2}$ ) without overlap. $\Lambda$ is called admissible if it can be subdivided into the basic tesselation $\Lambda_{0}$, and moreover satisfies the following condition: for every vertex $v \in \Lambda$, either $\operatorname{val}(v) \neq 5$, or if $\operatorname{val}(v)=4$, then the edges containing $v$ split into two pairs of parallel lines.

Theorem 7.5.3. Let $M$ be a quotient $\Lambda / G$ of an admissible tesselation $\Lambda$. Then $M$ satisfies the conditions of Theorem 7.4.7. Hence in particular, $\left(\mathbf{P}(M), \mathcal{O}_{\mathbf{P}(M)}(1)\right)$ is smoothable, and $\mathcal{B}_{M}=\overline{D\left(\prod T_{e}\right)}$ is the base space for the universal generic smoothing.

Proof. We need to show that $n(e)=\delta_{d_{1}(e)}+\delta_{d_{0}(e)}-2$ for each edge $e$. In Table 7.2 we list the various possibilities of triples $\left(\operatorname{val}\left(d_{1}(e)\right), \operatorname{val}\left(d_{0}(e)\right), n(e)\right)$


Figure 7.4: Examples of fundamental domains of admissible tesselations.
that may occur, and from one deduces which generators $T_{(e, f)}^{(k)}$ that can be possibly non-zero. We assume that $\operatorname{val}\left(d_{1}(e)\right) \geq \operatorname{val}\left(d_{0}(e)\right)$. The remaining cases are obtained by inverting the table below.

| $\left(\operatorname{val}\left(\boldsymbol{d}_{\mathbf{1}}(e)\right), \operatorname{val}\left(\boldsymbol{d}_{\mathbf{0}}(\boldsymbol{e})\right), \boldsymbol{n}(\boldsymbol{e})\right)$ | Possible $\boldsymbol{T}_{(e, \boldsymbol{f})}^{(\boldsymbol{k})}$ |
| :--- | :--- |
| $(6,6,-2)$ | $T_{\left(d_{1}(e), e\right)}^{(1)}=T_{\left(d_{0}(e), e\right)}^{(1)}$ |
| $(6,4,-1)$ | $T_{\left(d_{1}(e), e\right)}^{(1)}=T_{\left(d_{0}(e), e\right)}^{(0)}$ |
| $(6,3,0)$ | $T_{\left(d_{1}(e), e\right)}^{(1)}=T_{\left(d_{0}(e), e\right)}^{(-1)}$ |
| $(4,4,0)$ | $T_{\left(d_{1}(e), e\right)}^{(0)}=T_{\left(d_{0}(e), e\right)}^{(0)}$ |
| $(3,3,2)$ | $T_{\left(d_{1}(e), e\right)}^{(-1)}=T_{\left(d_{0}(e), e\right)}^{(-1)}$ |

Table 7.2: We see that there are no situations that could potentially violate the conditions of Proposition 7.3.3

See Chr10 for an investigation of the universal base space $\operatorname{Spec}\left(\mathcal{R}_{M, \mathscr{O}}\right)$ and the universal generic smoothing base space $\mathcal{B}_{M}$ in the case where $M$ is a simplicial complex quotient of the basic tesselation $\Lambda_{0}$ by triangles. The minimal such situation is $(n, m, r)=(7,1,3)$.
Remark 7.5.4. Let $M$ be a quotient $\Lambda / G$ of an admissible tesselation $\Lambda$. We will provide a method for computing $\mathcal{B}_{M}$, given $\mathcal{B}_{\mathcal{N}_{G}}$. By Theorem 7.5.3, the generators of $\mathcal{P}_{M}$ are either on the form $T_{e}$ for some edge $e$ of $M$, or on the form $w_{j}^{*}$ corresponding to a dual basis of the space $H^{1}\left(\mathbf{P}(M), \mathcal{E}_{\mathcal{O}_{\mathbf{P}(M)}(1)}\right)$ of locally trivial first-order deformations. Note that if we let $\mathcal{R}_{M}^{\prime}$ denote the subalgebra of $\mathcal{R}_{M}$ generated by the $T_{e}$ 's only, then $\mathcal{R}_{M}=\mathcal{R}_{M}^{\prime} \otimes_{k} k\left[\left\{w_{j}^{*}\right\}_{j}\right]$. Thus, if we let $d_{M}:=\operatorname{dim} H^{1}\left(M, \mathcal{E}_{L}\right)$, then $\mathcal{B}_{M}=\overline{D\left(T_{e}\right)} \times_{k} \mathbf{A}^{d_{M}}$, where $D\left(T_{e}\right) \subseteq$ $\operatorname{Spec}\left(\mathcal{R}_{M}^{\prime}\right)$. Now, via the description in Proposition 7.3.3. one observes that the
homomorphism $\gamma: \mathcal{R}_{\mathcal{N}_{G}}^{\prime} \rightarrow \mathcal{R}_{M}^{\prime}$ given by

$$
T_{e} \mapsto \begin{cases}T_{e^{\prime}} & \text { if } e^{\prime} \text { is an edge containing } e \\ 1 & \text { otherwise }\end{cases}
$$

is well-defined and surjective (it does not however induce a well-defined map on completions).

Let $v$ be a vertex of $M$. If $\operatorname{val}(v)=4$, then we have $T_{e_{i}}=T_{e_{i+2}}$ for $i=0,1$. If $\operatorname{val}(v)=3$, then $T_{e_{0}}=T_{e_{1}}=T_{e_{2}}$. One observes that these relations are equivalent with that the minors of the matrix

$$
\left[\begin{array}{lll}
\gamma\left(T_{e_{0}}\right) & \gamma\left(T_{e_{2}}\right) & \gamma\left(T_{e_{4}}\right)  \tag{7.13}\\
\gamma\left(T_{e_{3}}\right) & \gamma\left(T_{e_{5}}\right) & \gamma\left(T_{e_{1}}\right)
\end{array}\right]
$$

vanishes for every vertex $w$ of $\mathcal{N}_{G}$, where $e_{i}$ are the edges appearing in $\mathrm{lk}_{X}(w)$. Hence we see that the universal generic smoothing base space factor $\mathcal{B}_{M}^{\prime}$ is obtained by base changing $\mathcal{B}_{\mathcal{N}_{G}}^{\prime}$ along $\operatorname{Spec}\left(\mathcal{R}_{M}^{\prime}\right) \rightarrow \operatorname{Spec}\left(\mathcal{R}_{\mathcal{N}_{G}}^{\prime}\right)$. It other words, $\mathcal{B}_{M}^{\prime} \subseteq \mathcal{B}_{\mathcal{N}_{G}}^{\prime}$ is the subscheme cut out by the relations $T_{e}-1$ for edges $e$ is not contained in any edge of $M$, and $T_{e}-T_{e^{\prime}}$ whenever $e$ and $e^{\prime}$ are contained in the same edge of $M$.

### 7.5.1 Example computations

In what follows we will compute the universal generic smoothing in some special cases, using Macaulay2. The functions used are found in Appendix C.0.1 It computes the closure of the torus $\overline{D\left(\prod T_{e}\right)}$ inside the quotient ring $\mathcal{R}_{M, \mathscr{O}}=\mathcal{P}_{M} /$ $\mathfrak{a}_{\mathscr{O}}$, where $\mathfrak{a}_{\mathscr{O}}$ is generated by the minors of the matrices

$$
\left[\begin{array}{lll}
T_{e_{0}} & T_{e_{2}} & T_{e_{4}} \\
T_{e_{3}} & T_{e_{5}} & T_{e_{1}}
\end{array}\right]
$$

for each vertex $v$. The output is in each case easily recognized to correspond to what we have listed. We have restricted the list to the cases where the resulting components can feasibly be written down. The degree is computed using the Riemann-Roch formula $L^{2}=2 H^{0}\left(X, \mathcal{O}_{X}(1)\right)$ for abelian surfaces (where $\left.L=\mathcal{O}_{X}(1)\right)$. Since $H^{0}\left(X, \mathcal{O}_{X}(1)\right)$ is constant in families, then by Proposition 3.6.3 the degree $L^{2}$ is equal to $2 L(M)$, where $L(M)$ is the number of lattice points of $M$.

Example 7.5.5. We consider quotients $M=\Lambda_{0} / G$ of the basic tesselation Figure 7.3 The Macaulay2 function used is called basicTesselation. The central fiber $\left(\mathbf{P}(M), \mathcal{O}_{M}(1)\right)$ is a stable quasiabelian pair in the sense of AN99, and this tesselation is one of the two Delaunay decompositions of the plane. The most degenerate example $\Lambda_{0} / \mathbb{Z}^{2}$ is also discussed there. It consists of two triangles, three edges and one vertex. It has a 3-parameter smoothing to principally polarized abelian surfaces.
7. Deformations of face schemes of polyhedral manifolds
\(\left.$$
\begin{array}{ll}\hline \begin{array}{l}(n, m, r) \\
\operatorname{dim} \mathcal{B}_{M}^{\prime}\end{array} & \begin{array}{l}\text { Components of } \mathcal{B}_{M}^{\prime} \text { for } \\
\text { Degree of polarization }=2 n m\end{array}
$$ <br>
\hline(1,1,0) \& \mathbf{A}^{3} <br>
3 \& 2 (a principal polarization) <br>
\hline(2,1,0) \& \mathbf{A}^{4} <br>

4 \& 4\end{array}\right]\)| $(2,1,1)$ | $\mathbf{A}^{4}$ |
| :--- | :--- |
| 4 | 4 |



Figure 7.5: All deformations parameters $T_{e}$ are equated since $h^{0}\left(\mathcal{T}_{\mathbf{P}(M) / k}^{1}\right)=1$.

Example 7.5.6. We consider quotients of the tesselation by hexagons Figure 7.5 In this case, no matter what $G$ is, all generators $T_{e}$ will be equal. Hence $\mathcal{B}_{M}=\mathbf{A}^{d_{M}+1}$.

Example 7.5.7. We consider quotients of the tesselation $\{4,4\}$ by squares Figure 7.6 In this case, the number of generators $\left\{T_{e}\right\}_{e}$ depends on the tuple $(n, m, r)$. Indeed, since each valency is 4 , the generators of $\mathcal{P}_{M}$ corrsponds to the orbits of the actions by $\mathbb{Z} \times 0$ on the set of vertical edges of $\Lambda / G$, and $0 \times \mathbb{Z}$ on the horizontal edges. Thus there are $m$ horizontal equivalence classes, and $\operatorname{gcd}(n, r)$ vertical equvalence classes (where $\operatorname{gcd}(n, 0):=n)$. Thus $\mathcal{B}_{M} \cong \mathbf{A}^{d_{M}+m+\operatorname{gcd}(n, r)}$.


Figure 7.6: Deformation parameters $T_{e}, T_{e^{\prime}}$ are equated if $e$ and $e^{\prime}$ are adjacent and parallel. Thus $h^{0}\left(\mathbf{P}(M), \mathcal{T}_{\mathbf{P}(M) / k}^{1}\right)$ is equal to the number of vertical and horizontal paths on the torus.

Example 7.5.8. We consider quotients of the following tesselation by squares Figure 7.7 Here the valencies are 3 and 6 . The translation group is generated by the vectors $(2,1)$ and $(1,2)$. This gives the following requirements on $(n, m, r)$ : $3 \mid n$ and $3 \mid 2 r-m$. By Remark 7.5.4, we obtain a description of $\mathcal{B}_{M}$ by dividing out by the ideal generated by $T_{e}-1$ for every edge $e$ of $\mathcal{N}_{G}$ which does not appear in $M$. Hence there is a single generator $T_{v}$ for every vertex $v \in M_{0}$ of valency 3. The Macaulay2 function used is called crossTesselation.

### 7.6 Degenerations of K3 surfaces

Let $M$ be a smooth polyhedral sphere. If $\left(\mathbf{P}(M), \mathcal{O}_{M}(1)\right)$ has a smoothing, it is to K3 surfaces by Lemma 7.4.6 However, the conditions of Theorem 7.4.7 rarely holds in this case. But there is another way of produce examples of smoothable $\mathbf{P}(M)$, and hence proper families of K3 surfaces. Assume that all vertices of


Figure 7.7: The universal base space is non-trivial, and as for $\Lambda_{0} / G$ it is generally a union of varieties defined by binomial ideals.

| $\begin{aligned} & (\boldsymbol{n}, \boldsymbol{m}, \boldsymbol{r}) \\ & \operatorname{dim} \mathcal{B}_{M}^{\prime} \end{aligned}$ | Components of $\mathcal{B}_{M}^{\prime}$ for Example 7.5.8 Degree of polarization |
| :---: | :---: |
| $(3,1,2)$ | $\mathbf{A}^{2}$ |
| 2 | 6 |
| (3,2,1) | Cone $\left(\mathbf{P}^{1} \times \mathbf{P}^{1}\right)$ |
| 3 | 12 |
| $\begin{aligned} & (6,2,1) \\ & 5 \end{aligned}$ | $\begin{aligned} & V\left(x_{0} y_{0}-z w, x_{1} y_{1}-z w, x_{2} y_{2}-z w\right) \subseteq \mathbf{A}^{8} \\ & 12 \end{aligned}$ |
| $(6,2,4)$ | $\begin{array}{r} V\left(x_{4} x_{6}-x_{5} x_{7}, x_{3} x_{6}-x_{2} x_{7}, x_{8} x_{6}-x_{1} x_{7}, x_{2} x_{4}-x_{3} x_{5},\right. \\ \left.x_{1} x_{4}-x_{8} x_{5}, x_{8} x_{2}-x_{1} x_{3}\right) \subseteq \mathbf{A}^{8} \end{array}$ |
| 5 | 12 |

$M$ has valency 3 . We will attempt to define a smoothing of $\mathbf{P}(M)$ by choosing local generic smoothings of $\mathbf{A}\left(M_{v}\right)$ on the form $\mathcal{U}_{v}=\operatorname{Spec}\left(k\left[t, x_{0}, x_{1}, x_{1}\right] /\right.$ $\left.\left(x_{0} x_{1} x_{1}+t F_{v}\left(x_{0}, x_{1}, x_{1}\right)\right)\right)$, where $F_{v}\left(x_{0}, x_{1}, x_{1}\right)$ is a sum of monomials on the form $x_{0}^{a} x_{1}^{b} x_{1}^{c}$. Note that such schemes are automatically flat over $t=0$. Then we will apply Remark 7.4.8 to glue these infinitesimally, which will induce a unique effective deformation, which may be a smoothing. Thus we will require that $F_{d_{1}(e)}$ maps to $F_{d_{0}(e)}$ under the transition functions $\pi_{e}$. This is computationally feasible for a given polyhedral sphere, but to reduce the complexity of the situation we will assume that $F_{v}$ are equal for all $v$. Thus our problem becomes finding $F$ which are invariant under $\pi_{e}$.
Definition 7.6.1. Let $M$ be a smooth polyhedral sphere, such that every vertex has valency 3 . Let $t$ be any facet of $M$, and $e$ any edge contained in $t$. Let $e^{\prime}$ and
$e^{\prime \prime}$ denote the edges of $t$ adjacent to $e$. Then we assume that $n\left(e^{\prime}, t\right)=n\left(e^{\prime \prime}, t\right)$. We call such polygons $|t|$ regular. Moreover, if $t^{\prime}$ and $t^{\prime \prime}$ are the facets of $M$ containing $e^{\prime}$ and $e^{\prime \prime}$ other than $t$, we furthermore assume that $n\left(e^{\prime}, t^{\prime}\right)=n\left(e^{\prime \prime}, t^{\prime \prime}\right)$. If $M$ satisfies these conditions, we call it 3-regular. See Figure 7.8 for a picture describing the situation.


Figure 7.8: Note: the figure is slightly imprecise as the braced lines over each edge $\widetilde{e}$ has length $L(|\widetilde{e}|)+n(\widetilde{e}, t)$.

Examples of 3-regular polyhedral spheres are 3-regular Archimedean solids, where its regular polygons replaced by a suitable set of lattice polygons $\left\{P_{1}, P_{2}, P_{3}\right\}$, which are regular in the above sense. See Figure 7.9 for some basic examples of regular polygons. Let $v$ be a vertex of $M$. Let $e_{0}, e_{1}, e_{2}$ be the edges


Figure 7.9: Regular polygons
and $t_{0}, t_{1}, t_{2}$ the facets of $M$ which appear as the vertices and edges of $\mathrm{lk}_{M}(v)$, ordered cyclically in the sense of Figure 7.10 Consider the tuple

$$
\begin{equation*}
\left(n\left(e_{0}, t_{0}\right), n\left(e_{1}, t_{0}\right), n\left(e_{1}, t_{1}\right), n\left(e_{2}, t_{1}\right), n\left(e_{2}, t_{2}\right), n\left(e_{0}, t_{2}\right)\right) \tag{7.14}
\end{equation*}
$$

By Definition 7.6.1 this is an invariant of $M$ up to a permutation of the edges (and corresponding permutation of the facets). We will now describe a


Figure 7.10: The local picture around a vertex of a 3-regular polyhedral sphere
procedure for finding invariant polynomials $F$. We will use the notation from Section 7.2.2 Let $e$ be an edge of $M$. Using the isomorphism 7.9, we get that the ideal of $\mathcal{U}_{d_{1}(e)}^{(n)} \mid \mathbf{A}\left(M_{e}\right)$ is on the form $\left(x_{0} x_{1} x_{2}+t F\left(x_{0}, x_{1}, x_{2}\right)\right)$, while the ideal of $\left.\mathcal{U}_{d_{0}(e)}^{(n)}\right|_{\mathbf{A}\left(M_{e}\right)}$ is on the form $\left(x_{0} x_{1} x_{2} x_{0}^{n(e)-2}+t F\left(x_{0}^{-1}, x_{1} x_{0}^{n\left(e, s_{1}\right)}, x_{2} x_{0}^{n\left(e, s_{2}\right)}\right)\right.$, where $x_{0} \in \Gamma\left(\mathrm{lk}_{M}\left(d_{1}(e)\right)\right)$ is the variable corresponding to $\left(e, d_{1}(e)\right) \in \mathrm{lk}_{M}\left(d_{1}(e)\right)$, and $e \rightarrow s_{1}$ and $e \rightarrow s_{2}$ are the facets of $M_{e}$ corresponding to $x_{1}$ and $x_{2}$ respectively. A sufficient criterion for 7.12 is that these two ideals are equal for all edges $e$. Hence we get three requirements on $F$ for each vertex $v$ :

$$
\begin{align*}
& F\left(x_{0}, x_{1}, x_{2}\right)=x_{0}^{2-n\left(e_{0}\right)} F\left(x_{0}^{-1}, x_{1} x_{0}^{n\left(e_{0}, t_{0}\right)}, x_{2} x_{0}^{n\left(e_{0}, t_{2}\right)}\right) \\
& F\left(x_{0}, x_{1}, x_{2}\right)=x_{1}^{2-n\left(e_{1}\right)} F\left(x_{0} x_{1}^{n\left(e_{1}, t_{0}\right)}, x_{1}^{-1}, x_{2} x_{1}^{n\left(e_{1}, t_{1}\right)}\right)  \tag{7.15}\\
& F\left(x_{0}, x_{1}, x_{2}\right)=x_{2}^{2-n\left(e_{2}\right)} F\left(x_{0} x_{2}^{n\left(e_{2}, t_{2}\right)}, x_{1} x_{2}^{n\left(e_{2}, t_{1}\right)}, x_{2}^{-1}\right) .
\end{align*}
$$

Here $e_{i}$ is the edge corresponding to $x_{i}$. We posit that $F$ can be written as a sum of monomials $x_{0}^{a} x_{1}^{b} x_{2}^{c}$ for tuples ( $a, b, c$ ) in some finite subset $S \subseteq \mathbb{N}^{3}$ containing $(0,0,0)$. The above transformations maps such a monomial to the following:

$$
x_{0}^{a} x_{1}^{b} x_{2}^{c} \mapsto\left\{\begin{array}{l}
x_{0}^{-a+n\left(e_{0}, t_{0}\right) b+n\left(e_{0}, t_{2}\right) c+2-n\left(e_{0}\right)} x_{1}^{b} x_{2}^{c} \\
x_{0}^{a} x_{1}^{-b+n\left(e_{1}, t_{0}\right) a+n\left(e_{1}, t_{1}\right) c+2-n\left(e_{1}\right)} x_{2}^{c} \\
x_{0}^{a} x_{1}^{b} x_{2}^{-c+n\left(e_{2}, t_{2}\right) a+n\left(e_{2}, t_{1}\right) b+2-n\left(e_{2}\right)} .
\end{array}\right.
$$

This can be translated to affine transformations $f_{i}: \mathbb{Z}^{3} \rightarrow \mathbb{Z}^{3}$ given as follows:

$$
\begin{aligned}
& f_{1}(a, b, c)=\left(-a+n\left(e_{0}, t_{0}\right) b+n\left(e_{0}, t_{2}\right) c+2-n\left(e_{0}\right), b, c\right) \\
& f_{2}(a, b, c)=\left(a,-b+n\left(e_{1}, t_{0}\right) a+n\left(e_{1}, t_{1}\right) c+2-n\left(e_{1}\right), c\right) \\
& f_{3}(a, b, c)=\left(a, b,-c+n\left(e_{2}, t_{2}\right) a+n\left(e_{2}, t_{1}\right) b+2-n\left(e_{2}\right)\right)
\end{aligned}
$$

Of course, each affine transformation $f_{i}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ is a reflection through a hyperplane. We have to assume that $n(e) \leq 2$ for all edges $e$, so that $f_{i}$ will
map $(0,0,0)$ to a vector with non-negative entries. We will now generate a finite set $S \subseteq \mathbb{Z}^{3}$ of vectors with non-negative entries containing ( $0,0,0$ ), which is invariant under application of $f_{1}, f_{2}, f_{3}$. So let $G$ be the subgroup of the group of isometries $\operatorname{Isom}\left(\mathbb{Z}^{3}\right)$ generated by $\left\{f_{1}, f_{2}, f_{3}\right\}$, and define $S=\{g(0,0,0)\}_{g \in G}$. If $S$ consists of vectors with non-negative entries, then we may define $F=$ $\sum_{(a, b, c) \in T} x_{0}^{a} x_{1}^{b} x_{2}^{c}$, and this $F$ will satisfy the equations 7.15. Finally, suppose that $V\left(x_{0} x_{1} x_{2}+t F\left(x_{0}, x_{1}, x_{2}\right)\right)$ is generically smooth over $\operatorname{Spec}(k[t])$. Then we may apply Remark 7.4.8. This completes the procedure, and we may now investigate what configurations of 6 -tuples on the form (7.14) can give rise to a suitable set $S \subseteq \mathbb{N}^{3}$ and polynomial $F$.

### 7.6.1 Resulting smoothings

The above procedure yields an invariant $F$ for every possible 6 -tuple on the form (7.14). We have listed in Table 7.3 each situation where the polyhedral complex $M$ is realizable as an Archimedean solid using regular polygons. Note that $M$ is not necessarily the boundary of a 3-dimensional lattice polytope; at least not a priori. The list is a selection of the output of the function regularDeformation from Appendix C.0.2 To see that each tuple is realizable, one simply compares the listed tuple with the tuple corresponding to the polyhedral complex obtained from that Archimedean solid with its facets replaced by regular polygons. Note that there are two non-equivalent listings of the truncated cuboctahedron. The degree is computed using the Riemann-Roch polarization degree formula $L^{2}=$ $2\left(H^{0}\left(X, \mathcal{O}_{X}(1)\right)-2\right)$ for K3 surfaces. Similarly to before, by Proposition 3.6.3 we have that the degree $L^{2}$ is equal to $2(L(M)-2)$. The number of lattice points $L(M)$ is easily calculated. The faces present in these examples are triangles, squares, hexagons and octagons. It is probable that the Archimedean solids containing decagons are smoothable as well, although one would have to use different polynomials $F_{v}$ for each vertex to construct such families.

## 7. Deformations of face schemes of polyhedral manifolds

Table 7.3: $\left(\mathbf{P}(M), \mathcal{O}_{M}(1)\right)$ has a proper 1-parameter smoothing to polarized K3 surfaces

| 6-tuple <br> $M$ is boundary of | Polynomial $F$ Degree of polarization |
| :---: | :---: |
| $(-1,-1,-1,-1,-1,-1)$ | $x_{0}^{4}+x_{1}^{4}+x_{2}^{4}+1$ |
| Tetrahedron | $L^{2}=4$ |
| (0, 0, 0, 0, -1, -1) | $x_{0}^{3} x_{1}^{2}+x_{1}^{2} x_{2}^{3}+x_{0}^{3}+x_{2}^{3}+x_{1}^{2}+1$ |
| Triangular prism | $L^{2}=8$ |
| (0, 0, 0, 0, 0, 0) | $x_{0}^{2} x_{1}^{2} x_{2}^{2}+x_{0}^{2} x_{1}^{2}+x_{0}^{2} x_{2}^{2}+x_{1}^{2} x_{2}^{2}+x_{0}^{2}+x_{1}^{2}+x_{2}^{2}+1$ |
| Cube | $L^{2}=12$ |
| $(1,1,0,0,0,0)$ | $\begin{array}{r} x_{0}^{2} x_{1}^{2} x_{2}^{2}+x_{0}^{2} x_{1} x_{2}^{2}+x_{0} x_{1}^{2} x_{2}^{2}+x_{0}^{2} x_{1}^{2}+x_{0}^{2} x_{1} \\ +x_{0} x_{1}^{2}+x_{0} x_{2}^{2}+x_{1} x_{2}^{2}+x_{2}^{2}+x_{0}+x_{1}+1 \end{array}$ |
| Hexagonal prism | $L^{2}=24$ |
| ( $1,1,1,1,-1,-1)$ | $x_{0}^{2} x_{1}^{2} x_{2}^{2}+x_{0}^{2} x_{1}^{2}+x_{1}^{2} x_{2}^{2}+x_{0}^{2}+x_{2}^{2}+1$ |
| Truncated tetrahedron | $L^{2}=28$ |
| (1, 2, 0, 0, 0, 0) | $x_{0}^{2} x_{1}^{2} x_{2}^{2}+x_{0} x_{1}^{2} x_{2}^{2}+x_{0}^{2} x_{1}^{2}+x_{0} x_{1}^{2}+x_{0} x_{2}^{2}+x_{2}^{2}$ |
| Octahedral prism | $L^{2}=44$ |
| (1, 1, 1, 1, 0, 0) | $\begin{array}{r} x_{0}^{2} x_{1}^{2} x_{2}^{2}+x_{0}^{2} x_{1}^{2} x_{2}+x_{0} x_{1}^{2} x_{2}^{2}+x_{0}^{2} x_{1} x_{2}+x_{0} x_{1}^{2} x_{2} \\ +x_{0} x_{1} x_{2}^{2}+x_{0} x_{1}+x_{0} x_{2}+x_{1} x_{2}+x_{0}+x_{2}+1 \end{array}$ |
| Truncated octahedron | $L^{2}=60$ |
| (2, 1, 1, 2, 0, 0) | $\begin{array}{r} \hline x_{0}^{2} x_{1}^{2} x_{2}^{2}+x_{0}^{2} x_{1}^{2} x_{2}+x_{0} x_{1}^{2} x_{2}^{2}+x_{0}^{2} x_{1} x_{2}+x_{0} x_{1} x_{2}^{2} \\ \quad+x_{0}^{2} x_{1}+x_{1} x_{2}^{2}+x_{0} x_{1}+x_{1} x_{2}+x_{0}+x_{2}+1 \end{array}$ |
| Truncated cube | $L^{2}=92$ |
| (1, 2, 0, 0, 1, 1) | $x_{0}^{2} x_{1}^{2} x_{2}^{2}+x_{0}^{2} x_{1}^{2} x_{2}+x_{0} x_{1}^{2} x_{2}+x_{0} x_{2}+x_{2}+1$ |
| Truncated cuboctahedron | $L^{2}=152$ |
| (2, 1, 1, 1, 0, 0) | $x_{0}^{2} x_{1}^{2} x_{2}^{2}+x_{0}^{2} x_{1}^{2} x_{2}+x_{0}^{2} x_{1} x_{2}+x_{1} x_{2}+x_{2}+1$ |
| Truncated cuboctahedron | $L^{2}=152$ |

## Appendices

## Appendix A

## Kan extensions

We refer to Mac98, Chapter X, Section 3] for a treatment on Kan extensions. We will briefly summarize the construction, in particular the case of left Kan extensions along Yoneda embeddings, and include some results from IK86 on monoidal Kan extensions.

Definition A.0.1. Given categories $A, B$ and $C$, and functors $F: A \rightarrow C$, $I: A \rightarrow B$, a left Kan extension of $F$ along $I$ is a functor $\operatorname{Lan}_{I}(F): B \rightarrow C$ together with a natural transformation $\eta_{F}: F \rightarrow \operatorname{Lan}_{I}(F) I$ called the universal transformation, written

satisfying the following universal property: Given any functor $M: B \rightarrow C$ together with a natural transformation $\mu: F \rightarrow M I$, there exists a unique natural transformation $\delta: \operatorname{Lan}_{I}(F) \rightarrow M$ such that the diagram

commutes.
The left Kan extension $\operatorname{Lan}_{I}(F)$ equipped with its universal transformation is unique up to natural equivalence. Whenever $C$ is cocomplete, i.e. has all colimits, then every functor $F: A \rightarrow C$ has a left Kan extension. The universal transformation $\eta_{F}: F \rightarrow \operatorname{Lan}_{I}(F) I$ is natural in natural transformations $\phi$ : $F \rightarrow G$, inducing a functor on functor categories $\operatorname{Lan}_{I}:[A, C] \rightarrow[B, C]$ which is left adjoint to the precomposition functor $I^{*}:[B, C] \rightarrow[A, C]$. It is a general fact that left adjoint functors are cocontinuous, i.e. preserves all colimits (see Mac98 Chapter V, Theorem 2]). Thus left Kan extensions are always cocontinuous when $C$ is cocomplete. If $I$ is fully faithful, then $\eta_{F}$ is a natural equivalence and $\mathrm{Lan}_{I}$ is fully faithful as well.

## A.0.1 Construction of the left Kan extension

Assume that $A$ and $B$ are small categories. Given a functor $F: A \rightarrow C$, the left Kan extension functor $\operatorname{Lan}_{I}(F): B \rightarrow C$ along with the universal transformation
$\eta_{F}: F \rightarrow \operatorname{Lan}_{I}(F) I$ can be constructed as follows. For each object $b \in B$, consider the comma category ( $I \downarrow b$ ) consisting of pairs $(a, f: I(a) \rightarrow b)$ for objects $a \in A$, and arrows $f: I(a) \rightarrow b$. An arrow $(a, f: I(a) \rightarrow b) \rightarrow\left(a^{\prime}, f^{\prime}:\right.$ $\left.I\left(a^{\prime}\right) \rightarrow b\right)$ consists of an arrow $g: a \rightarrow a^{\prime}$ in $A$ such that $f^{\prime} \circ I(g)=f$.

For each $b \in B$, the functor $F: A \rightarrow C$ induces a diagram $F_{b}:(I \downarrow$ $b) \rightarrow C$, defined by $F_{b}(a, f)=F(a)$, and $F_{b}\left(g:(a, f) \rightarrow\left(a^{\prime}, f^{\prime}\right)\right)=F(g)$. We define $\operatorname{Lan}_{I}(F)(b)$ as the colimit $\lim F_{b}$ of this diagram. The colimit comes equipped with the universal natural transformation $\tau_{b}: F_{b} \rightarrow \operatorname{Lan}_{I}(F)(b)$, where $\operatorname{Lan}_{I}(F)(b)$ is regarded as the constant functor on $(I \downarrow b)$ with value $\operatorname{Lan}_{I}(F)(b)$. For each $a \in A$, consider the natural transformation $\tau_{I(a)}: F_{I(a)} \rightarrow$ $\operatorname{Lan}_{I}(F)(I(a))$. We define $\eta_{F}: F \rightarrow \operatorname{Lan}_{I}(F)$ by $\eta_{F}(a)=\tau_{I(a)}\left(a, \mathrm{id}_{I(a)}\right):$ $F(a) \rightarrow \operatorname{Lan}_{I}(F)(I(a))$.

Consider the functor $(I \downarrow-): B \rightarrow$ Cat, sending any $b \in B$ to the category $(I \downarrow b)$, and any arrow $h: b \rightarrow b^{\prime}$ to the functor $(I \downarrow h):(I \downarrow b) \rightarrow\left(I \downarrow b^{\prime}\right)$. The functor $(I \downarrow h)$ is defined by mapping any object $(a, f)$ to $(a, h \circ f)$, and any arrow $g:(a, f) \rightarrow\left(a^{\prime}, f^{\prime}\right)$ to $g:(a, h \circ f) \rightarrow\left(a^{\prime}, h \circ f^{\prime}\right)$. Let $h: b \rightarrow b^{\prime}$ be an arrow in $B$. Then the natural transformation $\tau_{b^{\prime}}: F_{b^{\prime}} \rightarrow \operatorname{Lan}_{I}(F)\left(b^{\prime}\right)$ yields a natural transformation $\tau_{b^{\prime}}(I \downarrow h): F_{b} \rightarrow \operatorname{Lan}_{I}(F)\left(b^{\prime}\right)$. The universal property of $\tau_{b}$ induces the arrow $\operatorname{Lan}_{I}(F)(h): \operatorname{Lan}_{I}(F)(b) \rightarrow \operatorname{Lan}_{I}(F)\left(b^{\prime}\right)$.

## A.0.2 Discrete fibrations

Definition A.0.2. Fix a small category $C$. Then a category over $C$ is a small category $U$ equipped with a functor $p: U \rightarrow C$, and is denoted $(U, p)$. A discrete fibration over $C$ is a category ( $U, p$ ) over $C$ such that for every object $s \in U$ and arrow $f: c \rightarrow p(s)$ in $C$, there exists a unique lifting $h: t \rightarrow s$ of $f$ along $s$. This defines the category $\operatorname{Fib}(C)$ of discrete fibrations over $C$ as a full subcategory of (Cat $\downarrow C$ ).

Let $X: C^{\text {op }} \rightarrow$ Set be a presheaf on $C$. Consider the category of objects $I(X)=\left(Y_{C} \downarrow X\right)$ of $X$ as a category over $C$ via the projection functor $p_{X}$ : $I(X) \rightarrow C$ defined by $(c, s \in X(c)) \mapsto c$ on objects, and $\left(f:\left(c^{\prime}, t\right) \rightarrow(c, s)\right) \mapsto$ $\left(f: c^{\prime} \rightarrow c\right)$ on arrows. The following fact is well-known.

Proposition A.0.3. The assignment $X \mapsto\left(I(X), p_{X}\right)$ defines an equivalence of categories $I: \operatorname{Pre}(C) \stackrel{\cong}{\leftrightarrows} \operatorname{Fib}(C)$.

## A.0.3 Yoneda extensions

Definition A.0.4. Given a functor $F: A \rightarrow B$, a Yoneda extension of $F$ is a left Kan extension of $F: A \rightarrow B$ along $Y_{A}: A \rightarrow \operatorname{Pre}(A)$.

Of particular importance is the Yoneda extension of a composition $A \xrightarrow{F}$ $B \xrightarrow{Y_{B}} \operatorname{Pre}(B)$ along the Yoneda embedding $Y_{A}: A \rightarrow \operatorname{Pre}(A)$. In fact given a presheaf $X: A^{\mathrm{op}} \rightarrow$ Set, then using the general construction of the left Kan extension, we have the following simple formula for the Yoneda extension
$\widehat{X}=\operatorname{Lan}_{Y_{A}}\left(Y_{B} \circ F\right)(X):$

$$
\begin{equation*}
\widehat{X}=\underset{A(-, a) \rightarrow X}{\lim _{\vec{\prime}}} B(-, F(a)) . \tag{A.3}
\end{equation*}
$$

Notably, for representable functors we have $\widehat{A(-, a)}=B(-, F(a))$. There is an alternative way of describing $\widehat{X}: B^{\mathrm{op}} \rightarrow$ Set; it is in fact a left Kan extension itself:
Lemma A.0.5. In the situation above, the functor $\widehat{X}=\operatorname{Lan}_{Y_{A}}\left(Y_{B} \circ F\right)(X)$ is a left Kan extension of $X: A^{\mathrm{op}} \rightarrow$ Set along $F^{\mathrm{op}}: A^{\mathrm{op}} \rightarrow B^{\mathrm{op}}$. In other words, there is a natural equivalence of functors $\operatorname{Lan}_{Y_{A}}\left(Y_{B} \circ F\right) \cong \operatorname{Lan}_{F^{\circ \mathrm{p}}}$.

Proof. Note first that since $Y_{A}$ is fully faithful, the universal transformation $Y_{B} \circ F \rightarrow \operatorname{Lan}_{Y_{A}}\left(Y_{B} \circ F\right) \circ Y_{A}$ is a natural equivalence. The adjunction between $\operatorname{Lan}_{F^{\circ \mathrm{op}}}$ and $\left(F^{\circ \mathrm{op}}\right)^{*}$ yields a natural bijection $\operatorname{Hom}\left(\operatorname{Lan}_{F^{\circ \mathrm{p}}}(A(-, a)), Z\right) \cong$ $\left.\operatorname{Hom}\left(A(-, a), Z \circ F^{\mathrm{op}}\right)\right)$ for every object $a \in A$ and preshaf $Z: B^{\mathrm{op}} \rightarrow$ Set. By the Yoneda lemma, there are natural bijections $\left.\operatorname{Hom}\left(A(-, a), Z \circ F^{\mathrm{op}}\right)\right) \cong$ $Z_{F(a)} \cong \operatorname{Hom}(B(-, F(a)), Z)$. It follows that there is a natural bijection $\operatorname{Lan}_{F \circ \mathrm{op}}(A(-, a)) \cong B(-, F(a))$. I.e, there are natural equivalences $\operatorname{Lan}_{F \circ \mathrm{op}} \circ Y_{A} \cong$ $Y_{B} \circ F \cong \operatorname{Lan}_{Y_{A}}\left(Y_{B} \circ F\right) \circ Y_{A}$. Since $\operatorname{Lan}_{F \text { op }}$ is cocontinuous, using the fact that every presheaf is a colimit of representable presheaves results in an equivalence $\operatorname{Lan}_{F^{\text {op }}} \cong \operatorname{Lan}_{Y_{A}}\left(Y_{B} \circ F\right)$.

When $F: A \rightarrow B$ is a discrete fibration, the functor $\widehat{X}$ has a particularly nice description.

Lemma A.0.6. In the situation of Lemma A.0.5, assume additionally that $F$ is a discrete fibration. Then,
a) for every $b \in B, \widehat{X}(b)=\coprod_{b=F(a)} X(a)$;
b) the universal transformation $\eta_{X}: X \rightarrow \widehat{X} \circ F^{o p}$ is given on each $a \in A$ by the inclusion of the term $X(a)$ into $\widehat{X}(F(a))$;
c) for each arrow $f: b^{\prime} \rightarrow b$ in $B$, the map $\widehat{X}(f): \widehat{X}(b) \rightarrow \widehat{X}\left(b^{\prime}\right)$ is given on components as $X(g): X(a) \rightarrow X\left(a^{\prime}\right)$ for each $a \in A$ with $F(a)=b$ and lifting $g: a^{\prime} \rightarrow a$ of $f$;
d) if $\phi: X \rightarrow Y$ is a natural transformation, the induced transformation $\widehat{\phi}: \widehat{X} \rightarrow \widehat{Y}$ is for each $b \in B$ given on components by $\phi_{a}: X_{a} \rightarrow Y_{a}$ for each $a \in A$ with $F(a)=b$.

Proof. a) By the general construction we have that $\widehat{X}(b)=\underset{\rightarrow}{\lim _{b}} \underset{\downarrow}{f(c)}$ $X(c)$, where the colimit is taken over the comma category $\left(F^{\circ \mathrm{p}} \downarrow b\right) \cong(b \downarrow F)$. Every arrow $f: b \rightarrow F(c)$ lifts uniquely to an arrow $h: a \rightarrow c$, where $F(a)=b$. This induces maps $X(h): X(c) \rightarrow X(a)$. Let $g:\left(c^{\prime}, f^{\prime}\right) \rightarrow(c, f)$ be any arrow in $(b \downarrow F)$, and consider the respective liftings $h: a \rightarrow c$ and $h^{\prime}: a^{\prime} \rightarrow c^{\prime}$ of $f$ and
$f^{\prime}$. Since $F(g) \circ f^{\prime}=f$, then $g \circ h^{\prime}=h$ by uniqueness of lifts. Hence $a=a^{\prime}$, and the composition $X(c) \xrightarrow{X(g)} X\left(c^{\prime}\right) \xrightarrow{X\left(h^{\prime}\right)} X(a)$ is equal to $X(h)$. It follows that $\coprod_{b=F(a)} X(a)$ is a cone to the diagram $(b \downarrow F) \rightarrow$ Set. It is clearly the initial one, since each $X(a)$ already appears in the colimit corresponding to the identity arrow $b \rightarrow F(a)$. b) follows immediately by the construction of $\tau_{F(a)}$. c) follows from b) and naturality of the universal transformation $\eta_{X}: X \rightarrow \widehat{X} \circ F^{o p}$. d) follows immediately from b) and naturality of $\eta_{X}$ in $X$.

## A.0.4 Monoidal Kan extensions

We refer to Mac98, Chapter XI] for the full definition of a monoidal category, monoidal functors and monoidal natural transformations. We will refer to IK86 for further results. A cocomplete monoidal category $D$ is called monoidally cocomplete if for each $d \in D$, the functors $-\otimes d, d \otimes-: D \rightarrow D$ are both cocontinuous. A cartesian closed category is monoidally cocomplete with respect to the product operation, since these functors are left-adjoints.
Definition A.0.7 (IK86, Section 4]). Let $\left(C, \otimes, 1_{C}\right)$ be a monoidal category. Then the Day convolution product $*: \operatorname{Pre}(C) \times \operatorname{Pre}(C) \rightarrow \operatorname{Pre}(C)$ is defined as the left Kan extension of the composite functor $C \times C \xrightarrow{\otimes} C \xrightarrow{Y_{C}} \operatorname{Pre}(C)$ along $Y_{C} \times Y_{C}: C \times C \rightarrow \operatorname{Pre}(C) \times \operatorname{Pre}(C)$.

The convolution product $X * Y: C^{\mathrm{op}} \rightarrow$ Set can be written as

$$
\begin{equation*}
\lim _{C\left(-, c_{1}\right) \rightarrow \overrightarrow{X, C}\left(-, c_{2}\right) \rightarrow Y} C\left(-, c_{1} \otimes c_{2}\right) . \tag{A.4}
\end{equation*}
$$

The Day convolution product gives the presheaf category $\operatorname{Pre}(C)$ the structure of a monoidal category with unit $Y_{C}\left(1_{C}\right)=C\left(-, 1_{C}\right)$.
Proposition A.0.8. Let $C$ be a monoidal category. Then,
a) the presheaf category $\operatorname{Pre}(C)$ is monoidally cocomplete under the Day convolution operation, and the Yoneda embedding $Y_{C}: C \rightarrow \operatorname{Pre}(C)$ is a strong monoidal functor of monoidal categories;
b) If a monoidal category $D$ is monoidally cocomplete, and $F: C \rightarrow D$ is $a$ strong monoidal functor, then the Yoneda extension $\widehat{F}: \operatorname{Pre}(C) \rightarrow D$ is the unique (up to monoidal equivalence) cocontinuous strong monoidal functor such that $\widehat{F} \circ Y_{C}$ and $F$ are monoidally equivalent. The monoidal equivalence is given by the universal equivalence $\eta: F \rightarrow \widehat{F} \circ Y_{C}$ associated to $\widehat{F}$ as the left Kan extension of $F$.

Proof. a) follows from IK86, Proposition 4.1], and b) follows from IK86, Theorem 5.1].

Note that Set is a symmetric monoidal category via the cartesian product operation Set $\times$ Set $\rightarrow$ Set, with the unit being the one-point set. It is also
cartesian closed, hence monoidally cocomplete. Using this, there is an alternative way of describing the convolution product more explicitly, analogously to Lemma A.0.5
Lemma A.0.9. Let $\left(C, \otimes, 1_{C}\right)$ be a monoidal category. Then for each pair of presheaves $X, Y \in \operatorname{Pre}(C)$, the Day convolution product $X * Y: C^{\text {op }} \rightarrow$ Set is the left Kan extension of the composition $X \times Y: C^{\mathrm{op}} \times C^{\mathrm{op}} \xrightarrow{(X, Y)}$ Set $\times$ Set $\xrightarrow{\times}$ Set along $\otimes^{\mathrm{op}}: C^{\mathrm{op}} \times C^{\mathrm{op}} \rightarrow C^{\mathrm{op}}$. In other words, there is a natural equivalence of functors $\operatorname{Lan}_{\otimes^{\mathrm{op}}} \cong \operatorname{Lan}_{Y_{C} \times Y_{C}}\left(Y_{C} \circ \otimes\right)$.

Proof. Note first that since $Y_{C} \times Y_{C}$ is fully faithful, the universal transformation $Y_{C} \circ \otimes \rightarrow \operatorname{Lan}_{Y_{C} \times Y_{C}}\left(Y_{C} \circ \otimes\right) \circ\left(Y_{C} \times Y_{C}\right)$ is a natural equivalence. The adjunction between $\mathrm{Lan}_{\otimes^{\mathrm{op}}}$ and $\left(\otimes^{\mathrm{op}}\right)^{*}$ induces a natural bijection

$$
\begin{equation*}
\left.\operatorname{Hom}\left(\operatorname{Lan}_{\otimes^{\circ \mathrm{p}}}\left(C\left(-, c_{1}\right) \times C\left(-, c_{2}\right)\right), Z\right) \cong \operatorname{Hom}\left(C\left(-, c_{1}\right) \times C\left(-, c_{2}\right), Z \circ \otimes^{\mathrm{op}}\right)\right) \tag{A.5}
\end{equation*}
$$

for every pair of objects $c_{1}, c_{2} \in C$ and presheaf $Z: C^{\mathrm{op}} \times C^{\mathrm{op}} \rightarrow$ Set. Via a monoidal version of the Yoneda lemma, there are natural bijections

$$
\begin{equation*}
\left.\operatorname{Hom}\left(C\left(-, c_{1}\right) \times C\left(-, c_{2}\right), Z \circ \otimes^{\mathrm{op}}\right)\right) \cong Z_{c_{1} \otimes c_{2}} \cong \operatorname{Hom}\left(C\left(-, c_{1} \otimes c_{2}\right), Z\right) \tag{A.6}
\end{equation*}
$$

(the first bijection is given by $\phi \mapsto \phi_{\left(c_{1}, c_{2}\right)}\left(\left(\mathrm{id}_{c_{1}}, \mathrm{id}_{c_{2}}\right)\right)$ ). It follows that $\operatorname{Lan}_{\otimes^{\mathrm{op}}}\left(C\left(-, c_{1}\right) \times\right.$ $\left.C\left(-, c_{2}\right)\right) \cong C\left(-, c_{1} \otimes c_{2}\right)$. I.e., there are natural equivalences

$$
\begin{equation*}
\operatorname{Lan}_{\otimes \mathrm{op}} \circ\left(Y_{C} \times Y_{C}\right) \cong Y_{C} \circ \otimes \cong \operatorname{Lan}_{Y_{C} \times Y_{C}}\left(Y_{C} \circ \otimes\right) \circ\left(Y_{C} \times Y_{C}\right) \tag{A.7}
\end{equation*}
$$

Now, $\operatorname{Lan}_{\otimes^{\text {op }}}$ is cocontinuous and both Set and Pre $(C)$ are monoidally cocomplete (by Proposition A.0.8 a) ), so writing the presheaves in both arguments as colimits of representables shows the equivalence $\operatorname{Lan}_{\otimes^{\text {op }}} \cong \operatorname{Lan}_{Y_{C} \times Y_{C}}\left(Y_{C} \circ \otimes\right)$.

## Appendix B

## Milnor patching

## B. 1 Milnor patching for flat and projective modules

In this section we will primarily summarize the procedure of patching projective and flat modules per Fer03. The statement below is a generalization of Milnor patching per Mil71, extending the case of projective modules to that of flat modules as well.

Theorem B.1.1 ([Fer03, Theorem 2.2]). Let

be a pullback square of rings, with $j_{1}$ surjective. This is called a Milnor square. Let $P_{1}, P_{2}$ be projective (resp. flat) modules over $R_{1}$ and $R_{2}$ respectively, and let $h: R_{3} \otimes_{R_{2}} P_{2} \rightarrow R_{3} \otimes_{R_{1}} P_{1}$ be an isomorphism. Consider the pullback square

of $R$-modules yielding an $R$-module $P$. Then,
a) $P$ is a projective (resp. flat) $R$-module. Moreover, if $P_{1}$ and $P_{2}$ are finitely generated over $R_{1}$ and $R_{2}$ respectively, then $P$ is finitely generated over $R$;
b) the modules $P_{1}$ and $P_{2}$ are isomorphic to $R_{1} \otimes_{R} P$ and $R_{2} \otimes_{R} P$ respectively via the canonical maps;
c) every projective (resp. flat) $R$-module arise in this way for appropriately chosen $P_{1}, P_{2}$ and $h$.

The following lemma is easily verified.
Lemma B.1.2. Given a Milnor square like (B.1), then the following sequences of $R$-modules are exact:

$$
\begin{gather*}
0 \rightarrow \operatorname{ker} j_{1} \rightarrow R \rightarrow R_{2} \rightarrow 0  \tag{B.3}\\
0 \rightarrow R \rightarrow R_{1} \times R_{2} \rightarrow R_{3} \rightarrow 0 \tag{B.4}
\end{gather*}
$$

## B. 2 Milnor squares of schemes

In this section we will show that certain Milnor squares of graded rings induces pushouts of projective schemes. See [Sch05] and Fer03 for similar results of this type, and also Fer03, p. 6.2] for an example of how a pushout of projective schemes is not projective in general.

Proposition B.2.1. Let

be a Milnor square of finitely generated positively graded $k$-algebras with $R_{1} \rightarrow R_{3}$ surjective and $R_{2} \rightarrow R_{3}$ finite.
a) for any graded projective $R$-module $P$ and homogeneous element $x \in R$, the induced diagram

is a pullback square, where $x_{1}, x_{2}, x_{3}$ are the respective images of $x$;
b) The induced diagram of schemes

is a pushout square of schemes.
c) More generally, if $U \subseteq \operatorname{Proj}(R)$ is an open subscheme, then the induced diagram

is a pushout square of schemes, where $U_{1}, U_{2}, U_{3}$ are the respective preimages of $U$.

Proof. a) Tensoring the exact sequence (B.4 with $P$ and then localizing yields an exact sequence

$$
0 \rightarrow P_{(x)} \rightarrow\left(P \otimes_{R} R_{1}\right)_{\left(x_{1}\right)} \times\left(P \otimes_{R} R_{2}\right)_{\left(x_{2}\right)} \rightarrow\left(P \otimes_{R} R_{3}\right)_{\left(x_{3}\right)} \rightarrow 0
$$

It follows that $\bar{B} .5$ is a pullback square.
b) Let $X_{1}, X_{2}, X_{3}$ be projective schemes, $X_{3} \rightarrow X_{1}$ a closed immersion and $X_{3} \rightarrow X_{2}$ a finite morphism. Then the conditions of Fer03, Theorem 7.1] are satisfied, so that the amalgated sum $X^{\prime}=X_{1} \cup_{X_{3}} X_{2}$ of ringed spaces is a scheme, and the induced morphisms $X_{i} \rightarrow X^{\prime}$ are morphisms of schemes. See [Fer03, Scolie 4.3] for a precise definition. As a topological space, $X^{\prime}$ is just the pushout $X_{1} \cup_{X_{3}} X_{2}$. The structure sheaf on $X^{\prime}$ is defined as the pullback $\mathcal{O}_{X_{1}} \times{ }_{\mathcal{O}_{X_{3}}} \mathcal{O}_{X_{2}}$. If $U \subseteq X^{\prime}$ is an open subset, then one easily observes that $U$ is the amalgated sum $U_{1} \cup_{U_{3}} U_{2}$ of ringed spaces, where each $U_{i}$ is the restriction of $U$ to $X_{i}$. If each $X_{i}=\operatorname{Spec}\left(A_{i}\right)$ is affine, then $X^{\prime}=\operatorname{Spec}\left(A_{1} \times{ }_{A_{3}} A_{2}\right)$. Crucially, the amalgated sum is a pushout in the category of ringed spaces. In the current situation, one can without much difficulty show that $X^{\prime}$ is a pushout in the category of locally ringed spaces, and therefore in the category of schemes as well.

Now, let $X=\operatorname{Proj}(R)$, and define $X_{i}=\operatorname{Proj}\left(R_{i}\right)$. Then via (B.6), $X$ is a cone to the diagram. Thus there is a uniquely induced morphism $f: X^{\prime}=$ $X_{1} \cup_{X_{3}} X_{2} \rightarrow X$ of schemes. Let $x \in R$ be any homogeneous element, and consider the distinguished open affine $D_{+}(x) \subseteq X$. Let $V=f^{-1}\left(D_{+}(x)\right)$. By a), we have $D_{+}(x)=D_{+}\left(x_{1}\right) \cup_{D_{+}\left(x_{3}\right)} D_{+}\left(x_{2}\right)$ (choose $P=R$ ). By the above discussion, this amalgated sum characterizes $V$ as well. Hence $\left.f\right|_{V}: V \rightarrow D_{+}(x)$ is an isomorphism, so it follows that $f: X^{\prime} \rightarrow X$ is an isomorphism.
c) follows immediately from the proof of b).

## B. 3 Milnor patching for vector bundles

Patching of projective modules via Milnor diagrams of rings can be generalized to patching vector bundles via pushout squares of schemes. By a vector bundle we mean a locally free sheaf of finite rank. Let

be a Milnor square of graded rings as in Proposition B.2.1 and let

be the corresponding pushout square of schemes, where $j_{1}$ is a closed immersion. We call such a pushout square a Milnor square of schemes. Let $i_{3}$ denote the
morphism $i_{1} \circ j_{1}=i_{2} \circ j_{2}$. Since the diagrams B.5 are pullback squares,

is a pullback square of $\mathcal{O}_{X}$-modules. The following analogues of Theorem B.1.1 and Lemma B.1.2 can be verified locally.
Proposition B.3.1 (Milnor patching for vector bundles). Let $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ be vector bundles on $X_{1}$ and $X_{2}$ respectively, and let $h: j_{2}^{*} \mathcal{E}_{2} \rightarrow j_{1}^{*} \mathcal{E}_{1}$ be an isomorphism. Let $\mathcal{E}_{1} \rightarrow j_{1 *} j_{1}^{*} \mathcal{E}_{1}$ and $\mathcal{E}_{2} \rightarrow j_{2 *} j_{2}^{*} \mathcal{E}_{2}$ be the canonical morphisms, and consider the pullback square of $\mathcal{O}_{X}$-modules


Then,
a) $\mathcal{E}$ is a vector bundle on $X$;
b) the canonical morphisms $i_{1}^{*} \mathcal{E} \rightarrow \mathcal{E}_{1}$ and $i_{2}^{*} \mathcal{E} \rightarrow \mathcal{E}_{2}$ are isomorphisms;
c) every vector bundle on $X$ arise in this way for appropriately chosen $\mathcal{E}_{1}, \mathcal{E}_{2}$ and $h$.

Lemma B.3.2. Given a pullback square of $\mathcal{O}_{X}$-modules like B.9, then the following sequences of $\mathcal{O}_{X}$-modules are exact:

$$
\begin{gather*}
0 \rightarrow i_{1 *} \operatorname{ker} j_{1}^{\sharp} \rightarrow \mathcal{O}_{X} \rightarrow i_{2 *} \mathcal{O}_{X_{2}} \rightarrow 0,  \tag{B.11}\\
0 \rightarrow \mathcal{O}_{X} \rightarrow i_{1 *} \mathcal{O}_{X_{1}} \oplus i_{2 *} \mathcal{O}_{X_{2}} \rightarrow i_{3 *} \mathcal{O}_{X_{3}} \rightarrow 0 \tag{B.12}
\end{gather*}
$$

In the situation of $\overline{\mathrm{B} .8)}$, let $\operatorname{VB}(X)$ denote the category of vector bundles on $X$. The fibered product of categories $\operatorname{VB}\left(X_{1}\right) \times_{\mathrm{VB}\left(X_{3}\right)} \mathrm{VB}\left(X_{2}\right)$ consists of pairs of finite vector bundles $\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right)$ on $X_{1}$ and $X_{2}$ respectively, equipped with an isomorphism $h: j_{2}^{*} \mathcal{E}_{2} \rightarrow j_{1}^{*} \mathcal{E}_{1}$ of vector bundles on $X_{3}$. A morphism of pairs $\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right) \rightarrow\left(\mathcal{E}_{1}^{\prime}, \mathcal{E}_{2}^{\prime}\right)$ equipped with respective isomorphisms $h$ and $h^{\prime}$, is a pair of morphisms $g_{1}: \mathcal{E}_{1} \rightarrow \mathcal{E}_{1}^{\prime}, g_{2}: \mathcal{E}_{2} \rightarrow \mathcal{E}_{2}^{\prime}$ such that the diagram

commutes. We define the functor

$$
\begin{equation*}
\beta: \operatorname{VB}(X) \rightarrow \operatorname{VB}\left(X_{1}\right) \times_{\mathrm{VB}\left(X_{3}\right)} \mathrm{VB}\left(X_{2}\right) \tag{B.14}
\end{equation*}
$$

by $\mathcal{E} \mapsto\left(i_{1}^{*} \mathcal{E}, i_{2}^{*} \mathcal{E}\right)$ equipped with the canonical isomorphism $h_{\mathcal{E}}: j_{2}^{*} i_{2}^{*} \mathcal{E} \rightarrow j_{1}^{*} i_{1}^{*} \mathcal{E}$, which is natural in $\mathcal{E}$. A morphism of vector bundles $f: \mathcal{E} \rightarrow \mathcal{F}$ on $X$ maps to the morphism of pairs $\left(i_{1}^{*} f, i_{2}^{*} f\right):\left(i_{1}^{*} \mathcal{E}, i_{2}^{*} \mathcal{E}\right) \rightarrow\left(i_{1}^{*} \mathcal{F}, i_{2}^{*} \mathcal{F}\right)$, which satisfies the commutative diagram B.13 by naturality of $h_{\mathcal{E}}$. We also define the functor

$$
\begin{equation*}
\theta: \mathrm{VB}\left(X_{1}\right) \times_{\mathrm{VB}\left(X_{3}\right)} \mathrm{VB}\left(X_{2}\right) \rightarrow \mathrm{VB}(X) \tag{B.15}
\end{equation*}
$$

by mapping a pair $\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right)$ equipped with an isomorphism $h$ to the vector bundle $\mathcal{E}$ defined as the pullback of B.10. $\mathcal{E}$ is characterized up to isomorphism, so $\theta$ is defined by making a choice of $\mathcal{E}$ for each pair $\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right)$. A morphism of pairs $\left(f_{1}, f_{2}\right):\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right) \rightarrow\left(\mathcal{F}_{1}, \mathcal{F}_{2}\right)$ induces a morphism of their corresponding pullback squares on the form of B.10. If $\theta$ maps each pair to $\mathcal{E}$ and $\mathcal{F}$ respectively, then the morphism of pullback squares induces a unique morphism $\theta\left(f_{1}, f_{2}\right): \mathcal{E} \rightarrow \mathcal{F}$. Functoriality of $\beta$ and $\theta$ is easily verified.

Proposition B.3.3. There is an equivalence of categories

$$
\beta: \mathrm{VB}(X) \cong \mathrm{VB}\left(X_{1}\right) \times_{\mathrm{VB}\left(X_{3}\right)} \mathrm{VB}\left(X_{2}\right): \theta
$$

Proof. We will establish natural equivalences $\eta$ : id $\rightarrow \theta \circ \beta$ and $\mu$ : id $\rightarrow \beta \circ \theta$ of the composites of $\beta$ and $\theta$ with identity functors. Let $\mathcal{E}$ be a vector bundle on $X$. Then $\theta \circ \beta$ maps $\mathcal{E}$ to a vector bundle $\mathcal{E}^{\prime}$ such that

is a pullback square. However, $\mathcal{E}$ is the pullback of the same diagram B.10, which means there is a unique isomorphism $\eta_{\mathcal{E}}: \mathcal{E} \rightarrow \mathcal{E}^{\prime}$ such that $p_{1}^{\prime} \circ \eta_{\mathcal{E}}=p_{1}$ and $p_{2}^{\prime} \circ \eta_{\mathcal{E}}=p_{2}$. Naturality of $\eta_{\mathcal{E}}$ is easily verified. Conversely, consider a pair $\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right)$ equipped with an isomorphism $h: j_{2}^{*} \mathcal{E}_{2} \rightarrow j_{1}^{*} \mathcal{E}_{1}$. Let $\mathcal{E}=\theta\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right)$, and consider the pullback square B.10). $\beta$ maps $\mathcal{E}$ to the pair $\left(i_{1}^{*} \mathcal{E}, i_{2}^{*} \mathcal{E}\right)$ equipped with the isomorphism $h_{\mathcal{E}}: j_{2}^{*} i_{2}^{*} \mathcal{E} \rightarrow j_{1}^{*} i_{1}^{*} \mathcal{E}$. Recall the induced isomorphisms $\psi_{1}: i_{1}^{*} \mathcal{E} \rightarrow \mathcal{E}_{1}$ and $\psi_{2}: i_{2}^{*} \mathcal{E} \rightarrow \mathcal{E}_{2}$ from Proposition B.3.1 b). To see that this defines an isomorphism $\mu_{\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right)}=\left(\psi_{1}, \psi_{2}\right):\left(i_{1}^{*} \mathcal{E}, i_{2}^{*} \mathcal{E}\right) \rightarrow\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right)$, we have to verify that

commutes. Locally, in the notation of Proposition B.2.1 this is the diagram


However, this is just the diagram (B.2) tensored with $\left(R_{3}\right)_{\left(x_{3}\right)}$. We conclude that B.16 commutes. Next, let $\left(f_{1}, f_{2}\right):\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right) \rightarrow\left(\mathcal{F}_{1}, \mathcal{F}_{2}\right)$ be a morphism of pairs, and let $\mathcal{F}=\theta\left(\mathcal{F}_{1}, \mathcal{F}_{2}\right)$. By definition of $\theta\left(f_{1}, f_{2}\right)$, the diagram

commutes. Naturality of $\mu_{\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right)}$ follows easily.
We define the tensor product $\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right) \otimes\left(\mathcal{F}_{1}, \mathcal{F}_{2}\right)$ of pairs of vector bundles (equipped with respective isomorphisms $h_{1}, h_{2}$ ) as ( $\mathcal{E}_{1} \otimes \mathcal{F}_{1}, \mathcal{E}_{2} \otimes \mathcal{F}_{2}$ ) equipped with the isomorphism $h$ given by

$$
\begin{equation*}
j_{2}^{*}\left(\mathcal{E}_{2} \otimes \mathcal{F}_{2}\right) \cong j_{2}^{*} \mathcal{E}_{2} \otimes j_{2}^{*} \mathcal{F}_{2} \xrightarrow{h_{1} \otimes h_{2}} j_{1}^{*} \mathcal{E}_{1} \otimes j_{1}^{*} \mathcal{E}_{1} \otimes j_{2}^{*} \mathcal{F}_{1} \cong j_{1}^{*}\left(\mathcal{E}_{1} \otimes \mathcal{F}_{1}\right) \tag{B.18}
\end{equation*}
$$

Proposition B.3.4. There are natural isomorphisms
a) $\beta(\mathcal{E} \otimes \mathcal{F}) \cong \beta(\mathcal{E}) \otimes \beta(\mathcal{F})$,
b) $\theta\left(\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right) \otimes\left(\mathcal{F}_{1}, \mathcal{F}_{2}\right)\right) \cong \theta\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right) \otimes \theta\left(\mathcal{F}_{1}, \mathcal{F}_{2}\right)$.

Proof. a) Let $\mathcal{E}$ and $\mathcal{F}$ be vector bundles on $X$. Then there are isomorphisms $i_{1}^{*}(\mathcal{E} \otimes \mathcal{F}) \rightarrow i_{1}^{*} \mathcal{E} \otimes i_{1}^{*} \mathcal{F}$, and $i_{2}^{*}(\mathcal{E} \otimes \mathcal{F}) \rightarrow i_{2}^{*} \mathcal{E} \otimes i_{2}^{*} \mathcal{F}$, natural in $\mathcal{E}$ and $\mathcal{F}$. Clearly, the induced diagram

commutes.
b) Let $\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right)$ and $\left(\mathcal{F}_{1}, \mathcal{F}_{2}\right)$ be pairs of vector bundles with respective isomorphisms $h_{1}, h_{2}$, and let $\mathcal{H}=\theta\left(\mathcal{E}_{1} \otimes \mathcal{F}_{1}, \mathcal{E}_{2} \otimes \mathcal{F}_{2}\right)$. Then there exists a unique
morphism $u: \mathcal{E} \otimes \mathcal{F} \rightarrow \mathcal{H}$ such that the diagram

commutes. It remains to verify that $\mathcal{E} \otimes \mathcal{F}$ is the pullback of the large square of B.20. This may be seen locally, and follows from Proposition B.2.1 a). Naturality is easily seen.

The Picard group $\operatorname{Pic}(X)$ is the group of equivalence classes of the subcategory $\mathrm{VB}^{1}(X)$ of VB $(X)$ consisting of vector bundles of rank 1. By Proposition B.3.3 and Proposition B.3.4 we may also consider $\operatorname{Pic}(X)$ as the group of equivalence classes of triples $\left(\mathcal{E}_{1}, \mathcal{E}_{2}, h\right) \in \operatorname{VB}^{1}\left(X_{1}\right) \times{ }_{\mathrm{VB}^{1}\left(X_{3}\right)} \operatorname{VB}^{1}\left(X_{2}\right)$.
Proposition B.3.5. There is an exact sequence of abelian groups

$$
\begin{gathered}
1 \rightarrow H^{0}\left(X, \mathcal{O}_{X}^{*}\right) \rightarrow H^{0}\left(X_{1}, \mathcal{O}_{X_{1}}^{*}\right) \times H^{0}\left(X_{2}, \mathcal{O}_{X_{2}}^{*}\right) \rightarrow H^{0}\left(X_{3}, \mathcal{O}_{X_{3}}^{*}\right) \xrightarrow{\phi} \\
\operatorname{Pic}(X) \xrightarrow{\psi} \operatorname{Pic}\left(X_{1}\right) \times \operatorname{Pic}\left(X_{2}\right) \rightarrow \operatorname{Pic}\left(X_{3}\right),
\end{gathered}
$$

where $\phi$ is given by $h \mapsto$ isomorphism class of $\left(\mathcal{O}_{X_{1}}, \mathcal{O}_{X_{2}}, h\right)$, where $h \in H^{0}\left(X_{3}, \mathcal{O}_{X_{3}}^{*}\right)$ is considered as an isomorphism between $j_{2}^{*} \mathcal{O}_{X_{2}}$ and $j_{1}^{*} \mathcal{O}_{X_{1}}$.

Proof. The map $\phi$ is multiplicative by Proposition B.3.4. Exactness at $H^{0}\left(X, \mathcal{O}_{X}^{*}\right)$ and $H^{0}\left(X_{1}, \mathcal{O}_{X_{1}}^{*}\right) \times H^{0}\left(X_{2}, \mathcal{O}_{X_{2}}^{*}\right)$ follows from exactness of B.12), and exactness at $\operatorname{Pic}\left(X_{1}\right) \times \operatorname{Pic}\left(X_{2}\right)$ follows from Proposition B.3.3. It remains to show that $\operatorname{ker} \psi \subseteq \operatorname{im} \phi$, since the other inclusion is immediate. So let $\mathcal{E} \in \operatorname{ker}(\beta)$. Then $i_{1}^{*} \mathcal{E} \otimes\left(i_{2}^{*} \mathcal{E}\right)^{\vee}$ is trivial, so there exists isomorphisms $g_{1}: i_{1}^{*} \mathcal{E} \rightarrow \mathcal{O}_{X_{1}}$ and $g_{2}: i_{2}^{*} \mathcal{E} \rightarrow \mathcal{O}_{X_{2}}$. Consider the isomorphism $h=j_{2}^{*} g_{2} \circ \circ h_{\mathcal{E}}^{-1} \circ\left(j_{1}^{*} g_{1}\right)^{-1}: j_{2}^{*} \mathcal{O}_{X_{2}} \rightarrow$ $j_{1}^{*} \mathcal{O}_{X_{1}}$, and note that ( $g_{1}, g_{2}$ ) forms an isomorphism between $\left(i_{1}^{*} \mathcal{E}, i_{2}^{*} \mathcal{E}, h_{\mathcal{E}}\right)$ and $\left(\mathcal{O}_{X_{1}}, \mathcal{O}_{X_{2}}, h\right)$. If we consider $h$ as an element of $H^{0}\left(X_{3}, \mathcal{O}_{X_{3}}^{*}\right)$, then it is clear that $\phi(h)$ is equal to the isomorphism class $\mathcal{E}$.

## Appendix C

## Code

## C.0.1 Components of the base space

```
-- Adjusts a coordinate to fit into the fundamental
-- domain relative to the translation group G.
torus = (n,m,r) -> (
    f := (a,b) -> (
        if b > m-1 then return f(a-r,b-m)
        else if b < 0 then return f(a+r,b+m)
        else if a > n-1 then return f(a-n,b)
        else if a < 0 then return f(a+n,b)
        else return {a,b}
        );
    return f;
    );
```

-- takes input the three integers ( $n, m, r$ ) defining the fundamental domain
-- relative to G, and outputs the ideal defining the closure of $\mathrm{D}(\backslash p r o d$ T_e)
triangles $=(n, m, r)$-> (
$\mathrm{f}:=$ torus( $\mathrm{n}, \mathrm{m}, \mathrm{r})$;
$A:=Q Q\left[t_{-}\{0,0\} . . t_{-}\{n-1, m-1\}, u_{-}\{0,0\} . . u_{-}\{n-1, m-1\}, v_{-}\{0,0\} . . v_{-}\{n-1, m-1\}\right] ;$
$B:=A\left[s_{-}\{0,0\} \ldots s_{-}\{n-1, m-1\}, q_{-}\{0,0\} \ldots q_{-}\{n-1, m-1\}, w_{-}\{0,0\} \ldots w_{-}\{n-1, m-1\}\right]$;
I := ideal(0);
for i from 0 to $\mathrm{n}-1$ do (
for $j$ from 0 to $m-1$ do (
$I=I+i d e a l\left(t_{-}\{i, j\} * v_{-}(f(i, j-1))-v_{-}\{i, j\} * t_{-}(f(i-1, j))\right) ;$
$I=I+i d e a l\left(t_{-}\{i, j\} * u_{-}\{i, j\}-u_{-}(f(i-1, j-1)) * t_{-}(f(i-1, j))\right) ;$
$I=I+i d e a l\left(v_{-}\{i, j\} * u_{-}\{i, j\}-u_{-}(f(i-1, j-1)) * v_{-}(f(i, j-1))\right) ;$
$I=I+i d e a l\left(s_{-}\{i, j\} * t_{-}\{i, j\}-1, q_{-}\{i, j\} * u_{-}\{i, j\}-1, w_{-}\{i, j\} * v_{-}\{i, j\}-1\right)$;
);
);
g := map(B/I,A);
return $\operatorname{ker}(\mathrm{g})$;
);

```
-- Base changes the result from before by putting the appropriate generators
- equal to 1.
squares = (n,m,r) -> (
    f := torus(n,m,r);
    A := QQ[t_{0,0}..t- {n-1,m-1},u-{0,0}..u-{n-1,m-1},v-{0,0}..v-{n-1,m-1}];
    B := A[s_{0,0}..s_{n-1,m-1},q-{0,0}..q-{n-1,m-1},w_{0,0}...w_ {n-1,m-1}];
    I := ideal(0);
    for i from 0 to n-1 do (
        for j from 0 to m-1 do (
            I = I + ideal(t_ (f(1+2*i+j,1+i+2*j))-1,
                v_(f(1+2*i+j,1+i+2*j))-1,u_(f(2*i+j,i+2*j))-1);
            I = I + ideal(t_{i,j}*v_(f(i,j-1))-v_{i,j}*t_(f(i-1,j)));
            I = I + ideal(t_{i,j}*u_{i,j}-u_(f(i-1,j-1))*t_(f(i-1,j)));
            I = I + ideal(v_{i,j}*u_{i,j}-u_(f(i-1,j-1))*v_(f(i,j-1)));
            I = I + ideal(s_{i,j}*t_{i,j}-1,q-{i,j}*u_{i,j}-1,w-{i,j}*v-{i,j}-1);
```

```
        );
        );
    g := map(B/I,A);
    return ker(g);
    );
-- Outputs the components of the closure of D(\prod T_e) in the
-- basic tesselation
basicTesselation = (n,m,r) -> (
    J := triangles(n,m,r);
    D := decompose(J);
    return D;
    );
-- Outputs the components of the closure of D(\prod T_e) in the
-- tesselation by squares
crossTesselation = (n,m,r) -> (
    J := squares(n,m,r);
    D := decompose(J);
    return D;
    );
```


## C.0.2 Invariant polynomials

```
-- Returns the respective affine transformations f_i.
transform = (n2,n1,m0,m2,r1,r0) -> (
    affine = (i,l) -> (
        if (i == 1) then (
            a := 2-n2-n1-l_0+n1*l_1+n2*l_2;
            return {a,l_1,l_2};
            )
        else if (i == 2) then (
            b := 2-m0-m2-l_1+m0*l_0+m2*l_2;
            return {l_0,b,l_2};
            )
        else if (i == 3) then (
            c := 2-r1-r0-l_2+r1*l_1+r0*l_0;
            return {l_0,l_1,c};
            );
        );
    return affine;
    );
-- Checks whether a vector contains negative elements
neg = l -> (
    if (l_0 < 0) or (l_1 < 0) or (l_2 < 0) then return true else return false;
    );
-- Returns 0 or an invariant polynomial F such that V(x_0x_1x_2+tF)
-- is generically smooth
invariant = r -> (
    f := transform(r_5,r_0,r_1,r_2,r_3,r_4);
    L := {{0,0,0}};
    val := true;
    -- Loops through the list L containing {0,0,0} until it is invariant
    - under the f_i's.
    while val do (
```

```
    L1 := L;
    val = false;
    for l in L do (
        l1 := f(1,l);
        l2 := f(2,l);
        l3 := f(3,l);
        if not member(l1,L1) then (L1 = L1 | {l1}; val = true);
        if not member(l2,L1) then (L1 = L1 | {l2}; val = true);
        if not member(l3,L1) then (L1 = L1 | {l3}; val = true);
        );
    if any(Ll,neg) then val = false;
    L = L1;
    );
    -- Ensures that no negative coordinates appear.
    if not any(L,neg) then (
    R := QQ[x_0,x_1,x_2];
    F := 0;
    -- Defines the invariant F and checks that V(x_0x_1x_2+F) is smooth
    for l in L do F = F + x_0^(l_0)*x_1^(l_1)*x_2^(l_2);
    B := singularLocus(ideal(x_0*x_1*x_2+F));
    J := ker(map(B,R));
    if J == 1 then return F else return 0;
    ) else return 0;
);
-- Outputs a list of 6-tuples and suitable invariant polynomials F.
regularDeformation = T -> (
    M := {};
    for s in T do (
        F := invariant(s);
        if F != 0 then M = M | {{s,F}};
        );
    return M;
    );
cycle = t -> {t_ 2, t_ 3, t_ 4, t_ 5, t_ 0, t_ 1};
pert = t -> {t_2, t_ 3, t_0, t_ 1, t_ 4, t_ 5};
-- Removes any elements from a list of 6-tuples which are duplicates in
-- the sense that they describe the same combinatorial situation.
ord = T -> (
    T1 := T;
    for t in T do (
        T1 = delete(t,T1);
        T1 = delete(pert(t),T1);
        T1 = delete(cycle(t),T1);
        T1 = T1 | {t};
        );
    return T1;
    );
-- Makes a list of all possible 6-tuples, and removes combinatorial duplicates
T = ord(toList({-1,-1,-1,-1,-1,-1}.. {2,2,2,2,2,2}));
-- Gives a list of all pairs of 6-tuples and corresponding suitable polynomials
M = regularDeformation(T);
for m in M do print m;
```
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