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Reducing or controlling cation disorder in Cu2ZnSnS4 is a major challenge, mainly due to low

formation energies of the anti-site pair (Cu�ZnþZnþCu) and the compensated Cu vacancy

(V�CuþZnþCu). We study the electronic and optical properties of Cu2XSnS4 (CXTS, with X¼Be, Mg,

Ca, Mn, Fe, and Ni) and the impact of defect pairs, by employing the first-principles method within

the density functional theory. The calculations indicate that these compounds can be grown in either

the kesterite or stannite tetragonal phase, except Cu2CaSnS4 which seems to be unstable also in its

trigonal phase. In the tetragonal phase, all six compounds have rather similar electronic band struc-

tures, suitable band-gap energies Eg for photovoltaic applications, as well as good absorption coeffi-

cients a(x). However, the formation of the defect pairs (CuX þXCu) and (VCuþXCu) is an issue for

these compounds, especially considering the anti-site pair which has formation energy in the order of

�0.3 eV. The (CuXþXCu) pair narrows the energy gap by typically DEg� 0.1–0.3 eV, but for

Cu2NiSnS4, the complex yields localized in-gap states. Due to the low formation energy of

(CuX þXCu), we conclude that it is difficult to avoid disordering from the high concentration of anti-

site pairs. The defect concentration in Cu2BeSnS4 is however expected to be significantly lower (as

much as �104 times at typical device operating temperature) compared to the other compounds,

which is partly explained by larger relaxation effects in Cu2BeSnS4 as the two anti-site atoms have

different sizes. The disadvantage is that the stronger relaxation has a stronger impact on the band-

gap narrowing. Therefore, instead of trying to reduce the anti-site pairs, we suggest that one shall try

to compensate (CuX þXCu) with (VCuþXCu) or other defects in order to stabilize the gap energy.

Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4984115]

I. INTRODUCTION

Chalcopyrite materials are an attractive group of materials

for thin film photovoltaics (PV). Cu2ZnSn(S,Se)4 (CZTSSe) is

considered as a promising absorber material, and the best

research cell efficiency today is �12.6% achieved in the lab

condition.1 There are extensive investigations and develop-

ments of CZTSSe world-wide, and many of these studies focus

on understanding the defects in the material.2–9 Researchers

also started to explore similar compounds but substituting Zn

by transition metal atoms, such as Mn, Fe, Co, and Ni. For

instance, the fundamental band-gap energy Eg of Cu2MnSnS4

is experimentally estimated to be between 1.18 and 1.63 eV

depending on the heat treatment,10 and a solar cell based on

Cu2MnSnS4 has an efficiency of 0.49%. The band-gap ener-

gies of synthesized Cu2FeSnS4 nanocrystals and Cu2CoSnS4

and Cu2NiSnS4 nanoparticles are �1.33 or �1.5 eV, 11,12

�1.4013 and �1.40 eV,14,15 respectively. Moreover, kesterite

Cu2MgSnS4 nanoparticles without a secondary phase have

been synthesized using a hot-injection method.16 From first-

principles calculations with the generalized gradient approxi-

mation (GGA), Wang et al.17 have found that kesterite

Cu2CdSnS4 and Cu2HgSnS4 are thermodynamically stable, but

kesterite Cu2MgSnS4 and especially kesterite Cu2CaSnS4 are

not stable. Complementarily, Zhong et al.18 found, using a

hybrid functional, that stannite Cu2MgSnS4 (and Cu2MgSnSe4)

is thermodynamically stable, but, similar to Wang et al., that

kesterite and stannite phases of Cu2CaSnS4 (and Cu2CaSnSe4)

are unstable with respect to competing compounds.

Some of the above-mentioned compounds can be alter-

native candidates as thin film PV materials; however, better

knowledge of the synthesis processes as well as a deeper

understanding of the impact of native defects is needed. That

is, in Cu2ZnSnS4 (CZTS), copper vacancy V�Cu is an impor-

tant shallow acceptor, and the anti-site defects involve shal-

low donors ZnþCu and shallow acceptors Cu�Zn.5,19 It is known

that Cu-Zn disorder induces band-gap energy fluctuations

in the material.4 Therefore, it is important to investigate how

to reduce the concentration of the anti-site pair (ASP) in

CZTSSe. Yuan et al.20 suggested that Zn shall be substituted

by the large-size atom Cd and alternative Cu substituted by

Ag, to suppress the formation of anti-site defects. They

found that while CdþCu in Cu2CdSnS4 had as low formation

energy as ZnþCu in CZTS, the corresponding anti-site ZnþAg

in Ag2ZnSnS4 had significantly much higher formation

energy. Therefore, further investigations of CXTSSe (i.e.,

where Zn is replaced by the element X) are expected to
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reveal a fundamental understanding of the defect physics in

these quaternary chalcopyrites.

In this work, the electronic and optical properties as

well as the formation of native ASP defects (CuX þXCu)

and (VCuþXCu) are theoretically explored for tetragonal

Cu2XSnS4 (CXTS, with X¼Be, Mg, Ca, Mn, Fe, and Ni)

within the framework of the density functional theory (DFT).

We consider the transition metal atoms Mn, Fe, and Ni to

study the magnetic effects, and we include Be to analyze if

local relaxation for a small-size atom suppresses the disorder

due to ASPs. Mg is interesting as Cu2MgSnS4 is experimen-

tally prepared and investigated. Ca is included in order to

study trends in the band-gap energies Eg, the optical proper-

ties, and the defect formation energies for compounds with

group-IIA elements. For the considered quaternary chalcopyr-

ites, there are to our knowledge no earlier defect studies on

Cu2BeSnS4, Cu2MnSnS4, Cu2FeSnS4, and Cu2NiSnS4 and

only a few defect studies on the other compounds.

We find that for tetragonal Cu2MgSnS4, Cu2CaSnS4,

Cu2FeSnS4, and Cu2MnSnS4, the stannite (ST) phase is more

stable (or at least less unstable) compared to the kesterite

(KS) phase, while the opposite is true for Cu2BeSnS4 and

Cu2NiSnS4. For Cu2CaSnS4, the formation energy of the trigo-

nal phase is lower than that of the ST phase, but even the trigo-

nal phase of Cu2CaSnS4 is not stable with respect to chemical

decomposing compounds. The absorption coefficients of

CXTS are calculated with a dense k-mesh,21 and we find that

overall the coefficients are similar to those of CZTS apart from

having slightly different onset energies. Remarkably, the

absorption coefficient of Cu2NiSnS4 is much higher in a broad

energy range than those of the other compounds, and this com-

pound has a band-gap energy close to the optimum value

(�1.3 eV) for maximum device efficiency in the Shockley-

Queisser (SQ) limit.22,23 From the defect analysis, however,

we find that Cu2FeSnS4 and Cu2NiSnS4 may not be suitable

PV absorber materials as their point defect or ASP forms local-

ized in-gap states. Cu2MgSnS4 and Cu2MnSnS4 have similar

(but somewhat smaller) absorption coefficients and similar

ASP formation energies compared to CZTS. From that per-

spective, substituting Zn by X¼Mg or Mn is not expected to

improve the PV properties. Cu2BeSnS4, on the other hand, has

a higher absorption coefficient between Egþ 0.6 eV and

Egþ 1.2 eV than CZTS for its corresponding energy region.

Moreover, partly due to stronger relaxation effects, Cu2BeSnS4

also has higher defect formation energy of its ASP, implying

that the ASP concentration in Cu2BeSnS4 is significantly lower

than in the other CXTS compounds. The disadvantage of Be is

of course handling of the element and its toxicity.

II. COMPUTATIONAL DETAILS

The calculations are performed by means of the plane

augmented wave formalism within the DFT as implemented

in the VASP program package.24,25 CXTS typically crystal-

lize in the KS phase (space group S2
4; no. 82) or in the ST

phase (space group D11
2d; no. 121). We determine the ground

state phase from the total energy, via a fully relaxed process.

For Cu2MnSnS4, Cu2FeSnS4, and Cu2NiSnS4 with magnetic

transition metal atoms, we consider the ferromagnetic and

three antiferromagnetic (AFM) configurations (in both the KS

and ST phases). For Cu2CaSnS4, we compare some results

with the trigonal phase (space group C2
3; no. 144). Cu2XSnS4

(X¼Be, Mg, and Ca) and CZTS are relaxed using the

Perdew-Burke-Ernzerhof26 GGA exchange-correlation func-

tional revised for solids (PBEsol).27 Cu2XSnS4 (X¼Mn, Fe,

and Ni) are relaxed with PBEsol with an onsite Coulomb

interaction correction28 of the d-like orbitals for the transition

metal atoms (i.e., PBEsolþU) since it has been demonstrated

that this correction is crucial to accurately determine the mag-

netic configuration and lattice parameters for magnetic mate-

rials using local potential,29 which also our test calculation

confirms. Here, we choose Ud(Mn)¼ 4.0 eV, Ud(Fe)¼ 4.6 eV,

Ud(Ni)¼ 5.1 eV, and Ud(Cu)¼ 4 eV, according to Setyawan

et al.30 With the corrected potential on the d-like orbitals, the

d-like energy states are corrected and the band gap is also

opened moderately (by �0.3 eV), which is a normal effect

in semiconductors with strong d-like states in the valence

bands.31 The crystalline structures are fully relaxed until

the total energy and the residual force on each atom show

convergence within 0.1 and 10 meV/Å, respectively. From the

relaxed structures, the total energies of the structure (both

defect-free and crystals with defects) are determined from the

Heyd-Scuseria-Ernzerhof functional with the standard param-

eters for mixing and screening (i.e., HSE06).32

The electronic and optical properties of the defect-free

compounds are modeled using 16 atom unit cells. For the defect

calculations, we use relatively small unit cells of 64 atoms,

which simulate neutral native defects at high concentrations in

order to see how disorder changes the band-gap energy. The

use of small cells is also justified by the fact that we focus the

study on neutral defects, and we do not calculate transition ener-

gies. The band structure and density-of-states (DOS) are com-

puted with the HSE06 potential, and we estimate that the error

bar of predicted fundamental band-gap energies is 0.1–0.2 eV,

which is a typical error bar for the HSE06. The DOS is calcu-

lated for the large-cell structures with defects using

K¼ 2� 2� 2 C-centered Monkhorst-Pack like k-meshes. The

optical properties, however, require a much larger k-mesh for

describing details in the dispersion of the optical transitions,21

especially for photon energies near the band-gap energy.

Therefore, the absorption coefficients a(x) of Cu2XSnS4 are

modeled with K¼ 16� 24� 24 C-centered k-meshes, which

implies 4612 k-points in the irreducible Brillouin zone (IBZ).

The absorption coefficients are determined directly from the

complex dielectric function, using the modified tetrahedron

integration method with a 0.01 eV smearing in the Kramers-

Kronig transformation relation. For computational reasons, we

use PBEsol for X¼Be, Mg, and Ca and PBEsolþU for

X¼Mn, Fe, and Ni. Overall, the results obtained by using these

potentials and a smaller k-mesh agree fairly well with the corre-

sponding spectra obtained from HSE06 calculations.

III. RESULTS

A. Crystalline phases, electronic structures, and
optical properties

The CXTS compounds are analyzed for the tetragonal

KS or ST structures. For Cu2MnSnS4, Cu2FeSnS4, and

203104-2 R. Chen and C. Persson J. Appl. Phys. 121, 203104 (2017)



Cu2NiSnS4, we consider four magnetic phases (one ferromag-

netic and three antiferromagnetic configurations), and the

most stable magnetic configuration is the antiferromagnetic

phase described by the yellow arrows in Fig. 1. The most sta-

ble configurations for ST and KS are henceforth denoted as

ST-AFM and KS-AFM. From the total energy Etot, we find

that the most stable structures are KS, ST, ST, ST-AFM, ST-

AFM, and KS-AFM for CXTS with X¼Be, Mg, Ca, Mn, Fe,

and Ni, respectively. CZTS is known to have KS as its most

stable phase. The total energy differences between the KS and

ST phases are 198, 37, 479, and 50 meV/cell (16 atom cell)

for Cu2BeSnS4, Cu2MgSnS4, Cu2CaSnS4, and Cu2ZnSnS4,

respectively. Specifically for Cu2MgSnS4 (and also for

Cu2ZnSnS4), the presence of secondary phases in the materi-

als is most likely possible. For Cu2MnSnS4, the total energy

differences between the most stable phase (ST-AFM) and

other phases are between 4 and 59 meV/cell. The larger

value is from the kesterite ferromagnetic phase, whereas the

maximal absolute energy differences between the four mag-

netic configurations are only 24 and 25 meV/cell for ST and

KS, respectively. This may indicate that the paramagnetic

phase can exist depending on growth conditions and tempera-

ture for Cu2MnSnS4. For Cu2FeSnS4, the total energy differ-

ences between stable (ST-AFM) and other phases are

between 16 and 30 meV per cell; here, the larger value is

from the kesterite antiferromagnetic phase. Similarly, for

Cu2NiSnS4, the total energy differences between stable (KS-

AFM) and other phases are between 95 and 1700 meV/cell;

here, the larger value is from the stannite antiferromagnetic

phase. The large energy difference demonstrates that the com-

pound has a strong magnetic phase that governs its crystalline

structure.

The energy with respect to the formation energy of chem-

ical decomposition, i.e., Cu2XSnS4! [2(CuS)þXSþ SnS],

[Cu2SþXSþ SnS2], or [Cu2SnS3 þXS], indicates possibility

for being stable as a compound. Here, Cu2MnSnS4 and

Cu2FeSnS4 are clearly stable chalcopyrites. Cu2NiSnS4 is also

a theoretically stable compound from this analysis although

the energy to decompose is smaller, and this is supported by

the fact that at least nanoparticles have been synthesized.14,15

The tetragonal compounds containing the group-IIA elements

are known to be less stable (or unstable).17,18 We find a trend

that the light Be or Mg atom forms a CXTS crystal with lower

formation energy compared to its decomposing compounds,

while heavier Ca elements make the crystal unstable.

Thereby, Cu2BeSnS4 and Cu2MgSnS4 have stable KS and ST

phases, respectively. Although the trigonal phase is preferable

for Cu2CaSnS4, this phase is also unstable with respect to

decomposition. However, the Cu2BaSnS4 compound, with an

even heavier group-IIA element, has a stable trigonal phase,33

which also our test calculations demonstrate (not presented in

this work). For Cu2MgSnS4 and Cu2NiSnS4, the choice of

exchange-correlation potential can make deviations. We use

HSE06; however, with the PBEsol(þU) potential, the forma-

tion energies of the compounds are higher than those of chem-

ical decompositions ([Cu2SnS3þMgS/NiS]); thereby, they

can be unstable. This probably explains the somewhat dis-

agreeing results in the earlier studies.17,18

In Table I, we present the crystal parameters for the most

stable tetragonal structure of the CXTS compounds, and only

these configurations are henceforth considered in this study

(unless specifically stated). As expected, the bond length of the

compounds follows the sum of covalent radii of the atoms. For

example, the bond length d(Cu–S) is between 2.28 and 2.32 Å

in our results, and the covalent radii of Cu and S are �1.32

and �1.05 Å. This also holds for d(X–S): for example, the cal-

culated bond length d(Mg–S) is �2.45 Å, and the covalent

radius of Mg is �1.41 Å. The lattice ratio c/a is less than 2 for

CXTS, which indicates a stronger relaxation with respect to

the ideal zinc-blende-like atomic positions. The stronger relax-

ation is also obvious from the anion positions (see Table I).

Experimentally, the lattice constants for ST Cu2MnSnS4 at

temperature T¼ 15.2 K are a¼ 5.514 Å and c/a¼ 1.957,34 and

our results (a¼ 5.473 Å and c/a¼ 1.960) are in good agree-

ment with these.

The electronic structures and the atomic and angular-

momentum dependent DOS (PDOS) of CXTS and CZTS are

FIG. 1. Crystalline structures of (a) kesterite and (b) stannite Cu2XSnS4,

where the magnetic configurations are indicated by the arrows. The yellow

arrows on the X-atom site show the most stable antiferromagnetic phase for

X¼Mn, Fe, and Ni, while green and red arrows indicate two other antiferro-

magnetic configurations, respectively, both with higher formation energy.

Also, the ferromagnetic phase has higher formation energy.

203104-3 R. Chen and C. Persson J. Appl. Phys. 121, 203104 (2017)



presented in Fig. 2 (Cu2FeSnS4 is fairly similar to

Cu2MnSnS4, and the results are therefore presented in the sup-

plementary material). The band-gap energies are Eg¼ 1.76,

1.48, 1.84, 1.40, 1.71, 1.26, and 1.29 eV for CXTS (with

X¼Be, Mg, Ca, Mn, Fe, and Ni) and CZTS, respectively,

obtained from the HSE06 calculations. These gap energies are

in fairly good agreement with available experimental results

for Cu2MgSnS4 (Eg¼ 1.63 eV), Cu2MnSnS4 (1.18–1.63 eV),

Cu2FeSnS4 (1.33 or 1.5 eV), Cu2NiSnS4 (1.40 eV), and CZTS

(1.45 eV).10–12,14,15,38

The electronic structures and PDOS of CXTS are quali-

tatively similar to those of CZTS (Fig. 2). Cu d-like states

hybridize with S p-like states in a wide energy range in the

valence band (VB) below the VB maximum (VBM). For the

conduction band (CB) states, the DOS is comparable for

CXTS (except Cu2NiSnS4) and CZTS, at least from the con-

duction band minimum (CBM) to some �3 eV up in energy.

Here, it is mainly hybridization between the Sn s-like and S

p-like states. It is also noticeable that Ca and Mn d-like states

hybridize with Sn p-like states in the energy range above 3 eV.

TABLE I. The crystalline lattice parameters a and c/a and the bond lengths d(cation–S) are presented for the most stable tetragonal phase of Cu2XSnS4

(X¼Be, Mg, Ca, Mn, Fe, and Ni) and Cu2ZnSnS4. The available experimental lattice parameters (Refs. 34–37) are presented in parentheses.

KS

Cu2BeSnS4

ST

Cu2MgSnS4

ST

Cu2CaSnS4

ST-AFM

Cu2MnSnS4

ST-AFM

Cu2FeSnS4

KS-AFM

Cu2NiSnS4

KS

Cu2ZnSnS4

a (Å) 5.263 5.489 5.809 5.473 (5.514a) 5.432 (5.450b) 5.464 5.372 (5.428c)

c/a 1.971 1.955 1.765 1.960 (1.957a) 1.952 (1.968b) 1.903 2.001 (2.002c)

S position

x 0.750 0.749 0.729 0.750 0.756 0.755 0.768 (0.756d)

y 0.778 0.749 0.730 0.750 0.756 0.768 0.759 (0.757d)

z 0.862 0.862 0.852 0.863 0.866 0.867 0.870 (0.872d)

d(Cu–S) (Å) 2.275 2.283 2.316 2.286 2.277 2.296 2.275

d(X–S) (Å) 2.111 2.449 2.694 2.436 2.350 2.280 2.329

d(Sn–S) (Å) 2.430 2.436 2.422 2.430 2.427 2.450 2.443

aFries et al.34

bBonazzi et al.35

cSchorr et al.36

dHall et al.37

FIG. 2. The electronic band structure and the atom and angular-momentum resolved DOS (PDOS) for the non-magnetic (a) kesterite Cu2BeSnS4, (b) stannite

Cu2MgSnS4, and (c) stannite Cu2CaSnS4. The corresponding band structure and PDOS for the magnetic (d) stannite Cu2MnSnS4 and (e) kesterite Cu2NiSnS4;

the two spin components are not distinguishable. For comparison, the band structure and DOS of (f) kesterite Cu2ZnSnS4 are also presented. For better visibil-

ity, the PDOS is scaled with 1/(2‘þ 1), where ‘ is the angular-momentum quantum number, and presented with a 50 meV Lorentzian broadening.
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Cu2NiSnS4 is quite different from the others in the aspects of

the electronic band structure and PDOS. For instance, in

Cu2NiSnS4, it is mainly the Ni d-like states that hybridize with

Sn s-like states between CBM and CBMþ 1 eV. As a conse-

quence of this, Cu2NiSnS4 has an indirect band gap, in contrast

to the other considered compound. However, the indirect

band-gap energy of Cu2NiSnS4 is energetically close to the

gap energy at the C-point; the difference is only �10 meV.

This is a consequence of that the lowest CB of Cu2NiSnS4 is

very flat, which then in turn can imply advantageously strong

photon absorption. However, the disadvantage can be a large

effective electron mass.

In Fig. 3, the calculated absorption coefficients a(x) of

CXTS are presented. A clear onset of absorption occurs near

the band-gap energy for all compounds, indicating good

dipole-allowed transition probability. Also, all compounds

have absorption coefficients similar to CZTS. To better com-

pare a(x) for compounds with different band-gap energies,

the absorption coefficients in Fig. 3(b) are presented on the

energy scale (�hx�Eg). One notices that most compounds

have a pronounced absorption peak at �1.3 eV, and this peak

is at �1.0 eV for Cu2BeSnS4 and �0.8 eV for Cu2NiSnS4.

It is therefore obvious that Cu2NiSnS4 has a much better

absorption in the energy region Eg and Egþ 1.0 eV compared

to CZTS, and Cu2NiSnS4 has a good absorption coefficient in a

broad energy range due to the very flat Ni d-like CBs (cf. Fig.

2). Cu2BeSnS4 has a higher absorption coefficient than CZTS

between Egþ 0.6 eV and Egþ 1.2 eV, while Cu2MgSnS4,

Cu2MnSnS4, and Cu2FeSnS4 have similar absorption to CZTS

from Eg to about Egþ 1 eV.

It is worth noticing that, in the calculations for absorp-

tion coefficients, a rather dense k-mesh is utilized in the cal-

culations in order to generate a more detailed shape of the

absorption spectra near Eg.21 Furthermore, based on earlier

studies,8,39 we expect that the corresponding Se-based com-

pounds (i.e., CXTSe) shall have similar electronic and opti-

cal properties to their S-based counterparts but that their

corresponding band-gap energies are �0.5 eV smaller due to

the heavier anion atom.

B. Native defects

To analyze the impact of native defect pairs that contain

Cu vacancies and/or anti-sites, we model and perform calcula-

tions of defects in supercells with 64 atoms. One issue regard-

ing the CZTS material is that Cu–Zn disorder introduces a

band-gap fluctuation.4 Therefore, it is of interest not only to

calculate how especially ASPs affect the band-gap energies

with ASPs but also to calculate the defect formation energy of

the compounds in order to suggest if it is possible to reduce

the disorder by doping, alloying, or in some other ways.

The formation energy of the defect is defined by DH(D)

¼Etot(CXTS:D)�Etot(CXTS)þRana�la. Here, Etot(CXTS:D)

and Etot(CXTS) are the total energies for CXTS with and with-

out defect D, respectively, and na¼�1 (þ1) when one atom

a is added (removed). The chemical potential is expressed as

la¼ la,solþDla, where la,sol is the total energy per atom of

the solid compound for element a.40 Dla can vary depending

on the external condition, and for simplicity, we set Dla¼ 0

(a-rich conditions) since the focus is on ASPs in this study

with na¼ 0. The binding energy Eb(D) for the complex

D¼ (D1þD2) containing the two defects D1 and D2 is calcu-

lated as Eb(D)¼ [Etot(CXTS:D)þEtot(CXTS)]� [Etot(CXTS:

D1)þEtot(CXTS:D2)].

The calculated DH(D) and Eb(D) of the native, neutral

complexes (VCuþXCu) and (CuX þXCu) in CXTS are pre-

sented in Table II; native single defects of CZTS are also

shown for comparison. In Fig. 4, we compare the total DOS

of CXTS with VCu, CuX, XCu, and (CuXþXCu) defects with

the corresponding DOS of the defect-free compound. First,

and without considering the Cu2FeSnS4 and Cu2NiSnS4 com-

pounds, the single defects VCu and XCu overall have a moder-

ate effect on the electronic structure. For all the compounds,

the V�Cu and Cu�X defects induce rather shallow acceptor states

at the VBM, and thus, the Fermi level EF is below VBM. V�Cu

is a very delocalized acceptor that has a minor effect on the

VB states and acts almost as a hole carrier doping. However,

the smaller Cu-d–S-p repulsion when the copper-poor V�Cu

defect is present implies that the band-gap energy is increased

(typically by DEg� 0.1 eV for a defect concentration of

1.5%), except for ST Cu2CaSnS4. Here, the change in gap

FIG. 3. Absorption coefficients a(x) of CXTS and Cu2ZnSnS4 from the

PBEsol (þU) calculations with band-gap energies Eg adjusted to the HSE06

results: (a) with respect to the photon energy �hx and (b) a close-up near the

absorption onset, where the energy scale is (�hx – Eg), to better compare the

six compounds. The spectra are presented with an additional 50 meV

Lorentzian broadening to the spectrum.
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energy refers to changes in the host-like VBM and/or CBM,

while the free hole (electron) concentration from the acceptors

(donors) implies a larger optical band gap (about 0.2–0.3 eV

for a defect concentration of 1.5%). Furthermore, the copper-

rich Cu�X acceptor forms somewhat more localized acceptor

states, and these acceptor states shift the VBM energetically

upwards. Thereby, the gap energy is decreased (DEg� –0.1 to

–0.4 eV), in contrast to V�Cu. The XþCu defect induces shallow

donor states with the Fermi level in the CB, and the donor

shifts the CBM energetically downwards. Thus, similar to the

Cu�X acceptor, the XþCu donor narrows the gap (DEg� 0 to

–0.2 eV) despite that it involves less Cu-d–S-p repulsion. The

calculated change in the band-gap energy of CZTS is similar

to what has been reported previously,4,41 where the band-gap

energies are reduced by �0.1 eV for ZnþCu and increased by

�0.1 eV for V�Cu.

From the total energies (Table II), we find that CXTS has

similar formation energy of VCu to CZTS in the Cu-rich limit.

This indicates that it is possible to form non-stoichiometric

compounds for these CXTS. Moreover, the formation energies

of the other single point defects are relatively small (see also

Ref. 5), and they can thus easily compensate each other (or

other charged defect). Thus, the oppositely charged point

defects V�Cu (or Cu�X ) and XþCu can be compensated to form

neutral complex Cu-poor (V�CuþXþCu)0 or ASP (Cu�X þXþCu)0.

The calculated binding energies Eb(D) verify that compen-

sated Cu vacancy defects and/or APS are favorable. We find

that the binding energies of (V�CuþXþCu) and ASP (Cu�X
þXþCu) are as large as jEb(D)j> 1 eV. This is not so surprising

considering that the two constituents are one single acceptor

and one single donor, and the energy gain when compensating

the donor (or acceptor) is roughly 1 eV when the donor elec-

tron (or the acceptor hole) is captured across the band gap

with Eg� 1.5 eV. Hence, (Cu�X þXþCu) and (V�CuþXþCu) form

neutral complexes, and one can therefore easily have high

concentrations of them.

The formation energy of the ASP does not depend on

the external chemical potential of the elements, and we

find that DH(D) of (Cu�X þXþCu) is low. Here, Cu2MgSnS4,

Cu2MnSnS4, Cu2FeSnS4, Cu2NiSnS4, and CZTS have similar

defect formation energies (�0.3 eV). However, Cu2BeSnS4

has a relatively high defect formation energy (0.58 eV) for its

ASP complex. One reason for the larger DH(D) is that the

atom size of Be is much smaller than the sizes of both Cu

and Sn, and the relaxation effect is therefore stronger. For

instance, the energy difference of DH(D) between structures

with unrelaxed and relaxed (Cu�X þXþCu) defects is 0.60 eV

in Cu2MgSnS4, while 0.96 eV in Cu2BeSnS4. This extra relax-

ation effect implies that the formation energy of APS is

�0.3 eV larger in Cu2BeSnS4 than in similar compounds.

This 0.3 eV energy difference may seem to be small, but the

defect concentration depends exponentially on defect forma-

tion energy: [N(D)] ¼Nsgqexp½�DH Dð Þ= kBTð Þ�, where Ns is

the possible defect sites and gq is the degeneracy factor. kBT

TABLE II. Defect formation energy DH(D) for Dla¼ 0, binding energy Eb(D) of defect pairs, and the induced shift DEg(D) of the gap energy for native

defects in tetragonal CXTS; all units are in eV. Total magnetic moment Mt units in lB are given for Cu2MnSnS4 and Cu2NiSnS4 including the defects, where

the local magnetic moment is �4.4lB for Mn (4.28lB in Ref. 34), �3.5lB for Fe, and �1.5lB for Ni.

Compound Phase VCu VX XCu CuX (VCuþXCu) (CuX þXCu)

Cu2BeSnS4 KS DH 1.50 4.14 0.19 2.33 �0.28 0.58

Eb �1.97 �1.94

DEg 0.00 �0.12 �0.22 �0.26 0.07 �0.30

Cu2MgSnS4 ST DH 1.61 4.85 �0.52 2.83 �1.07 0.34

Eb �2.17 �1.97

DEg 0.07 �0.07 �0.10 �0.22 0.10 �0.18

Cu2CaSnS4 ST DH 1.14 5.92 �1.86 3.86 �2.68 0.13

Eb �1.95 �1.87

DEg �0.07 �0.14 �0.22 �0.34 0.02 �0.29

Cu2MnSnS4 ST-AFM DH 1.60 4.37 �0.21 2.35 �0.54 0.33

Eb �1.93 �1.81

DEg 0.05 �0.35 �0.21 �0.37 0.06 �0.19

Mt 0.1 3.0 4.6 4.0 5.0 0.0

Cu2FeSnS4 ST-AFM DH 1.64 5.94 �1.67 3.81 �2.01 0.35

Eb �1.98 �1.80

DEg �0.02 �0.83 �1.08 �0.26 0.01 �0.17

Mt 0.3 2.0 2.8 2.8 3.7 0

Cu2NiSnS4 KS-AFM DH 1.57 3.09 �0.22 1.08 0.60 0.36

Eb �0.75 �0.49

DEg �0.07 �0.18 0.00 �0.22 �0.15 �0.53

Mt 0.1 2.0 1.0 2.8 2.0 0.0

Cu2ZnSnS4 KS DH 1.42 3.54 0.45 1.64 �0.09 0.30

Eb �1.96 �1.79

DEg 0.06 �0.03 �0.13 �0.12 0.08 �0.13
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is �0.03 eV at room temperature, which is only �1/10 of the

considered defect formation energy, and small variations in

DH(D) have therefore a large effect on [N(D)]. With Ns and

gq fixed, we estimate that the concentration [(Cu�X þXþCu)] is

as much as �104 times lower in Cu2BeSnS4 than in

Cu2MgSnS4, Cu2MnSnS4, Cu2FeSnS4, Cu2NiSnS4, and

CZTS. Since ST Cu2CaSnS4 has very low ASP formation

energy (0.13 eV), the compound is expected to be disordered

or actually chemically decomposed. Its trigonal phase has

much higher formation energy of its ASP (1.40 eV), and this

phase will have a negligible ASP concentration (see Table SI

in the supplementary material), but the compound is unfortu-

nately not stable as already discussed.

We also confirm earlier published results19 that the ASP

in Cu2CdSnS4 is as easy to be formed as in CZTS despite the

larger Cd atom (see Table SI in the supplementary material).

Thus, although sizes of substituting atoms do affect local

relaxation of the ions, it is also important to analyze the

chemical bonds of the elements to explain the effect on the

formation of ASP.

Furthermore, we have found that two ASPs 2(Cu�X þXþCu)

show also similar trends in the defect formation energy as a

single ASP. In Cu2MgSnS4, Cu2MnSnS4, and Cu2NiSnS4,

the defect formation energy of two complexes (i.e., 2(Cu�X
þXþCu)) is a little smaller than the sum of the effects due to

the presence of two single complexes. Therefore, ASP clus-

ters and/or Cu–X disorder in are expected to be as strong as

for Cu–Zn disorder in CZTS. For these compounds, the effect

on the electronic structure depends on the concentration of the

ASPs. For example, the shift in the gap energies for one ASP

(Cu�X þXþCu) is about DEg � –0.1 to –0.2 eV for Cu2MgSnS4,

Cu2MnSnS4, Cu2FeSnS4, and CZTS; one ASP defect implies

here 12.5% disorder. The corresponding energy shift of two

ASPs (25% disorder; not presented in the table) is DEg � –0.2

to –0.4 eV for these four compounds. Since (Cu�X þXþCu) nar-

rows the gap and clustering enhances this effect, non-uniform

distributions or concentrations of Cu–X disorder may imply

spatial fluctuations of the band-gap energy in the material.

However, the band-gap energy can be stabilized for forming,

in addition to clusters of (Cu�X þXþCu), clusters involving Cu-

poor V�Cuð þXþCu) defects that increase the gap energy. Here,

clustering of neutral (Cu�X þXþCu) with neutral V�Cuð þXþCu)

can occur due to relaxation effects and preferred octet forma-

tion, as modeled by Huang and Persson.41 For Cu2BeSnS4

and Cu2CaSnS4, on the other hand, the corresponding energy

shift due to two ASPs (DEg � –0.4 eV) is similar to the shift

due to a sole ASP (DEg � –0.3 eV). This may indicate some-

what more localized charge distribution for ASP in these

compounds, which is also supported by the stronger relaxation

and larger shift DEg for these compounds. The smaller addi-

tive effect is advantageous regarding disorder and may com-

pensate for the larger shift for the low concentration of ASP.

The defect physics of Cu2FeSnS4 and Cu2NiSnS4

are somewhat different from that of the compounds dis-

cussed above and requires therefore a special discussion.

For Cu2FeSnS4, the ASPs and Cu-poor V�Cuð þXþCu) defects

behave similar to Cu2MnSnS4, and being neutral, change the

band gap energy moderately. However, the point defect FeCu

forms a localized defect level in the middle of the band gap

region (see Fig. S2 in the supplementary material). If the

point defect is uncompensated, for Fe-rich materials, it can

be devastating for device performance. The FeCu defects

need thus to be avoided or to be fully compensated by for

instance V�Cu. Moreover, both FeCu and VFe narrow the band

gap considerably (Table II), and thus, neither Fe-rich nor Fe-

FIG. 4. The total DOS of compounds with the defects VCu (green lines),

CuX (blue lines), XCu (red lines), and (CuX þXCu) (black lines), and for

comparison, the corresponding DOS for the defect free case (grey area):

(a) Cu2BeSnS4, (b) Cu2MnSnS4, and (c) Cu2NiSnS4. The non-magnetic

Cu2MgSnS4, Cu2CaSnS4, and Cu2ZnSnS4 compounds with defects have

qualitatively similar DOS to Cu2BeSnS4, and Cu2FeSnS4 has similar DOS

to Cu2MnSnS4 apart from having localized in-gap states for FeCu; see sup-

plementary material. The energy refers to VBM of the defect free com-

pound, and the DOS alignment for defects is estimated simply by aligning

the semi-core S s-like states. The Fermi levels are indicated with dashed

lines, and the DOS are presented with a 50 meV Lorentzian broadening.

Spin up and spin down DOS are shown for Cu2MnSnS4 and Cu2NiSnS4.
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poor materials are preferable unless these point defects are

compensated.

Cu2NiSnS4 has very good optical properties due to ener-

getically low-lying Ni d-like states at the CBM, which form

flat CB. This compound does not have the same problem

with point defects as Cu2FeSnS4; instead these defects are in

much sense similar to the other CXTS. However, a striking

difference is that NiCu does not form shallow donor states.

Instead, we find that NiCu forms a magnetic defect and that

EF is inside the gap region of the host Cu2NiSnS4 (Fig. 4).

Since NiCu is not a shallow donor, the binding energies of

the complexes (VCuþNiCu) and (CuNiþNiCu) are small:

jEb(D)j< 0.8 eV. However, the defect formation energies of

VCu and ASP (CuNiþNiCu) are as small as those for CZTS.

Thus, the point defects can be less affected by compensation

and thereby more mobile compared to the other compounds.

Nevertheless, it will be difficult to avoid disorder from the

high concentration of ASP also in Cu2NiSnS4. Moreover, the

ASP forms more localized and magnetic defect states in the

gap region. This can be devastating for a PV material, and

thus, Cu2NiSnS4 is perhaps challenging to be utilized as a

PV absorber.

IV. CONCLUSION

To conclude, employing the HSE06 method, we study

the electronic and optical properties of CXTS (X¼Be, Mg,

Ca, Mn, Fe, and Ni) as well as the impact of their native

defect pairs. First, the most stable ground-state phases of

CXTS are estimated from the calculated total energies of dif-

ferent crystalline and magnetic configurations. We find that

Cu2MgSnS4, Cu2MnSnS4, and Cu2FeSnS4 are stable in the

ST phase D11
2d, while Cu2BeSnS4 and Cu2NiSnS4 compounds

favor the KS phase S2
4 just like CZTS. The total energy dif-

ference to the second stable phase is however moderate, at

most �0.25 eV per formula unit. The formation energies

of CXTS (X¼Be, Mg, and Ni) are similar to those of

CZTS. However, Cu2MnSnS4 and Cu2FeSnS4 are clearly

stable phases. Thereby, these compounds probably are more

stable with high temperature or pressure during synthesis.

Considering tetragonal phases, ST Cu2CaSnS4 has lower for-

mation energy compared to its KS phase, but this compound

prefers (just like Cu2BaSnS4) the trigonal C2
3 crystalline

structure. However, even with this phase, Cu2CaSnS4 is not

stable with respect to decomposition.

Second, the considered CXTS compounds have suitable

band-gap energies (Eg¼ 1.2–1.9 eV) for photovoltaic appli-

cations; here, Se-S alloying is expected to yield up to

0.5 eV smaller Eg, and thus, alloying can be applied for com-

pounds with too large gap. Also, the absorption coefficients

are very good: a(x)� (10–40)�104 cm�1 at Egþ 1.0 eV.

Here, Cu2NiSnS4 presents the best absorption for low-energy

photons. However, for Cu2NiSnS4, the ASP yields localized

defect states, and this compound may therefore not be suit-

able for PV applications. In addition, NiCu does not act as a

single donor like corresponding XCu in the other compounds.

Third, in all compounds (here, considering the trigonal

structure of Cu2CaSnS4), a significant band-gap narrowing

occurs in the presence of CuX or XCu and consequently also

with their defect pair (CuXþXCu). For the anti-site pair,

the shift is DEg� –0.1 to –0.2 eV with 12.5% disorder con-

centration for Cu2MgSnS4, Cu2MnSnS4, Cu2FeSnS4, and

Cu2ZnSnS4, whereas it is twice as a large impact (DEg� –0.2

to –0.4 eV) for Cu2BeSnS4 and trigonal Cu2CaSnS4. As

expected from the Cu-d–S-p repulsion of the VB states, the

gap energies are increased by the presence of not only VCu

but also (VCuþXCu), which indicates that VCu rules over XCu;

the exception is for Cu2FeSnS4 and Cu2NiSnS4 with less triv-

ial XCu defects.

Fourth, due to the low formation energy of (CuXþXCu),

we conclude that it is difficult to avoid disordering from the

high concentration of these ASPs in most of the CXTS com-

pounds. However, in Cu2BeSnS4, the formation energy is

higher, and we expect �104 times lower concentration of the

disordering at room and operating temperatures than for the

other compounds. We compare the trigonal Ca-compound

with the other tetragonal compounds because there can be

structural effects. Moreover, the Ca-compound is not stable.

Our focus is on tetragonal structures. The lower concentra-

tion in Cu2BeSnS4 is explained partly by the larger relaxa-

tion effects in these two compounds as the difference

between Cu and the two anti-site atoms of Be is more obvi-

ous than those between Mg, Mn, Fe, or Zn. However, relaxa-

tion effects due to sizes of cations cannot fully describe the

formation energies of substitutes, and the properties of the

chemical elements are also important to be considered. The

disadvantage of ASP with different atom sizes is that the

stronger relaxation influences the electronic structure, and

the band-gap narrowing jDEgj is larger for a given defect

concentration for Cu2BeSnS4. Moreover, Be is a toxic ele-

ment and difficult to handle in synthesis processes, which

makes it less favorable. Cu2CaSnS4, on the other hand, is not

stable in the tetragonal phase nor in its trigonal phase. The

stability of Cu2MgSnS4 is contradictorily predicted using

DFT.17,18 One may speculate the impact of ASP for other

CXTS compounds and also related chalcopyrite materials, but

further studies and development of the compounds and their

native point defects and ASP are required. Moreover, we

expect that corresponding Se-based compounds Cu2XSnSe4

are expected to have similar defect properties as the S-based

compounds Cu2XSnS4, and also, this has to be investigated.

SUPPLEMENTARY MATERIAL

See supplementary material for the complementary band

structure and DOS of Cu2FeSnS4 in Fig. S1, the total DOS of

compounds with defects VCu, CuX, XCu, and (CuXþXCu), as

well as the corresponding DOS for the defect free case: (a)

Cu2MgSnS4, (b) Cu2CaSnS4, (c) Cu2FeSnS4, and (d)

Cu2ZnSnS4 in Fig. S2, and complementary defect energies of

the trigonal phase of Cu2CaSnS4 and the tetragonal ST phases

of Cu2CdSnS4 in Table SI.
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