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Abstract

A comprehensive introduction to the theory of modular symmetry in the renor-
malization group flow of the quantum Hall effect is given. The theory is tested
with all available experimental scaling data, across a wide range of different mate-
rials. The data generally fits the scaling flow predicted from modular symmetry.
Future experiments to further test the theory are suggested.
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Chapter 1

Introduction

In classical physics, a symmetry is a coordinate transformation leaving the equa-
tions of motion unaltered. In the Lagrangian formulation of analytical mechan-
ics, a symmetry will manifest as any coordinate transformation leaving the action
invariant. This notion of symmetry was generalized in quantum physics, where
actions also are invariant under phase multiplication of the fields representing par-
ticles. In modern terms, we speak of a symmetry as any transformation leaving
the action, or in greater generality, the quantum partition function, unchanged.

Modern physics’ fascination with symmetries is due to Noether’s theorem: a
conserved quantity may be found from every continuous symmetry of a system,
and likewise, to every conserved quantity in the system, there is a corresponding
continuous symmetry. A symmetry is continuous if it includes transformations
arbitrarily close to the identity transformation.

The most famous examples of continuous symmetries are the Poincaré transfor-
mations: translations, rotations and boosts to moving inertial frames. Invariance
under time translation corresponds to the conservation of energy. Invariance un-
der spatial translations and rotations corresponds to the conservation of linear
and angular momentum, respectively. Another important example comes from
quantum electrodynamics, where multiplying the fields representing the electrons
by arbitrary complex phases leaves the action invariant. This symmetry corre-
sponds to the conservation of electric charge.

As all closed systems are observed to satisfy these conservation laws, any action
describing a theory of a closed system should possess these symmetries. Indeed,
if we take the regularities of Nature to be encoded in conserved quantities, they
are equally well encoded in symmetry. As such, the modern philosophy is that
symmetry should be taken as the starting point in constructing new theories.
This mindset has given us the immensely successful standard model of particle
physics, and the immensely popular theory of supersymmetry.
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In addition to continuous symmetries, some systems also exhibit discrete symme-
tries, such as time reversal and space inversion (parity). However, whereas the
continuous symmetries are taken to be exact features of Nature itself, the dis-
crete symmetries are approximative,! and they do not predict conservation laws.
Also, while there are infinitely many distinct transformations for every continuous
symmetry, there is usually a finite number of discrete symmetry transformations.

With the advent of the renormalization group formalism, it became apparent
that coupling constants are not constant. Indeed, restricting the validity of a
theory by transformations in length scale or energy scale will yield a new theory,
better suited for the new scale. However, it is often the case that this new, scaled
theory is of the exact same form as the old one, with new values of parameters
such as mass and charge. The manner in which a parameter changes its value
under scale transformations is encoded in the renormalization group, and can be
visualized as a flow in the parameter space of the theory.

As such, Lagrangians should not only be taken to be functions of coordinates
or fields, but also of the relevant parameters of the theory. But even though
symmetries of coordinates and fields are well studied in the literature, symmetries
in the parameter space of coupling constants are sparsely mentioned.

In this thesis, a theory of symmetry in the parameter space of the quantum Hall
effect is presented. This symmetry greatly distinguishes itself from the commonly
known symmetries in physics, in that it is discrete, yet includes infinitely many
distinct transformations. Furthermore, while the renormalization group flow for
most physical systems must be calculated by perturbation theory, the symme-
try presented here is so rigid that it uniquely determines an exact flow in the
parameter space of the quantum Hall effect. The theory also provides a natural
unification of the integer and fractional quantum Hall effects.

1.1 Outline

This thesis covers three distinct theoretical topics, spread out over equally many
chapters. A theme thoughout all of them is to motivate the theory of modu-
lar symmetry in the renormalization group flow of the quantum Hall parameter
space.

The aim of the second chapter is to gain familiarity with the concepts of univer-
sality, the renormalization group, parameter flow, and the context in which they
are relevant. Some results from conformal field theory are needed, and as that is

'With the exeption of CPT: simultaneous charge conjugation, space inversion and time
reversal. Even though there exists systems that breaks each of these separately, the simltaneous
action of all three are always observed to be a symmetry.
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generally not a topic covered by a standard physics education, an introduction to
the formalism of conformal field theory is also presented. The chapter concludes
with some general remarks on the [S-functions, which determine the parameter
flows. Special attention will be given to the 2-dimensional case, since this is the
case most relevant to this thesis, both in real space and parameter space.

The third chapter gives a comprehensive introduction to the quantum Hall effect.
Both theoretical and experimental considerations are presented. The aim is to
give the reader an intuitive understanding of the effect, introduce all relevant
terminology and explain how the most successful theory of the effect — Chern-
Simons theory — is insufficient in dealing with scaling phenomena. Lastly, some
aspects of the S-functions for the quantum Hall effect are considered, in order to
motivate the development in the fourth chapter.

In the fourth chapter, what is believed to be the behaviour of the quantum Hall
parameter space is derived. It begins with an introduction to a model of hy-
perbolic geometry: the Poincaré half plane, which will be identified with the
quantum Hall parameter space. Then, the theory of the modular group, its max-
imal subgroups and modular forms is reviewed. The g-functions for the various
quantum Hall effects are identified with the modular forms for the maximal sub-
groups of the modular group. This leads to very specific phase diagrams for the
quantum Hall effects.

The final chapter deals with experimentally testing the hypothesis of this very
specific symmetry in the quantum Hall parameter space. First, a review of the
assumptions that had to be made throughout the thesis in order to derive the
theory of modular symmetry is presented. Then, the method we have employed
to test the theory is introduced. The results are presented in a paper, written in
collaboration with Carsten Andrew Liitken and Kristian Stglevik Olsen.

The thesis concludes with some considerations regarding future relevant work to
further test the universality of modular symmetry in the quantum Hall effect.

1.2 A Note on Units

The parameters of the quantum Hall effect are the transversal (Hall) and longi-
tudinal conductivities (or resistivities). As such, we will frequently work in units
e?/h = 1, making conductivities (and resistivities) dimensionless.






Chapter 2

Critical Phenomena, Universality
and the Renormalization Group

In all of physics, truly in all of science, the notion of scale is imperative. Every
theory is limited by some sort of scale. In physics this often manifests as con-
straints on energy, temperature or system size, outside of which the theory breaks
down and loses its ability to predict experimental outcomes. On different scales,
different theories are needed to describe observable phenomena. This chapter
introduces some scaling-related core concepts important to this thesis.

The choice was made to introduce the renormalization group (RG) concept
through the language of statistical mechanics, and make the connection to quan-
tum field theory (QFT), rather than the direct QFT approach. This is because,
in statistical mechanics, the idea of universality and the renormalization group
arises naturally from a discussion of critical phenomena. This context is more
relevant to this thesis than the usual motivation of ultraviolet divergence con-
trol of loop diagrams from relativistic QFT we know and love. Even though the
statistical mechanics method is more instructive and intuitive, a discussion of
the renormalization group is of course incomplete without a discussion of field
theory. From statistical mechanics we may then infer the behaviour of the RG
of a Euclidean QFT. This is needed to introduce the [-functions, which are of
paramount importance.

2.1 Emergence

The notion of scale-dependent theories is most obvious in the case of scaling with
system size. For instance, one does not need to know atomic physics to develop a
theory for biological cells. The collective behaviour of atoms constituting a cell is
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radically different from the behaviour of a single atom. Likewise, the behaviour
of a human is radically different from the behaviour of a single cell and the
behaviour of large groups of people may differ significantly from the behaviour
of a single person.

Of course, there may be advantages in knowing some aspects of atomic physics
in order to explain the inner workings of a cell, knowing some aspects of biology
to explain the behaviour of humans and knowing some psychology in order to
explain the behaviour of large groups of people. But social science is not just
applied psychology, psychology is not just applied biology, biology is not just
applied chemistry and chemistry is not just applied physics. At each step of
that ladder, new assumptions and generalizations must be made and new laws
governing the field are discovered, not derived from the previous step of the
ladder. The bottom line is: You do not need atomic physics in order to study
group psychology.

The same core concept applies to purely physical systems. The collective be-
haviour of the multitude of particles constituting condensed matter systems may
differ significantly from the behaviour of a single particle. In these systems, the
degrees of freedom governing the micro-physics of each particle are effectively
invisible to us as observers. Any theory aiming to describe the system should
ignore these microscopic quantities and focus on the system as a whole. The
interactions of a host of particles gives rise to phenomena that can not be un-
derstood in terms of single-particle models. These macroscopic phenomena are
indeed independent of many quantum level details.

This is known as the principle of emergence. Aristotle wrote in his Metaphysics
that “The whole is greater than the sum of its parts”, though in quantum me-
chanics, Philip W. Anderson may have said it best, simply: “More is different”

[1].

Closely related to the concept of emergence is that of universality. Before ex-
ploring that topic, we first need a detour into phase transitions and critical phe-
nomena.

2.2 Statistical Mechanics and Phase Transitions

This section provides a quick recap of some aspects of statistical mechanics so
that the idea of universality may be introduced. This and the following few
sections largely follow the discussion in corresponding sections of [2] and [3], and
chapter 8 of [4].

We study a system allowed to exchange heat with the environment at fixed tem-
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perature: the canonical ensemble. Assuming the energy states of the system
is determined by a microscopic multiparticle Hamiltonian H, we start from the

partition function:
Z =Y e M, (2.2.1)

where the sum is taken over all microscopic states r, H(r) is the energy of state
r and f = 1/kT, with k Boltzmann’s constant and 7" the temperature of the
system. The partition function contains all the statistical information about the
system. The probability of the system being in a particular microstate r is

P(r) = PEHM), (2.2.2)

with F' the free energy, given by

F = —% InZ. (2.2.3)

All the macroscopic thermodynamic properties of the system (i.e. pressure, mag-
netization, internal energy) are found by differentiating the free energy with
respect to the thermodynamic parameters (i.e. volume, applied magnetic field,
temperature). Interchanging the thermodynamic properties and parameters is
possible through Legendre transformations of the free energy. Lastly, the ensem-
ble average of any given quantity, A, is given in terms of the partition function:

(4) = 5 S A()e 0

= BLZ ((%Z[yoyzo,

with the definition Z[y| = ) exp{—S[H(r) —yA(r)]}, i.e. including a source term
in the Hamiltonian.

(2.2.4)

Another important statistical function is the correlation function. For a contin-

uous system:
I'(x,y) = {o(x)o(y)) — (e(x))(o(y)), (2.2.5)

measuring the correlation among the fluctuations of the variable o at positions
x and y. As the spatial separation r = |x — y| increases, these fluctuations are
expected to be less and less correlated, and I" approaches zero. In general (see
section 2.4 of [3]):

I(x,y) ~r e "¢, (2.2.6)

where 7 is some number and £ is called the correlation length of the system. The
correlation length gives a measure of the size of correlated portions of the system.
For a discrete system, we use the notation I';; = (0;0,) — (0:)(0;)-
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Tc

Pcr 1Pc

Tlc
T

Figure 2.2.1: Illustration of a pressure-temperature phase diagram for a
system with solid (S), liquid (L) and vapor (V) phases. The triple point (e),
where all three phases can coexist simultaneously, and critical point (®), where
the liquid and vapor phases become indistinguishable, are shown.

In studying how a system behaves under variation of the thermodynamic parame-
ters, a powerful tool is the phase diagram, see Fig. 2.2.1. Now, a phase is a region
in the phase diagram where the thermodynamic properties are analytic functions
of the thermodynamic parameters. A phase transition is a point, line or surface
in the phase diagram where the thermodynamic properties are nonanalytic [2].
For the system in Fig. 2.2.1, a phase transition will occur by crossing one of the
solid lines and will manifest as a sudden change in volume per particle (density)
and release or absorption of latent heat.

At sufficiently high temperatures and pressures, the liquid and gas phases of the
system in Fig. 2.2.1 become indistinguishable. The point (T¢, Pc) at which this
occurs is called the critical point. This point marks the conception of the gas and
liquid phases coexisting as a solitary phase. Further increase in temperature or
pressure will not lead to the discontinuous behaviour that characterize a phase
transition and the system is said to be in the supercritical phase.

At the critical point itself, a phase transition occurs, but without latent heat
or abrupt volume change. In general, a phase transition where latent heat is
involved is called a first order phase transition, and a phase transition without
latent heat is said to be continuous (sometimes referred to as second order)® [5].

IThe terms first and second order comes from the Ehrenfest method of classifying phase
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It is the continuous phase transitions, which occur at critical points, that are of
interest to us here as the next sections will elucidate.

2.3 Critical Exponents

In order to properly define the term universality, the critical exponents must be
introduced. The critical exponents measure the qualitative asymptotic behaviour
of a system near a critical point. First, define
; T—-Tc
=7
as a measure of the deviation from the critical temperature. Then, two quantities
must be identified: a thermodynamic order parameter, m, and the corresponding
ordering field, h, with the property that

(2.3.1)

limm =20 for t > 0,
h—0
lim m # 0 for t < 0.
h—0

Furthermore, h must be defined so that the statement ¢,h ~ 0 describes the
vicinity of a critical point.

For examle, in the liquid-gas transition in Fig. 2.2.1, an appropriate order pa-
rameter is the density differential m = (p, — pc), o and pc being the liquid
and critical densities, and the corresponding ordering field would be the pressure
differential h = (P — P¢). For a ferromagnetic system (see the next section), the
order parameter is naturally identified with the net magnetization, m o M, and
the ordering field with the applied magnetic field h o< H. [2]

Then, the critical exponent, Ap, for a thermodynamic function F' is defined as
[3]:

such that
F(t) ~ |t} (t,h = 0), (2.3.3)

whenever the limit (2.3.2) exists.? A precise temperature-dependence to arbitrary
order would be of the form:

F(t) = CtP" (1+ ait™ + ast™ +...) (2.3.4)

transitions. A first order transition is recognized by the discontinuity of a first derivative of
the free energy (i.e. volume or magnetization), while a second order transition is recognized by
discontinuity of a second order derivative (i.e. heat capacity or susceptibility).

2Tt is conventional to define two critical exponents; one for the limit ¢ — 01 and another
for the limit ¢t — 0~ labeled by a prime. As it is generically the case that these are equal, this
convention will not be followed here. See [6] for a counter example.
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for a set of positive exponents {1, \a, ... }.

The critical exponent describing the way the order parameter approaches zero
close to a critical point is called 5:

m~ |t (h—=0,t—=07). (2.3.5)

The one describing the divergence of the isothermal compressibility r7,, (liquid-
gas system) or the low-field susceptibility xo (magnetic system) is called ~:

KTe, Xo ™~ om ~ [t (h, |t| = 0). (2.3.6)
oh [t|,h—0

Likewise, the behaviour of specific heats are described by the critical exponent
a:
Cx ~t|™  (h, |t| = 0), (2.3.7)

where X = H with H = 0 for a magnetic system and X = Vwith V = V, the
critical volume, for a liquid-gas system. The exponent ¢ is defined by

m~h'%  (t=0, h—0), (2.3.8)

so that it describes the shape of the critical isotherm.

Furthermore, as will be shown in the next section, at criticality, the correlation
length diverges:
E~ [t (R, [t] = 0), (2.3.9)

defining the exponent v. This means that the correlation function dependence
on the correlation length, eq. (2.2.6) is invalid at criticality. At criticality the
correlation function shows a power law dependence on r, defining another critical
exponent 7 [3]:

T(r) ~ (Jt| =0, h — 0), (2.3.10)

r2—d+n

where d is the dimension of the space we are studying.

2.4 Landau Theory of Phase Transitions

A theory exploring the critical phenomena of phase transitions is Landau’s phe-
nomenological theory. Though simple in form, this theory serves to illustrate
one of the most powerful concepts in physics: universality. A keyword here is
“phenomenological”; the analysis is carried out with minimal knowledge of the
microscopic degrees of freedom.
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Assume the system of study is a ferromagnetic one, consisting of spins, local-
ized on a simple cubic lattice, in the presence of an applied magnetic field H.
The thermodynamic identity for the free energy, F', of such a magnetic system,
assuming constant volume, is given as

dF = —MdH — 5dT, (2.4.1)

M being the net magnetization of the system, and S the entropy. The free
energy thus is a function of only H and T, and by differentiating at constant
temperature, one finds the magnetization:

(2 24

and the isothermal susceptibility:

)G, e

H M>0

M=0

=
oy
Tc

M<0

T

Figure 2.4.1: The phase diagram for a ferromagnet in the plane of applied
magnetic field and temperature. At low temperatures the system undergoes a
first order phase transition when the magnetic field is tuned through zero-field
strength. Above the critical temperature the two phases become indistinguish-
able.

In this system, the onset of a first order phase transition would be recognized
by a discontinuity in the magnetization, however, the system also exhibits a sec-
ond order phase transition corresponding to a discontinuity in the susceptibility.
The phase diagram is given in Fig. 2.4.1. At temperatures below T¢, the sys-
tem undergoes a first-order phase transition when H is tuned through zero field
strength, characterized by a discontinuous jump in M. At higher temperatures,
the system may transmute continuously from positive to negative magnetization,
and the notion of different phases becomes meaningless. In summation: M # 0
for H=0att<0Qand M =0for H=0att>0.
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As such, M possesses the properties of an order parameter and H the properties of
an ordering field, defined in the previous section. We want to calculate the critical
exponents of the system in order to extract the qualitative behaviour of the
system near a critical point. In the analysis, we want M to be a thermodynamic
parameter and must use the Gibbs free energy, GG, as our potential for the system.
The thermodynamic identity for GG is in this case given by:

dG = —SdT + HdM. (2.4.4)

The applied magnetic field is thus given by differentiation of G at constant tem-

perature:
oG >
— =H. (2.4.5)
(o),

As Fig. 2.4.1 shows, close to the critical point, M ~ 0, so we may represent GG
as a power series in M. Following section 12.9 of [2] and chapter 8 of [4], the
free energy is symmetrical with respect to the reflection M — — M, so only even
powers of M may contribute:

G(M,t) = A(t)+ Bt)M* + C(t)M* + ..., (2.4.6)

The expansion of G is to be truncated at the M*-term. This is not only necessary
in order to find solutions, but indeed, only these terms may contribute to the
critical behaviour [3].

Now:
H= (g—]\i)T = 2B(t)M + 4C(t)M>. (2.4.7)

As the system is in the vicinity of a critical point, |t| < 1, and the coefficients
B and C' may be expanded about ¢ = 0. Only non-negative powers of ¢t may
contribute in order to keep the free energy finite, so

B(t) =) bt", Ct) =) at" (2.4.8)
k=0 k=0
In order to get physical results (M real, positive susceptibility and sgn(H) =
sgn(M)) we also need by = 0, by > 0 and ¢y > 0, so to lowest order:
H = 2byt M + 4coM>. (2.4.9)
At H = 0, we then get two possible solutions for M: M = 0 and M =
++/—b1t/2¢o. The former is the already known solution for ¢ > 0, whereas

the latter is the value of spontaneous magnetization at zero field strength and
t <O.
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Then,
M|~ [t|'* (H—0,t—07), (2.4.10)

yielding 3 = 1.
The susceptibility is given by eq. (2.4.3):

OH\ ! 1
(22 = . 2.4.11
X (8M) 2.t + 12¢o M2 (24.11)

For t — 07, M — 0, so x = 1/2it. For t — 0°, M — +/—bit/2co, so
X ~ —1/4byt. In either case:

X~ [t (H—0,t—0), (2.4.12)
yielding v = 1.
The heat capacity is given as
0?°G
C~ | =7 2.4.13
( 0%t ) ) ( )

and may be found through tedious differentiation of eq. (2.4.6). The result
includes a non-zero constant term, thus giving a = 0.

The exponent ¢ is found by setting ¢ = 0 in eq. (2.4.9), yielding
H = 4cyM?, (2.4.14)
so 6 = 3.

To study correlations, we use a field theoretic approach outlined in chapter 8 of
[4]. Consider the magnetization to be the integral of a local spin field s(x), and
redefine the free energy to be a functional of this field:

1
G = /d% <§(vs)2 + bts® + 034) : (2.4.15)

the first term is just the simplest way to introduce the tendency of nearby spins to
align. The applied magnetic field is then, analogously, found from the variational
problem

oG
~ 0s(x)
in the thermodynamic limit.> For ¢ > 0 and H = 0, we have seen that M = 0,
so close to the critical point for ¢t > 0, it is fair to assume that s will be small

H(x) = —V25(x) + 2bts(x) + des®(x), (2.4.16)

3Remember that the functional derivative is defined by % [ y[s(y)e(y)] = ¢(x). For
terms involving Vs, one must integrate by parts before applying the functional derivative:
% [ dBy[Vs(y)o(y)] = Vé(x), taking the surface term to vanish.
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and we may ignore the s® term. Furthermore, we wish to study correlations of
spins, so we let H be localized at the point y: H(x) = Hy0®® (x — y). Then, eq.
(2.4.16) simplifies to

(=V2+2bt) s(x) = Hyd® (x — y), (2.4.17)

with s(x) now measuring the response at position x from an applied magnetic
field at y, meaning it is proportional to I'(x,y). The solution is found through
Fourier transformation:

r A3k ngik'(x_y)
(x.y) N/(zw)3 k|2 + 20t

B HO s ) eikrcosﬁ )
0 0

ikr
_ 'H() / dk ke
drr k2 + 2bt

—00

HO 1 V/2bt
= ——e " 2.4.18
1 7"6 ) ( )

where we have transformed to polar coordinates and closed the contour in the
upper half plane, picking up the residue at k = iv/2bt, and r = |x — y|. This
gives (compare eq. (2.2.6)) £ = 1/v/2bt, and thus

V=

1
—. 2.4.1
: (2.4.19)

Finally, as the system is 3-dimensional (d = 3), we also get (eq. (2.3.10)):

n=0. (2.4.20)

2.5 Universality

Calculating the critical exponents for this specific system is a nice exercise, but
what is the use? First of all, the important realization is the fact that our only as-
sumption in calculating the critical exponents of this system is the reflection sym-
metry of the free energy with respect to the order parameter: G(m) = G(—m).
There is a host of systems with this property and so, they should all have critical
exponents of a similar form.

Next is an important observation: none of the critical exponents calculated here
shows any dependence on the microscopic parameters of the system. Even though
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the exact temperature dependence of any thermodynamic property near a critical
point is a function of some parameters that describes the microscopic structure
of the system (b1, co,b,c), the critical exponents themselves do not show this
dependence. As such, they should in fact be equal in each system exhibiting the
reflection symmetry.

This is the famous universality (of the critical exponents).

Alas, the concept of universality is not generous enough to have every critical
phenomenon described by a single set of critical exponents. However, Nature
has seen it fit to divide its critical phenomena into universality classes, each
class containing a number of physically distinct systems sharing a common set
of critical exponents. Notable examples are the mean field class, Ising class and,
more generally the N-state Potts class (Ising with N possible spin-values) in a
given dimension. We return to the systematics of dividing critical phenomena
into universality classes in our discussion of conformal field theory.

2.5.1 An Illustration of Universality

To illustrate just how different the systems can be, all the while being qualita-
tively described by the same theory, Table 2.1 displays experimentally estimated
values for the critical exponents for some systems in the 3-dimensional Ising uni-
versality class [7]. Also included are theoretical estimates, done in greater detail
than the simplistic Landau theory used as an example in the last section.

The uniaxial magnet is the system used as an example in the calculation from the
last section. With reference to Table 2.1: in [8], the magnet used for experiments
was a ferromagnet (SrRuQO3), and in [9] and [10] it was an antiferromagnet (FeF).
The liquid-gas system is heavy water (D0) in [11], carbon dioxide (CO3) in [12]
and [13], and pentafluoroethane (CF3CFy) in [14].

In the mixing transition in binary fluid mixtures the order parameter is the
molar concentration fraction. The mixing phase transition refers to the mixing
of the two separated fluids into one mixed fluid, which happens spontaneously at
critical values of temperature and concentration [7]. In [15], the mixing of aniline
(CeH5NH;) and cyclohexane (Ci9Hg) is studied. In [16], it is mixing of dodecane
(C12Hg6) and ethanol (CoHgO) and in [17] it is cyclohexane and polysterene.

Micellar systems are particularly exotic. These consist of lipids, such as fatty
acids: molecules with a hydrophilic end, soluble in water, and a hydrophobic end
which is near insoluble in water. When a large number of these molecules are
submerged in water, they tend to form structures such as spheres or cylinders,
with the hydrophobic end pointing inwards. These structures are collectively
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System 0 v n o 6]
[References|

Uniaxial magnet | 1.14(7) | 0.64(1) - 0.11(3) | 0.34(2)
[8]7 [9]7_7 [10]7 [8]

Liquid-gas 114(5) | 0.62(3) 0.042(6) | 0.111(1) | 0.341(2)
1], (1), [12], [13],

[14]

Binary fluids 1.244(42) | 0.636(31) | 0.045(11) | 0.12(1) | 0.335(5)
18], (15], [15], [16],

[17]

Micellar system 1.26(5) 0.63(2) 0.039(4) 0.34(1)
[7]

Ionic solutions — 0.641(3) — 0.34(1)
[18]

Theoretical 1.2373(2) | 0.63012(16) | 0.03639(15) | 0.110(2) | 0.32653(10)
[19]

Landau theory 1 0.5 0 0 0.5
(mean field)

Table 2.1: Experimentally estimated values for some systems in the 3-
dimensional Ising universality class. For each measured exponent, the cor-
responding reference has been placed in the first column, in an attempt to
minimize the cluttering of the table. For the micellar system, the original
sources were inaccessible and the reader is instead referred to the review ar-
ticle [7]. See the text for an explanation of the different systems. For a more
complete review, see [7].

called micelles. Further increasing the concentration of lipids causes the phase
transition: micelles clustering togheter forming cubic (in the case of spherical
micelles) or hexagonal (in the case of cylindrical micelles) arrays with water filling
the intervening spaces. In some systems there is also a second transition to the
lamellar phase: the lipids form sheets, two lipids thick, with the hydrophilic end
pointing outwards, while the lipids themselves move freely within the sheet as in
a 2-dimensional liquid. [20] [3]

In ionic solutions, interactions at criticiality are governed by the long-range
Coulomb force, rather than the short-range interactions in fluids without free
charges, making them qualitatively distinct systems. Even though the Ising
model explicitly describes short-range interactions, i.e. only nearest neighbor in-
teractions, there seems to be a small window where Ising-like behaviour is ob-
served in Coulombic systems. In [18] the phase transition between two distinct
liquid phases (a polyamorphism) in several ionic solutions is studied.
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Finally, the theoretical estimates in [19] are made from 25th-order high temper-
ature expansions within the 3-dimensional Ising model on a simple cubic lattice.
The Hamiltonian considered is the simplistic

H=—B> ¢+ > V() (2.5.1)
(i.9) i

with 5 = 1/T, (i,7) denoting a sum over nearest neighbors, ¢; being real vari-
ables. Estimates are made with V' being both the ¢*:

V(%) = ¢ + a(¢® — 1)%, (2.5.2)
and the ¢5:
V($?) = ¢* 4+ Ma(¢* — 1) 4+ Xg(0* — 1)?, (2.5.3)

lattice model potentials, A\y and A\g being constants. Impressively accurate results
are also obtained using the shockingly simple simplified version of a spin-1 Ising

Hamiltonian:
H = —6231-8]-—1—DZS?, (2.5.4)
(6,9) i

with s; € {—1,0,1} and D a constant, yielding v ~ 1.237, a« = 0.112(5) and
v =~ 0.63. The reader is referred to [19] for further details.

The compliance of experimental data across significantly dissimilar physical sys-
tems is simply astonishing. Even though Nature pertains to more than a single
universality class, the power of universality should be clear: There exists large
classes of systems where each class may be qualitatively described by a single,
often simple, Hamiltonian near criticality.

2.6 Renormalization

Even with the universality class concept firmly in place, the understanding of crit-
ical phenomena is still not complete. This section introduces the renormalization
group, the key to a modern understanding of critical phenomena.

2.6.1 Real Space Scaling

A more general theory of critical phenomena was first attempted by Kadanoff
in 1966 [21] and later developed by Wilson in 1971 [22] into the theory of the
renormalization group (RG).* The core idea is simple enough: at criticality, the

4See [23] for a thorough introduction in Wilson’s own words.
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Figure 2.6.1: Ilustration of the renormalization procedure in the 2-
dimensional Ising model with [ = 2.

correlation length diverges, and as such, the short-range fluctuations of the sys-
tem should be irrelevant. The object is to find a consistent algorithm to trace out
these fluctuations and study the effect of this action on the remaining degrees
of freedom. To do this, one investigates how the system behaves under a change
of scale, e.g., in the Ising model, a change in lattice constant (the fundamental
shortest distance in a lattice based system) a — o = la with [ > 1. In doing
this one obtains a new, renormalized system with a new fundamental shortest
distance, a’. In this case, the procedure amounts to clustering groups of /¢ spins
together and assigning them a single spin value (£1), see Fig. 2.6.1.

Performing this in a statistical mechanics model, a fundamental criterion is that
the partition function is left unchanged. In the case of the 1-dimensional Ising
model, which may be solved exactly, one finds that the new partition function
can be written in a similar form as the original, with new values of the parameters
of the Hamiltonian (see e.g. [3] or [2]).

That is to say, when the correlation length of the system is large enough so that
we may disregard short-length fluctuations, this can be achieved by regarding
a new, transformed system with a reduced number of degrees of freedom and
rescaled values of temperature, coupling constants, applied magnetic field etc.
The next subsection formalizes this notion.

2.6.2 The Renormalization Group

This subsection follows [2] and [3]. First, note that a scale transformation of the
form a — o' = la implies that all lengths, measured in units of lattice spacings,
must scale as

resrl =1 (2.6.1)

Equivalently, through dimensional analysis, all momenta must scale as

ks K =1k, (2.6.2)
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Thus, the new system is one of shorter distances and larger momenta.

More generally, we define the scaling factor [ in terms of the reduction of the
number of degrees of freedom N +— N

1= N/N', (2.6.3)

and a renormalization group (RG) transformation as one that scales lengths,
momenta and number of degrees of freedom according to (2.6.1), (2.6.2) and
(2.6.3).

Assume we are working with a Hamiltonian, #({g;}), dependent on any number

of parameters g;, « = 1,2, ... For convenience, collect the parameters in a vector:
g. A scale transformation will also transform these parameters:
g g =Rig), (2.6.4)

with R; the appropriate renormalization group operator corresponding to the
scale factor [. Successive use of this transformation will lead to a sequence of
vectors g, g”, ...,g™, related by g™ = R; (g™ V) =--. = R(g).

This sequence of vectors may be regarded as a “flow” in the vector space spanned
by the g;’s; each transformation yields a new point in this space and successive
transformations trace out a path taken by the Hamiltonian in the process of
scaling. This vector space will hence be termed the parameter space of the system.

Now, the transformation R; may have a fized point g*, such that

Ri(g*)=g" (2.6.5)

As any length in the problem, the correlation length scales as & = b=, however,
at the fixed point, this implies £(g*) = [7'¢(g*), and as such, £ = oo or £ = 0.
The latter case is of no interest here, but the former is exactly what is expected at
a critical point. Note, however, that as the RG transformation only decreases &,
and £ is infinite at the critical point g*, it must also be infinite at every preceding
point g™ of the RG flow. The locus of points flowing into a critical point
constitutes a surface of system configurations with infinite correlation length in
parameter space and is thus termed a critical surface.

To further study the critical behaviour of the system, assume we are in the
vicinity of a fixed point:

g=9g te
The effect of an RG transformation will then be
0|R i
G g+ ¢ = [Ri(g” + &)l = [Rulg")): + % G (266)
J
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so to first order
€ = R)(g")e, (2.6.7)

Rj(g*) denoting the Jacobian matrix of R; evaluated at g*. Now, given that the
eigenvectors, {v;}, of Rj(g*) is a complete set®, € may be expanded in their basis:

€ = E U;V;.
i

Applying eq. (2.6.7) then yields

A; being the eigenvalue corresponding to v;. The w;’s are linear combinations
of the original g;’s, and may be interpreted as the generalized coordinates of the
system, analagous to those encountered in analytical mehcanics [2]. Furthermore,
if two successive RG transformations of scale factors [; and [l are performed, the
eigenvalues must obey A(I1)A(l2) = A(l1l3), constraining them to be of the form

>\i - lyi,

for some exponent y; independent of [ [3]. The RG transformation (2.6.8) then
reads

u; = Y.
The exponent y; is called the scaling dimension of the scaling field u;.

The scaling fields u; are naturally classified into three categories depending on
the value of \; (v;):

Ai > 1: (y; > 0) In this case, u; grows larger for each iteration of the RG flow.
Such a scaling field is termed a relevant variable. As w; can only grow
through the RG process, the system is driven away from the critical point.
Unless all relevant variables are zero at the beginning of the RG flow, the
system must eventually flow away from the critical point.

A < 1t (y; < 0) With each iteration w; decreases, approaches zero, and the
system flows towards the fixed point. The scaling field is then called an
wrrelevant variable. 1f all the scaling fields of the problem are irrelevant,
the system will flow to the critical point, and the RG trajectory must lay
on the critical surface. As such, the critical surface must be the subspace
spanned by the irrelevant variables.

Ai =1: (y; = 0) u; will not grow nor decrease, and will not contribute to the
flow of the system. Hence it is termed a marginal variable. In such cases,
higher-order terms may be included in the expansion (2.6.6) to study their
effect.

5Which is equivalent to the function R; having a non-zero Jacobian determinant, a pretty
common thing for well-behaved, physical functions.
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A2

Figure 2.6.2: Illustration of a generic RG flow diagram for a system with
two parameters. The repulsive, attractive and saddle points are marked as
6, ® and ® respectively. The dashed lines are the coordinate axes of the
relevant and irrelevant variables with respect to the saddle point. These mark
the separatrices of the system.

The critical points themselves, in turn, may be categorized by the relevant and
irrelevant scaling fields of the problem: If, in the vicinity of a given critical point...

1. ... all scaling fields are relevant, the system will always flow away from the
critical point, making it an unstable, repulsive fixed point. Such a point
acts as a source of the flow and is denoted ©.

2. ... all scaling fields are irrelevant, the system always flows towards the
critical point, making it a stable, attractive fixed point. Such a point acts
as a sink in the flow and is denoted ®.

3. ... some scaling fields are relevant and some are irrelevant, the system will
flow towards the critical point along the axes of the irrelevant variables and
away from the critical point along the axes of the relevant ones. The system
will only reach the critical point if all relevant variables are zero. Thus, it
is saddle point of the flow. These points will be denoted ®.

The generic situation is illustrated in Fig. 2.6.2. Given an initial parameter
configuration of the system, repeated RG operations will cause the system to flow
in parameter space. The separatrices are the flowlines which exactly flows into
or out of a saddle point. The separatrix corresponding to an irrelevant variable
(the vertical in Fig. 2.6.2) partitions the space of parameter configuations into
two classes: each class flowing towards a different attractive fixed point. The
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separatrix corresponding to a relevant variable partitions the system into classes
where within each class, every flow line originates from a given repulsive fixed
point.

When a system exhibits more than one critical point, the critical exponents of
each point may differ, and as such, the system may belong to several universality
classes. If, however, all the critical points belong to the same universality class,
such that the set of critical exponents are equal at every critical point, the system
is said to super-universal. In such cases, the flow diagram itself will be termed a
super-universality class, describing the parameter flow of every system belonging
to it.

2.7 Classical to Quantum: Fields and Path In-
tegrals

Any condensed matter system consists of rigid atoms, often in some kind of (dirty)
lattice structure. Then, it is natural to think of such systems as having discrete
positions with a fundamental shortest distance, the lattice constant. However,
when one studies large-scale phenomena, the system is perceived as continuous
and it makes sense to treat it that way. Then, the discrete variables should be
replaced by fields. This was done with the spin-field in the Gibbs free energy in
section 2.4.

In taking the continuum limit of a single discrete variable, s, one replaces sums

with integrals:
3 e / dse— M),

taking ds = 1, as it is discrete. We now want to take the continuum limit of
a configuration of discrete variables, {s;}, replacing them all with a local field
s(x). This means we need to sum over every possible, continuously varying field
configuration. The natural extension is then the path integral:

Z = Ze_m{({s}) — H/ds(x) e AHls™] . — /Ds(x)e‘ﬁﬂ[s(x)}, (2.7.1)
{s} 5(x)

with the Hamiltonian now a functional of the field s(x). The product is (sym-
bolically) taken to be over every possible field s(x), such that [ Ds(x) is viewed
as an integral over all possible field configurations on the space of continuous
functions where s(x) lives.

This is a good place to give a reminder of the shape of the correlation function
['(x,y) at the beginning of eq. (2.4.18). Readers familiar with quantum field
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theory will recognize the Feynman propagator for the field s with mass m = v/2bt
in a Euclidean scalar (¢*) QFT. The validity of this mass would mean m ~ £,
and thus the field s is massless at criticality. This means [24], that the universal
properties near the critical point are fully determined by the symmetries of terms
in the Hamiltonian relevant at long distances. This is the idea of universality
paraphrased in terms of field theory.

It is, in fact, possible to describe a magnet with a scalar field theory,® and in the
context of quantum field theory, the partition function is replaced by its quantum
analogue, the generating functional:

7 — /Dqﬁeis[‘ﬂ/h,

where the measure D¢ can be taken to be over functions of coordinate space, as
in eq. (2.7.1), or their Fourier components: D¢ = [[do(k).” ¢ is now a scalar
k

field, S[¢] = [ dtd*zL[¢] is the action, where L is the Lagrangian density.

The role of the generating functional is parallell to the role of the moment gen-
erating function used in statistics, see e.g. [25]. If one considers a continuous
random variable X, subject to a probability density function f(z) such that
P(X = x) = f(z)dx, the moment generating function is defined as

Mx(y) = [ e (o
All moments are found by differentiation of Mx(y) as (X") = jy—"nM x(Y)]y=o-

Analogously, with the introduction of a source field J(z) taking the place of the
variable y, the generating functional takes the form

200 = / Dot | ttalLl61 T (@)6(w)]

and all correlation functions are generated through functional derivatives (com-
pare eqgs. (2.2.4)):

(B(1)..-b(a)) = @%) @%) Zz[j]

(...) in this case denoting the time ordered vacuum expectation value (0|7{... }|0),
T being the time ordering operator, and Zy = Z[.J = 0] is the normalization fac-
tor. This is, again, completely analagous to the statistical mechanics case of a
partition function (eq. 2.2.4). For the details regarding the formalities of field
quantization in the functional formalism, se e.g. chapter 9 of [4].

)
J=0

6This was hinted at in subsection 2.5.1, where the theoretical computations of the critical
exponents were made using the ¢* and ¢° potentials.
"Recall that Fourier transformation ¢(k) of the field ¢(x) is defined as ¢(k) =

de;ng)(x)eik-x’ such that ¢(x) = f (giéﬁs (k)e“"x.
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2.8 Quantum Renormalization

Critical behaviour still exists in QFTs, and all the qualitative features of an RG
flow derived in subsection 2.6.2 are still valid. The quantum Hall effect (QHE)
is, however, a quantum phenomenon and its natural language is thereby that of
QFT. In this section the process of renormalization in QFT will be reviewed.
This section follows [4], and in their spirit the work done here on out is in God’s
own units: A =c=1.

2.8.1 Momentum Space Scaling

Recall the definition of an RG transformation in subsection 2.6.2. There, the
emphasis was on a change of length scale and z +~ [~!x, in this section, we
will focus on a change of energy scale and k — k. To all systems exhibiting
a shortest length scale, e.g. a lattice constant a, one can heuristically assign a

highest energy scale:

1
A~ — .

a

As spatial fluctuations only takes place over distances larger than a, so should
only the Fourier modes with momenta k& < A contribute to the fields themselves,
and thus, we impose a cut-off in the domain of integration:

[Do]s = [] do(k),

k<A

with k& = |k|, the Euclidean momentum. It is important to note that the cut-
off is imposed on the Euclidean momentum, rather than the relativistic four-
momentum in Minkowski space used in relativistic QFT. This is because the
four-momentum satisfies k* = E? — |k|?, so the condition k? < A% would not
effectively constrain the energy in light-like directions. The formal way to go
from Minkowski to Euclidean space is through a Wick rotation: t — —ix,
introducing a new spatial coordinate and changing the exponent of the generating
functional: ¢ [ dtd*xL — — [ d*xL, now integrating over four spatial dimensions.
This correspondence between relativistic QFTs of d spatial and one temporal
dimension to Euclidean QFTs of (d+1) spatial dimensions is indeed an important
observation. For this reason, the following analysis will take place in arbitrary d
dimensions.

An RG transformation as described above taking a — a’ = la would similarly
take
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with [ > 1, and is thus a transformation to a lower highest energy scale. Perform-
ing this operation in the functional formalism would then amount to integrating
out the Fourier modes in the region [7*A < k < A, and study the effect this has
on the parameters {g} of L[®, {g}]. ®

Formally, this is done by grouping the integration variables ¢(k) into two groups,
the low-momentum variables:

(k)= {Z(k) 2/<l X/Ij -

which we want to keep, and the high-momentum variables

oy ) olk) Al <k <A
0 k< AJl ’

which are to be integrated out. The measure then splits as [Do|y = DéDqB, and
the resulting generating functional (with J = 0 for simplicity) takes the form:

7 = / D¢Do exp <— / d*zL[ + 6, {g}])

': / [D]yn exp <— / dda:/leﬂ[é’,{g’}]),

where the dots represent a lengthy calculation, the details of which, in the case
of a scalar field theory, can be found in section 12.1 of [4]. The main point
is that it is possible to integrate out the high-momenta degrees of freedom in
a QFT and rewrite the generating functional in a form similar to the original
one. The Lagrangian is then replaced with an effective Lagrangian, L.g, with
rescaled parameters and field strength. The field strength scales similarly to the
parameters of the theory in subsection 2.6.2: close to a fixed point

¢; = lAi¢i7

where A; is called the scaling dimension of the field ¢;. As an example, the
¢*-theory with Lagrangian

L= S(0,0)(@"9) + ym*s’ + A" (2:581)

8L is now explicitly written as a function of the parameters {g} of the theory, e.g. masses,
coupling constants, etc., to emphasize that these are indeed not constant.
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close to the trivial fixed point m = X = 0, scales as” (see section 12.1 of [4])

¢/ _ ld/2_1¢, m/2 _ l2m2, A\ = l4_d/\.

An RG transformation can thus also be viewed as a change in energy scale, and
an obvious scaling parameter in an experiment is then the temperature.

2.8.2 Parameter Classification and Mass Dimension

In units A = ¢ = 1, mass is the unit of energy, and hence the inverse unit of
length. In the field theoretic formulation outlined above, the action must be
dimensionless. As the measure, d%z, has units [mass|~¢, the Lagrangian then
must have units [mass]?. We say that the Lagrangian has mass dimension d. We
will denote this as [£] = d.

This, in turn, implies that every term of the Lagrangian must have mass dimen-
sion d, and a mass dimension may be assigned to every field appearing in the
theory. From the specific way terms are built from fields, one may find the mass
dimension of the parameters of the theory. As an example, take QED:

L =P(in'd, —m)y — %IFWFW — dePy p Ay, (2.8.2)

where v# are unitless matrices, ¢ is a spinor, ¥ = ¥7°, A* the electromagnetic
vector potential, and F,, = 9,4, — 0,A,. One sees immediately that [¢)] =
(d —1)/2 from the first term. The second term yields the mass dimension of A,
[A,] = d/2 — 1. Finally, we get the mass dimension of the coupling constant,
le] =2 —d/2 from the last term.

Now, qualitatively, in a renormalization procedure the parameters always flow in
the direction A — 0. As this limit is approached, parameters proportional to the
energy, i.e. with positive mass dimension, should approach fixed value. Likewise,
parameters with zero mass dimension should be left unchanged, and parameters
with negative mass dimension should diverge.

These three possible behaviours of parameters looks familiar, and indeed, these
three classes of possibilities are actually just a new way of identifying irrelevant,
marginal and relevant parameters, respectively. However, note that a relevant
parameter does not truly need to diverge, just flow to a different fixed point than
the one the system currently is in the vicinity of. Also, marginal parameters

9In the process of renormalization, higher-order terms will appear in £, such as C(9,¢)*
and D¢S. They scale as C' = CI=% and D’ = DI%72¢ 5o, as | > 1, the C-term will die off
quickly. The D-term, however, will grow in d = 2. This justifies the usage of the ¢5-potential
for theoretical calculations of critical exponents in subsection 2.5.1.
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may well change in a group flow, but one needs to include higher-order terms in
the expansion, eq. (2.6.6), to find their behavior. For instance, in d = 4 (three
spatial, one temporal dimension), it is a well known fact that the electron charge
changes with energy scale, even though it has mass dimension 0.

The argument here is purely qualitative, but this classification does indeed work
in practice. See [4], specifically sections 10.1 and 12.1, for the formalities regard-
ing the analysis.

As another example, we get the correct behavior for the ¢* theory (eq. 2.8.1):
naturally, [m?] = 2, so from the second term, [¢] = d/2 — 1, which again yields
[A] = 4 — d from the last term. Exactly the scaling exponents quoted in the
previous subsection. The same analysis also applies to the (9,¢)*and ¢°-terms
of footnote 9.

The classification of parameters in terms of mass dimension is particularly pow-
erful in constructing possible Lagrangians for a system. If we want to construct
an effective theory, where renormalization alone can not drastically change it and
the system is in the vicinity of a fixed point, only terms with marginal or irrele-
vant parameters are allowed. Depending on which fields the theory consists of,
this puts enormous constraints on the possible terms allowed in the Lagrangian.

This will be made use of later, in constructing an effective field theory for the
quantum Hall effect.

2.9 Conformal Field Theory

Exactly at a critical point, a theory is invariant under a change of scale. If the
theory also is invariant under the larger group of conformal transformations it
is termed a conformal field theory (CFT). CFTs are particularly interesting in
2-dimensional critical phenomena, where they provide a classification scheme for
the universality classes. CFT is a well studied and rich topic, and only a fragment
of its lore is presented here for the purposes of completing the understanding
of Nature’s segregation of 2d critical phenomena into universality classes and
certain implications on the 2d RG flow. The discussion here follows that of [26],
specifically the entries of P. Ginsparg and J. L. Cardy. Certain points are also
borrowed from [27]. Some readers may benefit from consulting Appendix A,
on the group theory, and Appendix B, on vectors, one-forms and tensors before
continuing with this section.
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2.9.1 First Definitions and the Conformal Group

Firstly, define the conformal group as the group of coordinate transformations
leaving the metric tensor (see Appendix B) locally invariant up to a change of
scale:

oz Ox'
= 22 Gulz) = Q2)Gy(@), (2.9.1)

Gij(z) — G;j(x') = 57 9 K

where 2 is strictly positive. This definition has two immediate important con-
sequences. First, the conformal transformations are the transformations that
preserves angles between curves, that is

Gy ViU
V(G VIV (G UWUF)

cosf =

is conserved for any two vectors V and U. Secondly, the entire Poincaré group,
consisting of the Lorentz transformations and translations, is contained in the
conformal group.

To find the complete set of conformal transformations, study the effect of an
infinitesimal transformation z° — 2 + ¢’ on the line element:

y Oz’ + €) O(x7 + €)
ds® = GYdx;dr; — e 5 GMd(z; + €)d(z; + €;)

= GYduydr; + (9 + & ') dw;du;.

To satisfy eq. (2.9.1), we thus need Oie; + 0j¢; = a(x)G,;, for some positive a(x).
Tracing both sides with G¥, we find

2 )
a(xr) = ——0;€,
(z) tr(G) "
with tr(G) = G = G,;;GY. The general constraint on an infinitesimal conformal
transformation is hence

azfj + 8jei = (8 . E)Gl‘j. (292)

2
tx(G)

Now specifying to 2-dimensional Euclidean space (G;; = d;; and z = (2!, 2?)),
eq. (2.9.2) yields two copies of the Cauchy-Riemann equations:

8161 = 8262, 8162 = —8261-
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Hence, the transformation € is holomorphic!® in the complex coordinate z =
! +i2?, and we may write it as

€(z) = €'(z,y) +ic’(z, y).
The finite transformations are then the holomorphic transformations:
z = f(2),

with f(z) a holomorphic function on C. As there are infinitely many linearly
independent holomorphic functions, there is an infinite number of constraints on
2-dimensional conformal field theories, and therein lies their power.

Note that only the fractional linear transformations (FLTs)

az+b
|_>

2.9.3
cz+d’ ( )

with a,b, ¢, d € C have inverses on the entire Riemann sphere C = C U {oo}. So
the (global) conformal group in two dimensions is isomorphic to

PSL(2,C) = {(‘Z Z)

each matrix representing a transformation of the form (2.9.3). The constraint on
the determinant ac — bd = 1 is enforced so as not to overcount each FLT. The
Zo action identifies matrices that are equal up to an overall sign change, as they
would give rise to the same FLT. Lastly, it is easy to see that function composition
of two FLTs, f(2) = (a12 4+ b1)/(c12+ dv) and g(z) = (azz + b2)/(c2z + da):

a,b,c,d € C, ac—bdzl}/Zg, (2.9.4)

(alag + blcg)z + (CleQ + bldg)

f(g<z)) = (Claz + Cle)z —+ (Cle + d1d2)’

yields the same coefficients as matrix multiplication of the corresponding matrices
would.

It is understood that under a transformation of the form (2.9.3), maps —d/c — oo
and oo — a/cif ¢ # 0, and 0o — oo if ¢ = 0.

The fundamental conformal transformations are

10Recall that “holomorphic” means “complex analytic”, or “complex differentiable”. Com-
plex analyticity of a function f is a very stringent condition as it demands that the function
may be written as f(z) with no dependence on the complex conjugate z, and that the limit
limy,o[f(z 4+ h) — f(2)]/h must exist and be equal for h € C approaching zero along any curve
in C. However, the ability to write the function as f(z) = f1(x,y) +if?(z,y) with f! and
f? obeying the Cauchy-Riemann equations is a sufficient condition. See [28] for a brilliant
introduction to complex analysis.
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e Translations: z — z + w, with matrix ((1) lf)

, i0/2
e Rotations: z — €z, A\ € R, with matrix ‘ _09 9 ]
0 e

e Dilatations: z — A2z, A € R, with matrix (())\ )\91)

: ) (1
e Special conformal: z — —=7, with matrix <c (1)>

The latter may also be viewed as the composition of inversion (z — —1/2),
followed by a translation and yet another inversion.

In summation, the conformal algebra in two dimensions is infinite-dimensional
(spanned by the 2" for n € N), whereas the conformal group in two dimensions is
PSL(2,C). As such one must distinguish between local (infinitesimal) conformal
transformations and global ones.

Following Ginsparg [26], define a 2d conformal field theory to satisfy the following:

1. The theory consists of a set of fields {A;}, in general infinitely large and
containing all derivatives of the fields.

2. There is a subset of fields {¢;} C {A;} called quasi-primary, transforming
as

df (2)| >/

¢j(z) — 5 o;(f(2)),

with A; the scaling dimension of ¢;, under the conformal transformation

3. The rest of the fields {A;} may be described as linear combinations of {¢;}
and their derivatives.

4. The vacuum |0) is invariant under the global conformal group.

One note before continuing; one usually takes z and z to be independent variables
in CFT calculations, and impose that they are complex conjugates only at the
end of a calculation. This formalism yields two copies of the conformal algebra:
one holomorphic and one anti-holomorphic (holomorphic in z), and all fields are
written as explicitly dependent on z and Z. This is done in the following.

2.9.2 Radial Quantization

Following Ginsparg in [26], we need to introduce the quantization procedure for
conformal QFTs. One of the strengths of a conformally invariant theory, is that
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it allows us to change coordinates to any locally equivalent coordinate system,
which may simplify a problem greatly. The process of radial quantization is one
such application. First, consider the coordinates ¢ = 0% + io!, letting ¢° denote
the “time” and o' the “space” dimension. Compactify the spatial coordinate
o! to eliminate infrared divergences: o' = o' + 2, thus defining a cylinder in
the 0%, ¢! coordinates. These coordinates may be mapped back to the complex

plane via the conformal map
(2= =t (2.9.5)

Now, the infinite past and future 0° = £o0 are mapped to z = 0, oo, respectively,
and “equal time surfaces”, o = constant, are circles centered at the origin of
C. To define a QFT on C, we need to find the operators that implement the
conformal mappings. This is the procedure of radial quantization. As an example,
the Hamiltonian can be viewed as the dilatation generator, because a dilatation
on C, z — €%z is equivalent to a time translation 0° — ¢ + a by eq. (2.9.5).

2.9.3 The Stress-Energy Tensor

Generally in field theory, exact symmetries are equivalent to conserved currents
and charges by Noether’s theorem. Conformal transformations corresponds to
a rescaling of the metric tensor, the stress-energy (or momentum-energy) tensor
is the response of the action to a variation of the metric (see Appendix B), and
a symmetry should leave the action invariant. As such, we should study the
stress-energy tensor.

For an infinitesimal conformal transformation (in the real coordinates) x' —
x' + €', we have

05 ~ /deTij(SGij = /d%ﬂj(é-e)ézj = /d%TZ((S - €),

using the result from the previous subsection. Demanding a stationary action
then amounts to demanding 7} = 0, that is, T;; is traceless. As always, the
stress-energy tensor is also symmetric: Tj; = T};, and divergence-free: 9'T;; = 0.
These relations all hold in the real coordinates.

Now, in the complex frame (z, z), we see from the line element ds? = da? + dy? =
dzdz, that the metric tensor takes the form G.., = Gz; = 0 and G,; = G;, =
1/2. The components of the stress-energy tensor in this frame is found by the
transformation properties for tensors under coordinate change from Appendix B
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and employing the complex differentiation operators'!

o _1(9 190 o _1(9 190
0z 2\dzx ioy)’ 0z 2\ox ioy)’

ThlS gives TZZ = %l(TOO — 2?:T01 — T11)7 ng = i(TOO + 2’iT00 — ,1—111>7 and ng = TEZ =
1 (Too + T11) = 0. Invoking the conservation of the stress-energy tensor yields
0=0T.. + 01z, = 0T,
0 =0Ts; + 0T,z = 0T,

because T;, = T, = 0. Finally, we see that the non-vanishing components of the
stress-energy tensor may be written as

T.=T(), T==T(z),
where (T'(2)) T(z) is (anti-)holomorphic.
A current may be defined in real coordinates by [27]

Ji = Tijej .

This current is conserved:

' J; = (0'Ty;)é + T;;0'¢ =0,
as 0'T;; = 0, and T;;0'¢ = LT;;(9'¢ + 07€') = 3(9 - €)T; = 0 where the first
equality follows from symmetry of 7;;. In the complex frame, this amounts to

J, =T(2)e(2), J: = T(2)e(2).
The conserved charge is found by integrating along a constant-time circle in C:

Q= 2%” ]{ (d=T(2)e(z) + dzT(2)e(2)) - (2.9.6)

According to Ginsparg [26], the infinitesimal symmetry variation (with the in-
finitesimal parameter €) of a field A, may be found from the equal time com-
mutator as 6.A = €[Q, A], however, the commutator needs to be defined. This
is naturally done in terms of time-ordering, which in C now amounts to radial
ordering. Define the radial ordering operator by its action on two operators A
and B as
R A B — {ADBw) el > el
B)A(z) 2] < [l

completely analogous to the usual time ordering operator of QFT. The commu-
tator now, must always be calculated in terms of the radially ordered product.
What this means is exemplified below.

HSee e.g. [28]. Another sufficient condition for holomorphicity of a function f is 8f/9z = 0,
as this only holds if the Cauchy-Riemann equations are satisfied.
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2.9.4 Primary Fields and the Central Charge

A consequence of the definition of a conformal field theory is that the correlation
functions of quasi-primary fields determine the rest of the correlation functions
in the theory. However, we may go one step further and define a primary field
®, of weight (h, h), to be a field transforming as

B(=.2) - (j_f) (g)hw(z),ﬂz)),

where h,h € R are not complex conjugates. A primary field is automatically
quasi-primary, and it is possible to show that h+h = A is the scaling dimension
of the field. Under an infinitesimal transformation z — z + €(2), Z — z + €(2),
let ®(z,z) — P(z,2) + 0.:P(2,2). We then get

0ee® = (hOe + €0 + hde + €0) @, (2.9.7)

where now 0 = 82 and 0 = 2.
z o0z

However, from the previous subsection, the transformation z — z + €(z) for a
primary field ® yields

0P (w,w) = [Q, P(w, )]

= % [dzT(2)e(z), P(w, w)]

1 _ _
= % dZE(Z) (T(Z)q)(w, w) - q)(w7 ’l,U)T(Z))

1
- — dze(z z2)®(w, w

2mi (jliblwl 7|{|<|w| ST w)
_ % dze(2)R(T(2)®(w, D)),
Clw]

where Cfw] is some curve around w not containing the origin. We also get an
analagous term with the barred quantites. Demanding equality with the trans-
formation properties for primary fields already defined in eq. (2.9.7) amounts
to demanding that the stress-energy tensor generates the conformal transforma-
tions. This is indeed allowed, and we find the following short-distance behavior
of the product operator expansion of 7" with any primary field ®:!2

b
(2 —w)?

R(T(2)®(w, @) = O (w, D) + 0y ®(w, ) +...  (2.9.8)

(2 —w)

?Recall the residue formula for complex integration: §, % f(z) = >, res, f, where the

residues are given in terms of the singularities of f contained in the contour C'. For a pole of
. T 1 d n—1 .
order n at zi: res,, f = Zlgrzlk = (4) (z — 2zk)" f(2). See e.g. [28] for further details.
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where only the singular terms are displayed. The term involving T(Z) is com-
pletely analagous. These short-distance properties may, in fact, be taken to define
the stress-energy tensor for a conformal QFT [26].

The stress-energy tensor itself is not a primary field. It can be shown that its
operator product expansion with itself yields

/2 2 T(w) + ;GMT(w) + ...

TETW) = o+ e T+ Ty

only displaying the singular terms. The constant c¢ is called the central charge
and cannot be solely determined by requiring 7' to generate conformal transfor-
mations. It will in general depend on the specific CFT under consideration. In
fact, it will be used to classify the possible allowed CFTs in two dimensions.

2.9.5 The Virasoro Algebra

One last bit of conformal formality must be introduced before we get to the
magic. Define the Laurent expansion'® of the stress-energy tensor:

= 2L, T(E)=) z"’L,
nez nez
where the coefficients are found by
1

1 _
L, = dzz"7T(2), L, = dzz" 1T (2).
i 27i

The L,, and L,, are operators and their commutation relations defines an algebra.
The commutator is calculated as before:

[Loms Lo <7{ o 7{ o me ?{ 27m) Tt R (w))

74 R (LD L

- m) Lm+n +

3
—(n” = n)0minpo »

(1 = W)mino

where the last line follows from application of the residue theorem and an inte-
gration by parts of the 0, 7T-term.

The L,’s spans an infinite-dimensional algebra, called the Virasoro algebra, and
these may be viewed as the generators of the conformal symmetries. Observe
that the commutation relation determining the algebra is uniquely defined in
terms of the central charge.

13The generalization of the Taylor expansion to a series expansion that is absolutely conver-
gent in an annulus in the complex plane where the function is holomorphic. See e.g. [29].
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2.9.6 The Conformal Ward Identity

In general, Ward identities are constraints on correlation functions reflecting
some symmetry of the system. See e.g. section 9.6 of [4] for a general discussion
of Ward identities originating from Noether currents in QFT. An important result
of CFT is the conformal Ward identity, originating from the conformal symmetry,
satisfied by the primary fields.

The starting point is looking at an n-point correlation function of primary fields
under the infinitesimal transformation z; — z; + €(z;). In the following, we
suppress the field’s dependence of the barred variables (Z;), as we consider only
the real transformation. The variation is calculated as in the previous subsection:

S point = < & (R(T )<I>1(z1)...<bn(zn))>

211

= Z <<I>1<zl)--- (]iw %E(Z)R(T( e ))) ...Cbn(zn)>
= i <<I>1(21)... (%C[Zi] %6(2) [(z —hzi)Z + - _1 5 822} <I>Z»(zi)> ...@n(zn)> ,

=1

where C' is a contour containing all z; and C[z;] only contains the specific z;.
This validity of splitting contour integrals this way is an immediate consequence
of the residue theorem. In the third line, the expansion in eq. (2.9.8) has been
written out. As the relation above is valid for arbitrary €, there is an equality of
integrands and we get:

(T(2)®:(21).. ( T ! azl.) (@1(21)... p(2)), (2.9.9)

Z—Zi

the conformal Ward identity.

2.9.7 Descendant Fields

The strength of the primary fields defined above is that they are sufficient to
represent all fields of the CFT. Generally, one may partition the fields into fami-
lies denoted [®,,], where each family contains a single primary field (®,), and an
infinite number of non-primary fields called descendant fields. These are the irre-
ducible representations of the conformal group, and between them, they contain
all the fields of the CFT: {A;} = U,[®,].
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The descendant fields for a primary field ® are extracted from the product oper-
ator expansion of the stress-energy tensor with ®:

R(T(2)®(w)) = 3(z — w)" 2L_,®(w)

1 1
= —(z — u))ZLO@ + mL_lq) + L _o® + (Z — w)L_3(I) + ..

as the Laurent expansion coefficients:

O (w) = L_,®(w) = ]{ LA

2mi (o —wyi L)) (2.9.10)

We are now ready for the first piece of magic: correlation functions involving
descendant fields may be written entirely in terms of correlation functions of
primary fields. To illustrate this, consider the correlation function of n—1 primary
fields and one descendant field ®~™. Following [27]:

<q)1(Zl)...an_l(Zn_l)@_m(Z»
= j{ d—w_;7((131(zl)...q)n_l(zn)T(w)@(z)}

2mi (w —z)m o
:]{j;f’l o 1; ( s wiziazi) (1(2). By (201)B(2))

= E,m< 1(21)---(1)7171(27171)(1)(2»»

using the definition of the descendant fields and the conformal Ward identity (eq.
2.9.9). The differential operator £_,, is defined as

:_Z< (2 — )™ A (zi—lz)m—lazi)‘

It is in general possible to write the correlation functions of arbitrary non-primary
fields in terms of those of primary fields [26].

This is an amazing fact of 2-dimensional CFTs: all the dynamics of the theory
is determined solely by the primary fields and the stress-energy tensor.

2.9.8 Universality Classes

As previously stated, 2d critical phenomena are scale invariant. In fact, at a
critical point, 2-dimensional systems can usually be modelled by CFTs with
central charge ¢ < 1.14

Nobody seems to prove this, though several authors states that it is usually the case.[3],
[26] As ¢ may be found by trial and error for any given theory [3], it may well be that all
fathomable 2d statistical mechanics models with critical behaviour have been categorized.
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Another amazing fact about 2d CFT is that it is possible to fully classify all
possible theories with ¢ < 1. This is done by demanding unitary representations
of the Virasoro algebra. The only values for ¢ where unitarity is not excluded are
given by the formula:

6

_ =34. .. 2.9.11
m(m+ 1)’ m T ( )

c=1-

Furthermore, for each such ¢ the allowed values for the conformal weight is

B — [(m +1)p —mg]®> — 1

a= Tm(m 1 1) (2.9.12)

with p, ¢ integers constrained by p € [1,m — 1], ¢ € [1,p]. For the details of this
derivation see Ginsparg in [26] and the references therein.

The powerful implication of formulas (2.9.11) and (2.9.12) is that for each allowed
CF'T there is a finite amount of primary fields, which again dictate the dynamics
of the theory. Now, it is possible to tie specific statistical mechanics models to
CFTs specified solely by a value of ¢. In Cardy [26], this is done for the Ising
and 3-state Potts models by studying the simplest possible CFTs, ¢ = 1/2 and
¢ = 4/5, and demanding consistency with their order-parameter symmetries, Z
and Zs, respectively.'®

There is thus a correspondence between the symmetry group of the order pa-
rameter of a system, and the central charge of the CF'T describing the system at
a critical point. This is a beautiful result of the CFT formalism in two dimen-
sions: each universality class is given almost uniquely by the value of the central
charge.'8 We may conclude that the unversality class of a system is determined,
first by its dimensionality, and if it is 2-dimensional, its central charge. The
problem of determining critical exponents from a given CF'T is adressed in the
original seminal paper of Belavin, Polyakov and Zamolodchikov in 1984 [30].

2.9.9 Zamolodchikov’s C-Theorem

The final important result of CF'T we quote here is a deep theorem regarding the
RG flow of 2-dimensional systems. We cite it in Cardy’s [26] wording:

There exists a function C of the coupling constants which is non-increasing along
renormalization group trajectories, is stationary only at fized points, and at a fixed
point, is equal to the value of the central charge for the corresponding theory.

15The ¢ = 7/10 model is actually in between the two of them. This corresponds to the
tricritical Ising model, that is, an Ising model where three phases coexist at the critical point.
Likewise, the next allowed central charge after 4/5 is 6/7, corresponding to the tricritical 3-state
Potts model.

16The precise statement is the ADE classification of conformal field theories.[26]
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The reader is referred to the original paper by Zamolodchikov [31] for the details
of the proof.

An immediately interesting feature of the theorem is the statement that C' is
non-decreasing along RG trajectories and takes the value of the central charge,
¢, at critical points. This means that if the system is perturbed away from a
critical point and sets out to float towards a different fixed point, the resulting
CFT is either the same one or simpler. “Simpler” here means that fewer primary
fields will be allowed by a smaller value of ¢, thus limiting the complexity of
the dynamics of the theory. This fits in beautifully with our understanding of
the action of an RG transformation as removing degrees of freedom - such an
operation should lead to a less complicated theory.

Zamolodchikov’s c-theorem also has important implications on the S-functions
of 2-dimensional systems, which is the subject of the next section.

We round off this section by mentioning that an analogue of the C-theorem, called
the A-theorem, has been conjectured for 4-dimensional systems [32]. The exis-
tence of a 4-dimensional RG potential could have very interesting consequences,
however, that subject will not be pursued here. The interested reader is referred
to the review article [33] for the current status of the A-theorem (2015).

2.10 The p-functions and Duality

The idea that the parameters of a theory will change with a scale transformation
should now be properly implanted, however, we are interested in knowing exactly
how the parameters of a Lagrangian flows in parameter space. This is determined
by the S-functions of the theory.

The -function for a parameter ¢° is defined as'”

B'({g}) = %, (2.10.1)

with ¢ = In(u/po), where u is the energy scale and pig a reference scale where the
parameters of the theory have been determined experimentally. In QFT’s they
may be found through perturbation theory using the Callan-Symanzik equation
(see e.g. section 12.2 of [4]). They may also be inferred from the shape of an
experimentally generated phase diagram. This method is particularly powerful if
the phase diagram exhibits a duality. In general, one may write 8 = (8%, 5%, ...)

1"From now on, upper indices will be used to denote physical S-functions for reasons which
will become apparent. For consistency upper indices will also be used for the parameters g°.
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defining a vector field on parameter space. The flow lines of this vector field!®
are then the flow lines of the RG-flow as portrayed in Fig. 2.6.2.

2.10.1 Dualities of Parameter Space

A duality symmetry is, similar to an RG transformation, a transformation on pa-
rameter space, leaving the generating functional (partition function) and correla-
tion functions of the theory invariant. Duality symmetries are, however, discrete
and (mathematically) reversible, whereas an RG transformation is continuous
and (mathematically) irreversible.

Consider then, a theory in which there exists a duality symmetry, D, of the
parameter ¢° in parameter space:

D(g") =d'(9), (2.10.2)

g now denoting the whole set of parameters, i.e. g = {g}. Under a change of scale,
g is subject to a flow determined by eq. (2.10.1). As the system must behave
according to both of these equations, they should commute. Following [34], the
effect of a duality transformation on a general function F'(g) on parameter space
is

D[F(g)] = F(9)-
On the same function, consider an infinitesimal RG-transformation R:
oF .
R[F(9)] = F(g9) + g B'(g)dt.
For consistency we must then demand
DR[F] = RDIF|
or ., 4F(g(9))
D|F —f =F ——
(9)+ 5 7 (g)dt (9) + — -t
. O0F . . OF 03" 0¢’
F —p'(g)dt = F -
(9) + 95 (9) (9) + 95 97 01
0
' = ; . 2.10.
B9) = 5% 09) (2.10.3)

So the p-functions must transform as contravariant vectors (see Appendix B)
under the duality transformation. This is the reason for writing upper indices

8The lines to which the field vectors are tangent.

19 At this point it is more than appropriate to point out that the renormalization group is not
a mathematical group on the grounds that integrating out degrees of freedom is an irreversible
process and hence inverses of the transformations do not exist.
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on the p-functions, they are true geometric quantities and one must distinguish
between contravariant (upper) and covariant (lower) indices, related by an ap-
propriate metric GG;; on the parameter space

Bi =Gy (2.10.4)

If a duality symmetry is experimentally observed in a system, one can thereby
put constraints on the possible g-functions that may describe parameter flow.
Depending on the type of duality, i.e., the form of dg/dg, constraints may be
very stringent, leading to [-functions uniquely determined by symmetry alone.

2.10.2 Implications of the C-Theorem

As the g-functions indeed define a vector field on the parameter space, a natural
question to ask is whether the vector field is conservative. That is - may 3 be
expressed as the gradient of a scalar field? In the case of a 2-dimensional system,
that is exactly the question Zamolodchikov’s C-theorem answers.

The function C' decreases along RG trajectories which is exactly the direction
points. From the interpretation of the gradient this yields § «x —V ', with the
gradient taken in parameter space. The exact relation is found by Zamolodchikov
[31], valid in the vicinity of a fixed point:

, 1 .. 0

"= —-—G"—C,

p 12 0¢g7

where G;; is a metric and C' is a specific combination of the components of the
stress-energy tensor. As such, the C-function can truly be though of as the
renormalization group potential.

For 3-dimensional parameter spaces, this has the interesting consequence that
the S-function is curl free:
V xpg=0.

For a 2-dimensional parameter space, g = (g', ¢%), the relation simplifies to
0B — Bt = 0. (2.10.5)

Now, assume the S-function is defined close to a saddle point of the flow. Assume
next that the C-function is symmetric with with respect to this point, in the
sense that the velocity of the RG flow into the saddle point (along the irrelevant
parameter) is equal to the velocity of the RG flow out of the saddle point (along
the relevant parameter). This situation would mean that the curvature of the
surface determined by the C-function is equal along the two principal directions
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(with opposite sign). In this very special case, we may also take the S-function
to be divergence free:

V-B=08"+05*=0. (2.10.6)

When this is the case, we define the complexified parameter g = g* +ig?, and -
function 8 = B +if3?, and witness that equations (2.10.5) and (2.10.6) together

imply

0 10N, 95 03 (05 05" _
_5( zag>6 55 3 H(agl_ag?)_o' (2.10.7)

So (3 is holomorphic in g, and anti-holomorphic in g. In such cases, the S-function
will be taken to be a function of g and g, rather than ¢' and ¢*: 3 = B3(g,9),
similarly to the analysis in the discussion of CFT.






Chapter 3

Quantum Hall Physics

3.1 Introduction

The quantum Hall effect (QHE) is one of the most studied condensed matter
systems. The integer effect (IQHE) was discovered in 1980 by Klaus von Klitzing
[35], showing that “... the Hall resistance [...] has fixed values which depend only
on the fine structure constant and the speed of light, and is insensitive to the
geometry of the device”, giving him the 1985 Nobel Prize in Physics. The paper
shows a resistance quantized as R = Ry /n with n an integer, and

Ry = h/e* = 25 812.8079, (3.1.1)

h being the Planck constant and e the elementary charge. Ry is now named
the von Klitzing constant. In 1981, Robert B. Laughlin argued that the exact
quantization discovered by von Klitzing was a consequence of gauge invariance
[36].

The fractional effect (FQHE) was discovered by Daniel C. Tsui and Horst L.
Stormer in 1982 [37], and later explained by Laughlin as an incompressible quan-
tum fluid with fractionally charged quasiparticles in 1983 [38]. This awarded the
three of them jointly with the 1998 Nobel Prize.

More recently, the 2010 Nobel Prize was awarded to Andre Geim and Konstantin
Novoselov “for groundbreaking experiments regarding the 2-dimensional material
graphene”. These experiments was, of course, measuring the QHE in graphene
[39]. Graphene is a particularly exotic material and the topic of QHE in graphene
will be revisited.

Most recently, the 2016 Nobel Prize was awarded to David J. Thouless, Duncan
M. Haldane and J. Michael Kosterlitz “for theoretical discoveries of topological

43
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phase transitions and topological phases of matter”. This led to a deeper un-
derstanding of the Hall the response in crystalline materials than the previous
gauge-invariance argument perpetrated by Laughlin, showing that the quantized
resistivities (conductivities), follow from a topological invariant, the first Chern
number, which must be an integer [40]. This would explain why the QHE is so
robust, appearing in a host of different materials and geometries. Furthermore,
in 2013, the first topological insulator, a topological phase of matter, was exper-
imentally discovered as a QHE. It seems fair to associate also this Nobel Prize
with the QHE in general.

So, since its first discovery in 1980 the QHE has sparked four Nobel Prizes. If that
was not enough, as the resistance is measured as quantized integer steps of the
Klitzing constant as accurately as about one part in a billion [41], the effect is now
used to define the Ohm, by defining the von Klitzing constant according to eq.
(3.1.1) [42]. Appropriately, the popularity of the QHE has brought about a host
of books, papers, reviews, master theses and PhD dissertations; theoretical as well
as experimental and numerical, regarding the QHE as a general phenomenon, or
focusing on specific and exotic new materials.

It is futile to try to give a complete review of this rich topic, so here only the
basics needed to understand the QHE and the work done in this thesis will be
provided. A good source for further information is [43], which the discussion here
follows to a certain extent.

3.2 The Classical Hall Effect

Discovered by Edwin Hall in 1879, the effect would carry his name into the
quantum world a hundred years later. One should always start with a quick re-
capitulation of analagous classical physics when this is possible, and in this case it
also helps to build some intuition and introduce notation and terminology. Fur-
thermore, resistivities and conductivites measured in the QHE are macroscopic
quantities, obeying relations imposed on them from classical physics.

3.2.1 The Experiment

Hall’s original experiment was performed in a thin sheet of gold leaf, 2cm wide and
9cm long. It was placed in a strong perpendicular magnetic field with current
running through in the longitudinal direction, while measuring the current in
the transverse direction [44]. The result was a measured current flowing in the
transverse direction. Figure 3.2.1 shows the general experimental setup.
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Figure 3.2.1: Experimental setup for the Hall effect with the “Hall bar”
geometry. A current is applied in the longitudinal direction to a thin slab
of conducting material in the presence of a perpendicular magnetic field. A
voltage drop Vi =V, is induced and measured in the transverse direction.

The intuitive explanation for the measured transverse Hall voltage, Vi, is that
magnetic fields change the direction of motion of charged particles, according to

the Lorentz force law
F =qv x B,

q being the charge of the particle, v its velocity and B the magnetic field. This,
of course leads to an acceleration:
_qvxB

a )
m

of constant magnitude and direction always perpendicular to the direction of
motion, constituting a circular motion. If now the transverse dimension of the
Hall bar is small enough, the electrons of the current will be dragged by the
magnetic force towards one side of the bar and charge will accumulate until
the resulting electric field, £,, matches the magnetic force. In the case of a
perpendicular magnetic field, this happens when E,q = qu4B, or

_UdB
_L’

Y

Va (3.2.1)

vq being the electron drift velocity and L, the transverse dimension. We used
here that the electric field strength and voltage drop between two points in a
material relates as V = Fd, with d the distance between the points. The result is
Hall voltage that is linear in the applied magnetic field strength, precisely what
is measured in experiment. The Hall resistance Ry, is defined as the quotient of
Hall voltage and longitudinal current:

Ry = -2 (3.2.2)

The accurate way of analysing the situation is boosting to the reference system
of the electrons in the bar with drift velocity vy in the x-direction, subject to
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an electric field in the x-direction and a magnetic field in the z-direction. The
electromagnetic field tensor then takes the shape (c=1) F'* = — % = F F?l =
—F'2 = B and all other F*¥ zero. A boost in the a-direction then yields a
transverse electric field:

E, = F* = N2A)F7" = —yu,B,

amounting to the same result as (3.2.1), given that the drift velocity is small

compared to the speed of light, so v =1/4/1 — v3 ~ 1.

For future reference, we also define the carrier mobility pu by the equation
vg = pkE, (3.2.3)

as a measure of how easily an electron maneuvers its way through the Hall bar.

3.2.2 Resistivity v. Resistance

To rid ourselves of geometric considerations, resistivites and conductivities are
used in place of resistances. The resistivity of a material carrying a current
density J, driven by the electric field E is defined as

_E AV A
P77 " ar —a

using that J = I /A, A being the cross-sectional area of the conductor and d its
length. The latter form may be used to relate the resistance with the resistivity
in a material of constant cross-sectional area. In an effectively 2-dimensional®
material, the current density is defined as J, = I,/L, (compare Fig. 3.2.1) and
the resulting resistivity is

Ly
Poc = T (3.2.4)

T

When current can flow in more than one direction in a conductor, the electric
field and current density are vector quantities and the resistivity must include
shear terms to accurately describe their relation. p then becomes a matrix and
is defined by the equation

E = pJ. (3.2.5)

IThis is a classical effect, and by no means truly 2-dimensional. The Hall bar has a well
defined thickness, but the effect is only apparent when the material is sufficiently thin. In this
case, it is appropriate to mathematically restrict the current to only flowing in two dimensions.
This restriction also translates well to the QHE regime.
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Figure 3.2.2: Illustration of measured resistivities as magnetic field strength
is increased in the classical Hall effect. See the text for explanation.

The elements of the resistivity matrix in the steady state with current only flowing
in one direction may then be defined in terms of resistances as in eq. (3.2.4):

E L

Pyy = Tj = L_iRyy
E, I,

Py J, L, Y Y (3.2.6)
E L

Pyx = J_j - L_zRyac :Ryac :RH

Combining these equations with eqgs. (3.2.2) and (3.2.1), one gets the situation
depicted in Fig.+ 3.2.2. Note also that the Hall resistivity may be written

E, wB B
ppo= L =22 == (3.2.7)

J, nevgy ne’

where n is the carrier density, i.e. the density of conducting electrons and e the
elementary charge.

3.2.3 Conductivities and Transport Matrices

The measured quantities are resistivities (resistances), but mathematically, equa-
tions are usually phrased in terms of conductivities. The conductivity is the
inverse of the resistivity:

o=pt (3.2.8)
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In this type of 2-dimensional transport phenomena the transport matrices take

the form
_ Ozz ny _ /Omz pxy
o= - : 3.2.9
(_Umy U:r:p) P <_pzy pa:x) ( )

as is derived from the Onsager relations and symmetry considerations in Ap-
pendix C. This symmetric form makes it possible to express p and o as complex
numbers:

O = Ogy + 104 P = Pay + 1Pz, (3.2.10)

where they still will be related through ¢ = —p=' = —1/p.2 This notation
has powerful implications which will be made use of later. Notationally we will
also sometimes denote the direct (longitudinal) and Hall (transverse) resistivities
Pzz = pp and pyy, = pg, and similarly for conductivities o,, = op, 0.y = op.
They are then related as®

—PH PD

Oy = ———— op = 55, (3.2.11)
P+ Ph P+ P
and
—0Hg op
= = . 3.2.12
PH 0%1 + O'%) PD U%I + a%) ( )

3.3 From Classical to Quantum Hall Effects

This section will introduce further relevant terminology regarding the QHE, be-
fore concluding with Laughlin’s theory for the integer effect, as it provides the
most intuitive? way of thinking of the system.

We now move on to consider the same general experimental setup, but in a very
cold environment (a few mK in many cases) and in two dimensions. In this situ-
ation, two dimensions is meant to be truly two dimensions in the physical sense:
current flows in materials so thin that the charge carriers (electrons) physically
can not move in the third dimension. This can be achieved by engineering cur-
rent conducting structures of thickness less than the de Broglie wavelength of the
carrier electrons.

These conditions form a system of highly correlated, strongly coupled charge
carriers, termed a 2-dimensional degenerate electron gas (2DEG).

2We define the conductivity and resistivity to be related through inversion with an additional
minus sign, so as to keep the sign of the longitudinal resistivity and conductivity positive. This
allows us restrict ourselves to examining the upper half complex plane.

30ften, one redefines the Hall resistivity and Hall conductivity to absorb the annoying factor
of —1.

4Compared to Chern-Simons theory.
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Examples of structures which achieve this Flatland Utopia for exotic quantum
effects are

e MOSFETSs (metal-oxide-semiconductor field-effect transistors): this was
the system where von Klitzing originally discovered the integer QHE. [35]
The wnversion layer, the interface between the semiconductor and the in-
sulator (oxide, usually SiOs), is an effectively 2-dimensional area.

e Semi-conducting heterojunctions: on the interface between two dissimilar
crystalline semiconductors, such as GaAs-GaAlAs and InGaAs-InP. These
types of structures are collectively termed quantum wells.

e Topological insulators: although they are characterized as insulators for
their disability to conduct currents, the surface of a bulk topological in-
sulator may still allow for charge transport, creating a 2-dimensional QH
environment.

e “Naturally” 2-dimensional materials: where layers a single atom thick can
be manufactured. Examples are graphene and black phosphorus.

It is the fact that the QHE is observed in such a multitude of different materials,
with virtually nothing in common but their dimensionality, that makes it inter-
esting for this thesis. Some of these materials are particularly interesting and all
of them will be revisited.

3.3.1 Landau Levels

From the experimental conditions outlined above, one can make some predic-
tions of the IQHE from quantum mechanics. We will assume a system of non-
interacting electrons without any sort of background potential. Consider first the
Hamiltonian of an electron in a magnetic field:

1 2
H=—(—ihV +eA)". 3.3.1
5 (iR +cA) (331)
Let the magnetic field point in the positive z-direction and adopt the Landau
gauge: A = (0, Bx,0) such that B = V x A. This way, the Hamiltonian re-
spects translational symmetry in the y-direction and we may assume plane-wave
behaviour in the wave functions: ¢ (z,y) = exp|ik,y]¢(x), yielding
R o? 1 5 2
H = —%@ —+ Em(,dc (lkay + l’) s
with w. = eB/m, the cyclotron frequency and lg = \/h/eB is the magnetic
length. This is just the Hamiltonian for a harmonic oscillator shifted along the
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r-axis. Energy levels are then given by the standard

1
En:hwc(n+§),

resulting in a huge degeneracy of one state for each value of k, belonging to the
same energy level E,,. These energy levels are referred to as Landau levels, after
Lev Landau who first solved the problem.

Following [43], the degeneracy can be estimated. The wave functions for the
harmonic oscillator have a gaussian profile localized about x = 0, so with a shift
we expect them to be localized at @ = —I}k,. Now, k, = 2mm/L, with m € Z,
and x € [0, L,], so the number of degenerate states in each Landau level is given

by
0

L L,L B
N, =2 dk, = == = L,L,— 3.3.2
P o / Y onld VP, (3:3.2)

—L. /13
defining the magnetic flur quantum ®, = h/e. This means there is one state
for each Landau level for each flux quantum through the system. We define the

Landau filling factor
N

= FL’
N being the total number of filled states.

v (3.3.3)

Dropping a voltage in the z-direction amounts to to adding a term eFE,x, E,
being the corresponding electric field, to the Hamiltonian. We may complete
the square to see that the Hamiltonian once again takes the shape of a shifted
harmonic oscillator, however, also with a shift in ground state energy, yielding
(see e.g. section 1.4.2 of [43]):

1 ek, 1 E?

2
mw?

The energy now depends on k,, lifting the previous degeneracy and introducing
an electron drift in the y-direction. The drift velocity is given by the dispersion

relation:
1 3En,ky _E,

“h Ok, B
The corresponding current density is j, = nevq, and at v filled Landau levels the
electron density is n = Br/®, yielding

Vg

2
) e
Jy = EVE@«,
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corresponding to

e2

Oy = V. (3.3.4)
This seems to be the correct result, and indeed it is. The problem, however, is
that there is no prediction of plateaux invariant to variations in B, because there

are partially filled Landau levels for general values of B. In general, we want eq.

(3.3.4), but only valid for v € N (IQHE) or v € Q (FQHE).

Also, this calculation did not take degeneracy into account. Two types of degen-
eracy contributes to the QHE, both of which will be introduced now.

3.3.2 Zeeman Splitting and Spin Degeneracy

There is an additional term in the Hamiltonian arising from the electron spin
coupling to the magnetic field (see e.g. [45]):

27_IIU,BS : B,

S denoting the spin, and pup = eh/2m the Bohr magneton. This famously leads
to an energy splitting between electrons with spin parallell (spin up) and antipar-
allell (spin down) to the magnetic field, known as Zeeman splitting. The energy
difference between the two spin states is

AEZ - ,MBQB»

where the Landé g-factor g = 2 in the low energy regime. Seemingly, this is the
same as the separation between two Landau levels, i.e. spin up in Landau level
n has the same energy as spin down in Landau level n + 1.

What actually happens in systems of strongly coupled charge carriers in dirty
systems is a renormalization of the mass and Landé factor: m — m* and g — g*.
The effective mass, m*, should then replace the masses in kinetic terms of the
Hamiltonian. Often m* is only a few precent of the original m, leading to a
massive increase in Landau energy. The g-factor is also increased, but usually
not a much as m is decreased, and hence the Zeeman splitting is in most cases
much smaller than the Landau splitting [43]. The energy spectrum is then given
as in Fig. 3.3.1, where the spin degeneracy has been lifted.

In real materials, the energy levels depicted in Fig. 3.3.1 are broadened into bands
(compare Fig. 3.3.5), and depending on the conditions of the experiment, a spin
degeneracy may yet be observed. This is achieveable with the right amount of
disorder in the system, or by effectively increasing the disorder by applying a back
gate voltage, increasing the electron density in the system, see e.g. [46] for an
example. Such systems will be termed spin-degenerate, whilst systems in which
the spin degeneracy is lifted are called spin-polarized.
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Figure 3.3.1: Energy spectrum of the simplified QH model. | 1) and | |)
denote spin up and spin down states, respectively.

3.3.3 The Brillouin Zone and Valley Degeneracy

A common way of describing single-electron dynamics in a solid is by modelling
the atoms as stationary points on a lattice, constituting sources of a periodic
potential. Consider non-interacting electrons moving in a rectangular lattice
with lattice constants a and b in the x - and y-directions, subject to a potential
V(r) = V(r+(na, mb)) with n, m integers. The wavefunctions are then restricted
by Bloch’s theorem (see e.g. chapter 10 of [47]):

Y(r) = e®Tup(r),  we(r + (na,mb)) = uy(r), (3.3.5)

where k = (k;,k,) and r = (x,y). It is well known that this kind of periodic
potential automatically yields the band structure of solids and k can be used to
label distinct states within each band. Assuming NN, and N, lattice points in
the x - and y-directions and enforcing periodic boundary conditions, one gets the

further restrictions:
6ik~r+ik,;Nxa eik-r—i—ikyNyb kr
)

yielding k, = n,2n/N,a and k, = n,27/N,b with n, € {1,...,N,} and n, €
{1,...,N,}. As such, one only needs to consider the region of reciprocal space
spanned by 0 < k, < 27/a, 0 < k, < 27/b, or equivalently

el

m
a

s s
<k, <=
Y b —_ Yy —= b?

as any point outside this region is equivalent to a point inside it. The section
of reciprocal space which spans all distinct configurations of the system within
a given band is called the Brillouin zone, B. It is the unit cell of the reciprocal
space. The centre of the Brillouin zone is termed the I'-point.
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Figure 3.3.2: Illustration of valley degeneracy in a 1-dimensional semicon-
ductor. The conduction band has two equivalent minima close to the Fermi
level Er, making ki and ks equivalent points in the interior of the Brillouin
zone. They will then contribute an equal amount to conducting currents,
yielding a degeneracy of 2. The mass gap parameter, M, interpreted as the
band gap between the top valence and bottom conducting energies is shown.

It is common to plot the band structure of a system only over the Brillouin zone,
as the pattern will be repetitive. In some materials, the energy has minima of
equal magnitude, at different values of k € B, with corresponding maxima in the
valence band energy. Those points are termed equivalent points in the interior
of the Brillouin zone and the system exhibits a corresponding valley degeneracy
equal to the number of minima contributing to charge transport. The situation
in a 1-dimensional solid is depicted in Fig. 3.3.2.

Note that if the equivalent points are situated at the corners of B, then they are,
in fact, the same point. This can be seen from a displacement of the origin of
B, as any region of the same dimensions is an equivalent representation. In this
case, a valley degeneracy is not expected.

3.3.4 Topology of the Brillouin Zone

An interesting consequence of the double-periodicity of the wave vector is that B
in the 2-dimensional case is a torus. This is seen by gluing the opposite sides of
B together in an orientation-preserving way, see Fig. 3.3.3. In the prescence of a
magnetic field, the situation is altered, but the Brillouin zone can still be iden-
tified with a torus, as will be shown here. This subsection follows the argument
found in [48].
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Figure 3.3.3: The process of gluing opposite sides of a rectangle together to
create a torus.

Starting again with a single particle on a lattice, let a and b denote the two
lattice vectors, taken to be along the x - and y-directions for simplicity, and
R = na + mb, for some n,m € Z. We now turn on a uniform, perpendicular
magnetic field. The immidiate problem is that the Hamiltonian (eq. (3.3.1)) is
not invariant under translations as a translation works on the vector potential
as A(r) - A(r + R), which is generally not the same. This means that the
translation operator and the Hamiltonian do not commute, and hence do not
have simultaneous eigenstates. Translation by lattice vectors are then not a
symmetry of the system.

To remedy this problem, first recall that a translation operator which translates
the system by R may be written as

Tr = e(i/ﬁ)R-p’

p being the momentum operator. Then recall that for an electron in an electro-
magnetic system, the conjugate momentum is given as p = mx — eA, and the
introduction of a magnetic field to a mechanical system manifests as the sub-
stitution mx — p + eA in the Hamiltonian.> This leads to a gauge-dependent
interpretation of momentum. In that spirit, introduce the magnetic translation
operators:

Tg = exp {%R (p— eA)} :

which in essence keeps the exponent equal to iR - mx. Now, TF leaves the
Hamiltonian invariant, and [T, H] = 0 (see [49] for the full argument). The new
issue is that translation by single lattice vectors a and b does not commute:

TPTY = O TPTY,

where ¢ = abB/® is the number of magnetic flux quanta through one unit cell.

5Compare this with the quantization procedure in QFTs where the replacement DPp — =10,
is made in the Lagrangian, followed by —i0,, — —iD,, = —id, + eA, in the prescence of a
gauge field.
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If, however, ¢ is a rational number, ¢ = p/q with p, ¢ relatively prime, a subset
of the translations commute:

ToTY =TYTy.

a

We may then define a new effective lattice spanned by ga and b, such that the
system is invariant to translations by lattice vectors of the form R’ = n(qa)+mb,
n,m € 7.

Now simultaneous eigenfunctions of H and T can be found: if ¢ is such a
function, the eigenvalues of unit translations are given as:

B _ _ikgzqa
quzw - 6‘ ¢ @Z)
Ty = o,
with k, and k, generalized crystal momenta restricted by k, € [0,27/qal, k, €

[0,27/b]. This once again yields the Brillouin zone torus, with one dimension
reduced by a factor of q.

States within a single band can again be labeled by the crystal momentum k =
(ky, ky), and written in Bloch form:

¢k(r) = eik'ruk (I‘) .

The periodicity properties of the wuy are given by the action of the translation
operator:

U (r + qa) = e/ by (1)

g (r 4+ b) = ™/ 1%, (1),

known as the generalized Bloch conditions.

3.3.5 Dispersion and Effective Mass

Close to the minima of the conduction band, where charge transport may occur
in a semiconductor, the energy can be approximated by a parabola. If we take a
minimum to lie at the I'-point (k,, k,) = (0, 0):

1 ([ 0?°E¢
Bel) ~ Ee0)+ 5 (55 ) ks

leading to an effective mass matrizx

. [ PEN\
"=\ Okl )y
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E(k)

<

Figure 3.3.4: Band gap closure at the Fermi level surface, resulting in a
Dirac cone and massless particles.

We may further approximate the situation by constraining all electrons to belong
either to the conducting or valence band. Then, from the Fermi-Dirac distribu-

tion:
1 1

= oxpl(Bo — En) /KT +1 | oxp[(Br — Ey)/RT] + 1

1

which gives
Ec+ Ey = 2FEF,

so the Fermi level is exactly halfway in between the conducting and valence bands.
This means that

e (PWEe—Ep)\ ' _ (PEr-Ey)\ T _ 1 (P(Ec— B\
i Ok;0k; . Ok, 0k; 2\ Okok;

bl

k= k=0 k=0

when the Fermi level is taken to have approximately zero curvature around the
['-point. Now, using the Fermi level as a reference energy, around the I'-point we
have

1 kK.
Ec(]{?)—EF%M—i‘— Z*J,
2 mi;
where 1
M = Eo(0) - Br(0) = 5 (Eo(0) - Ev(0),

is termed the mass gap parameter or Dirac mass parameter, as it is the one
appearing in the Dirac Hamiltonian (see e.g. [50]).

Hence, there are two interpretations of mass in this problem and they may in
principle differ. However, the aspect of both these mass interpretations relevant
here is that if the band gap closes, they both disappear. Closing a band gap
means, of course, that the valence and conduction bands touch, so automatically
M = 0. At this point, we may approximate the energy by a linear function.
Linear functions are odd, and so the quadratic terms in the energy expansion
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vanishes and the effective mass diverges: m;; — oo. The interpretation of the
effective mass as the reciprocal of the curvature of Ex (k) loses its meaning in that
context. However, the dispersion relation takes a familiar form. In an isotropic
medium:
E(k) — Er =~ vpk,

where vp = ( )k:O is the Fermi velocity. We hence have no mass term and
relativistic dispersion, compare FE = p for particles moving at the speed of light.
This means that particles in a closed-gap system are effectively massless.

oE
ok

In materials where this happens, the conduction and valence bands collectively

give the dispersion relation the shape of a cone, called a Dirac cone, see Fig.
3.3.4.

3.3.6 Laughlin’s Argument for the Integer Effect

The first widely accepted theory of the IQHE is Laughlin’s theory of gauge in-
variance and localization. Even though this method of understanding the IQHE
has given way to topological theories, it is included here as its resemblance to
band theory provides an intuitive picture of the IQHE. In this picture [36] one
views the quantized conductivities as a consequence of the disorder (e.g. crys-
talline impurities) apparent in any real material. The effect of this disorder is a
broadening of the Landau levels into bands, depicted in Fig. 3.3.5. At a plateau,
all states are localized at impurities and can not contribute to charge transport.
This is illustrated by the Fermi level being in a mobility gap.

Laughlin considered the “ribbon geometry”, obtained by gluing the current-
injecting edges of the Hall bar together, making a ribbon of circumference L,,
carrying a current [, everywhere penetrated by a perpendicular magnetic field
B, and subject to a voltage drop Vj, across it. The Landau gauge A = Bye,
yields a vector potential everywere pointing around the ribbon. Laughlin argued
that the current relates to the voltage drop through an adiabatic derivative of the
total electonic energy U with respect to the magnetic flux through the surface of
the ribbon, which again relates to a uniform change in the vector potential:
_oUu 10U

00 LOA

where the change in A is viewed as a gauge transformation. The consequence

of this gauge transformation on the wavefunctions is the usual multiplication by
phase:

I,

1 — explieAx /.
Now, for a delocalized state, this transformation is illegal unless
h D,

A: _— = _—
"er "L
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Figure 3.3.5: Illustration of the density of states as a function of energy in
the QHE in a disordered material. The shaded regions mark localized states,
incapable of contributing to charge transport. On a plateau, the Fermi energi
Er lies in a mobility gap consisting of localized states.

to get the correct periodicity around the loop. By this gauge invariance, adding
one flux quantum through the ribbon maps the system back onto itself. In that
case, the only increase in energy possible must arise from the transport of v
electrons from one side of the ribbon to the other. This yields

AU veV, e?
=2 ¢
Adp ¢ h

Vy,

so the Hall conductance appears in quanta of

A more detailed presentation is given in [51], where it is argued that it is nat-
ural to identify the integer v with the number of filled Landau levels below the
Fermi level. The derivation above did not take spin or valley degeneracy into
consideration, so the correct expression would be
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Ogy = gsgvyﬁa (336)
gs € {1,2} and g, € N denoting spin and valley degeneracies respectively. As
we will see shortly, at a plateau, the diagional components of conductivity and
resisitivity vanishes: pp = op = 0, so an equivalent formulation is

h1
Pay = gsgve—2;. (3.3.7)

We now move on to see what is actually observed in experiments.
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3.4 Experimental Integer Quantum Hall Effect

What is found in experiments resembles what is depicted in Figs. 3.4.1, 3.4.2 and
3.4.3. The following will highlight characteristics of the different systems.

3.4.1 Spin Polarization and Degeneracy

PH [h/e?)

1/3

1/4
1/5
1/-7@

1/10

PD
[ =°r

Magnetic field, T

Figure 3.4.1: The spin-polarized integer quantum Hall effect in a GaAs-
AlGaAs heterojunction, showing the sequence v = 3,4,6,8,9,10, and a peak
in pp about B = 67 signalling the transition to the v = 2 plateau. Modified
from [52].

The longitudinal resistance, pp, vanishes at most values of B while the Hall
resistance, py, is quantized to plateaux, impervious to small variations in B,
situated exactly on integer values of Rx. When B is sufficiently tuned, pgy jumps
to a new plateau, accompanied by a sharp spike in pp.

Shown in Fig. 3.4.1 is a subset of the sequence v = 0, 4+1, 42, ..., the O-plateau
is recognized in experiment by a diverging resistivity py — oo, leading to the
insulator plateau. This would have appeared in Fig. 3.4.1, had the magnetic field
been increased further and the measuring equipment not reached saturation. The
absence of the v = 5,7 plateaux may be attributed to experimental error.

Fig. 3.4.2 shows another oberved sequence in the IQHE. Depicted here is a sub-
sequence of the even numbered plateaux v = 0,+£2, 44, ..., namely v = 2,4,6.
Interestingly, both of the experiments in Figs. 3.4.1 [52] and 3.4.2 [46] were done
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Figure 3.4.2: The spin-degenerate IQHE in a GaAs-AlGaAs heterojunction,
showing the sequence v = 2,4,6. The experiment was done in the range
0.3-16K at a constant back-gate voltage of V;, = —0.145V. Modified from [46].

in GaAs-AlGaAs heterojunctions, each of similar characteristics. [52] uses layers
of Ipm GaAs, 10-15nm Aly3GagrAs, 140nm Si-doped Aly3GagrAs and a 20nm
GaAs cap, grown on a semi-insulating GaAs-substrate. [46] uses the same, except
with doping concentration z = 0.33 in Al,Ga; ,As and layer thicknesses 1pm,
200nm, 40nm and 10nm.

Changing the thickness of layers should not so drastically change the band struc-
ture of the heterojunction that it yields a new equivalent point in the Brillouin
zone. The degeneracy observed in Figure 3.4.2 is then due to spin, and at-
tributable to the applied gate voltage.

3.4.2 Spin and Valley Degeneracy

Valley degeneracies are rarely observed in the quantum Hall effects. Fig. 3.4.3,
however, shows a sequence corresponding to a total degeneration of g = ¢,95 = 4.
As spin degeneracy can only account for a factor of 2, there must be at least two
equivalent points in the interior of the Brillouin zone.

Fig. 3.4.3 exhibits the sequence v = 2,6, 10, 14, 18, considered a subsequence
of the general 42, 46, £10, ... The extraordinary characteristic of this sequence
is the fact that there is no O-plateau. The consequence is that Laughlin’s ex-
planation cannot be the whole truth as egs. (3.3.6) and (3.3.7) clearly predict
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Figure 3.4.3: The spin and valley degenerate IQHE in graphene, showing
the sequence v = 2,6,10,14,18. The experiment was done at 30mK and a

back-gate voltage of 15V. Modified from [53].
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Figure 3.4.4: Room temperature IQHE in graphene, showing the plateaux
v = £2. Note the missing 0-plateau. The experiment vas done at 300K at a

strong magnetic field of 29T. Modified from [54].
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insulating behaviour for v = 0.

The lack of a zero plateau is confirmed experimentally, portrayed in Fig. 3.4.4.
That experiment is also particularly interesting as it was performed at room
temperature, that is, T'= 300K.

The lack of a zero-plateau, quadruple degeneracy and room temperature QHE
are all novel features of graphene, a very exotic material which deserves special
mention.

3.4.3 Graphene

Graphene is a relatively new material with tons of possible applications. During
the past decade a morass of research has been dedicated to this material and its
(hypotethical) cousins stanene, silicene and germanene. Whole books have been
written solely about the physics of graphene® and it is, again, an impossible task
to give a complete review. Presented here are some key aspects of graphene in
relation to the QHE.

Graphene consists of carbon atoms structured in a hexagonal lattice. What
makes it so special is that the lattice can be manufactured a single atom thick.
This automatically yields an effectively 2-dimensional system. In addition, the
hexagonal lattice must be viewed as two inequivalent triangular sublattices in
order to define lattice vectors for which the system is translationally invariant,
and which spans the entire system. The two sublattices may then share the set
of lattice vectors, but two distinct origins is required. The situation is depicted
in Fig. 3.4.5.

The Brillouin zone, B, of graphene is also a hexagon, and the band structure of
graphene has siz equivalent points, situated at the corners of B [55]. Generally
when equivalent points are situated at the corners, no valley degeneracy is ex-
pected because the points would, topologically, be the same point (see subsection
3.3.3). Graphene is different. Because of the subdivision of the lattice, B too is
subdivided into two inequivalent subtriangles, each with three equivalent points
at their corners. There are then two distinct groups of equivalent points at the
corners, and the situation is as if one has two equivalent points in the interior of
B: a valley degeneracy of g, = 2.

This fact is also seen by a simple translation of the unit cell B in reciprocal space
of any magnitude less than the dimensions of B. This action will leave exactly
two equivalent points in the interior. Whichever points they are, they are usually
named K and K’ and called the Dirac points, for reasons explained shortly.

6See [55] for a thorough study of experimental and theoretical aspects of graphene
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Figure 3.4.5: Honeycomb lattice structure of graphene and its division into
two sublattices.

Another novel feature of graphene is its relativistic dispersion relation. As we
have seen (subsection 3.3.5), a relativistic dispersion goes hand in hand with a
closed band gap and linearized energy, and this is exactly what happens at the
Dirac points: Dirac cones form. This means that the mobile electrons in graphene
move at the Fermi velocity and are effectively massless.

Indeed, in a massless Dirac theory, the Hall conductance in graphene takes on
the observed value [56]:

1\ e? e?
awy = gsgv (V =+ 5) E = 2(277, =+ 1)E7

where the extra term of 1/2 can be interpreted as a consequence of the lowest
Landau level being half filled at charge neutrality [55]. This implies that the
v = 0 level has exactly half the degeneracy of the v > 0 levels.

3.5 Fractional Quantum Hall Effect

The FQHE will not be covered at length here. What is important to this thesis
is that the experimental results coincide with the predictions of the theory to be
proposed in the next chapter. The general situation in the FQHE is that the
measured Hall conductance is a rational number in units of € /h:

2
Oy = %g (3.5.1)

with p,q € N relatively prime.

The original discovery of the FQHE by Tsui and Stormer [37] found the 1/3
plateau in a GaAs-AlGaAs heterojunction. Illustration from an experiment in a
semiconductor heterojunction is shown in Figure 3.5.1.
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Figure 3.5.1: Fractional quantum Hall effect in a GaAs-AlGaAs structure

with high carrier mobility. p;, and p,, are plotted together, not to scale.
Modified from [57].

A striking feature of the fractional plateau structure depicted in Fig. 3.5.1 is that
they seem to be constrained to filling factors, v, with odd-number denominators.
This is indeed what is normally observed.” Note that the material used in this
experiment is a GaAs-AlGaAs heterojunction, the same type of structure used
as an example of IQHE in the preceding section.

The experimental condition for observing FQHE, rather than IQHE seems to
rest entirely on the electron mobility: FQHE is observed in very clean samples
with little disorder. This means a higher mobility. In [57] (Fig. 3.5.1) the carrier
mobility was p &~ 1.3 - 105cm?/Vs, compare with p = 4.1 - 10%cm?/Vs and p =
3.79 - 10*cm?/Vs in [52] (Fig. 3.4.1) and [46] (Fig. 3.4.2), respectively.

Graphene displays a peculiar behaviour in the FQHE as well. FQHE was dis-
covered in graphene in 2009 [58] [59], in suspended graphene devices: free of
any substrate that leads to additional disorder. A recent study [60] found the
sequence

R 5.2
YT 3355 T T Y (3.5.2)
for v < 1, and
48 10 14
V=T (353)

"Even-numbered denominators (half-integer) effects have been confirmed at present.
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for v > 1. The special feature is that for v > 1, the plateaux seems to be
constrained to fractions with even numerator.

3.5.1 Laughlin’s Argument for the Fractional Effect

As already mentioned, the FQHE is described by Laughlin as an incompressible
quantum fluid with fractionally charged particles. This description suggests that
the FQHE is due to a new kind of correlated many-electron ground state. Laugh-
lin argues this wavefunction for this state of N non-interacting electrons takes
the form [38]

(21,0 28) = (H flz — zk)> exp (—%1 Z \z¢|2> : (3.5.4)

j<k

in complex coordinates z; = z; + y; and units [ = 1. He further argues that
the condition for the system to be in the lowest Landau level is that f(z) is a
polynomial and that conservation of angular momentum means that the order of
the product in eq. (3.5.4) is L, L being the total angular momentum. Further-
more, the antisymmetry of the fermionic wavefunction v restrains f to be odd.
The result is that f is of odd order m, with m the angular momentum of a single
particle in the composite multiparticle ground state.

Laughlin goes on to show that this yields an effective fluid of quasiparticles
of charge e/m. By gauge invariance arguments similar to those discussed in
subsection 3.3.6, this gives the conductance e?/(mh), explaining the experimental
value e€2/(3h) found by Tsui and Stormer [37].

Laughlin’s original procedure does, however, only predict plateaus of the form
v = 1/m with m odd and not the more general v = p/q. Over the years, certain
modifications to Laughlin’s model have been proposed in an attempt to explain
the complete effect. An intuitive explanation arises from a proposed degeneracy
of the ground state: if the degeneracy level of the ground state is p, then p flux
quanta would have to be added for the system to return to its original state by
the Laughlin argument. This would yield the Hall conductance pe?/(mh). The
introduction of this degeneracy may, however, seem quite suspicious, taking into
consideration that Laughlin’s trial wavefunction (3.5.4) seems non-degenerate,
and that non-degeneracy in the case of electrons on a sphere has been proved.
See [61] and the references therein for a more complete discussion.
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3.6 Topological Arguments

The explanations for the QHEs up until this point constitute a patchwork of
ad-hoc theories and modifications, usually taken in constrained geometries. One
would expect much more general arguments for such a universal phenomenon.
This was achieved with the development of topological theories. Readers whose
topology and differential geometry are a little rusty are advised to look through
Appendices A and B for a recapitulation of the most important concepts.

3.6.1 Berry’s Phase and the Berry Connection

The cleanest way to introduce the QHE as a topological phenomenon is through
the Berry connection, and the cleanest way to introduce the Berry connection
is through the Berry phase. As such, these concepts are introduced here. This
subsection mainly follows mainly [45] for the introduction of Berry’s phase and
[43] for the introduction of the Berry connection.

We start off by considering a general Hamiltonian as a function not only of
coordinates and velocities, but also of the set of parameters {g;} defining the
theory: H = H({g¢;}). In section 2.6 we saw that this is indeed the correct way
to view a Hamiltonian. Now, imagine the system this Hamiltonian is describing
being in the n’th energy state: [1,). We will explore how the state evolves if the
parameters of the Hamiltonian is varied.

The adiabatic theorem (see e.g. [45]) states that if the parameters are varied while
the system is in the n’th energy state, the state will evolve into the n’th state
of the new system with new parameter values, given that the variation is done
adiabatically.

If then, the parameters are varied adiabatically from the initial point {g?} in
parameter space, through some closed loop {g;(¢)}, t € [0,T], and end up back
again at {¢?}, the system should return to the original state up to a possible
phase difference

[0a(T)) = U(T)n),

with U(T) some phase. To compute this phase, observe that in general, for any
point {g;(t)} along the curve in parameter space, we would have

[0a(t)) = U®)[a({g(t)}).

Taking the time derivative:

0 ~ . .
5B = U1) + U1,
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and finally the inner product with (¢),,|:

~ 0 =~ . .

L e — 0t 25D
OAHOI) = U + (Gl 1)
U i .
5 = _EEn(t) - <wn|vg|wn> '8

U(T) = exp {_% /0 Bt 1 Jqf A dg] , (3.6.1)

where in the second line, we invoked the Schrodinger equation, and in the third
used that U* = U™! for a phase and wrote the parameters {g;} as a vector g. In
the fourth line, we see that the terms contributing to the phase is the standard,
dynamical contribution, and the closed loop integral of a vector field over the
parameter space. This contribution is known as the Berry phase, and the vector
field is the Berry connection, defined here as

A= i<¢n|vg|wn>a
where the gradient is differentiating with respect to the parameters g;.

Now, the Berry connection is constructed from the states [¢,), and the choice
of these intermediate states is only unique up to a phase. Consider then, if
a different set of states, expliw(g)]|¢n), were chosen. The Berry connection is
altered as

A = (e OV @) 4h,) = A + iV, w,

which is reminiscent of a U(1) gauge transformation, and does not alter the inte-
gral in eq. (3.6.1). Indeed, the Berry connection is a proper one-form connection
as discussed in Appendix B. We may then compute the Berry curvature (or Berry
field strength) as

The curvature is then independent of the states used to define the connection as
per its gauge invariance. The curvature F', that is, the curvature of the vector
bundle with base space the parameter space of the system, is then to be considered
a topological artifact of the system.®

Finally observe that through Stokes’ theorem, the integral in eq. (3.6.1) may now

be written as
[F

which is manifestly independent of the specific construction of A.

8The term ’vector bundle’ is not defined in Appendix B, but think of it as a fiber bundle
where the fiber is a vector space.
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3.6.2 Hall Conductivity as the First Chern Number

We are now ready to show that the exact quantization of the IQHE is a conse-
quence of a topological invariant. This subsection follows mainly [48]. Elements
from [43] are also used, and that reference is recommended for an introduction
to the Chern form and number.

First, recall the results of subsection 3.3.4. If one models the QHE as non-
interacting electrons in a 2-dimensional lattice, subject to a perpendicular mag-
netic field, the Brillouin zone is a torus and the wavefunctions for single particles
may be written in Bloch form. Letting the index o denote a single band, write

Ui (r) = M ug(r),

with k labeling the different states within the band «. The Schrodinger equation
for a single particle may then be rewritten as

H(k)uy = E%ug,
with H (k) = 5= (—ihV + hk 4+ eA)? + V(r), V(r) denoting the periodic lattice
potential.

Our starting point is the linear response formula for charge transport in the
quantum Hall effect: the Kubo formula, which takes the form

Z (Vy)as(Ve) s — (V2)ap(Vy) o

— 552
Oy = —1€°h (Bo — P2 5

Ex<Ep<EP

where the sum is over all bands of energy less than or greater than the Fermi level.
The v’s denote the matrix elements of the velocity operator v = (—ihAV + A)/m,
and may be found from the dispersion relation of the Hamiltonian:

Vi)aB = £ Uy

(0an = 3

u§>
1 ou’
— B8 o a k
h(E E )<uk 8ki>

Duig u§>’

with ¢ = x,y, and the inner product is taken over real and reciprocal space.

1 OH

Ok;

Inserting this into the Kubo formula yields
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ony = =i 3 (v () Oe) — (oo (o) )

Ee<Ep<ESP
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where 9; = 0/(dk;). Inserting the identity > (Ju)(ug| + |[ul)(uf]) = 1,

Eo<Ep<EP
yields for one filled band, a:
a 62 1 2 « « « a
ny = zz—m d°k ((82uk\31uk> — (81uk|82uk)), (362)

with the inner product taken only over real space. However, observe the similarity
of this form of the conductivity with the form of the Berry curvature of section
3.6.1. Indeed, if we define the Berry connection as before:

A; = iuy|0i|uy),
we see that the curvature
Fyj = 0;A; — 0;A; = i ({Oyuy|Ojuye) — (Ojuse|Opuy))

or

F = 0,A;dk' A k7.
Then, eq. (3.6.2) may be written as

e 1
¢ = F 3.6.3
aa:y h 27T T2 ’ ( )

where the integral is over the entire Brillouin torus (recall subsection 3.3.4).
The quantity %F is known as the first Chern form, and its integral over a torus

1
_27T T2’

Cy

is the first Chern number. The amazing fact is that the first Chern number is
always an integer, independent of the particular connection chosen to calculate
it. It is given only in terms of the topology of the principal U(1)-bundle where
the connection A lives, see e.g. the chapter on Chern-Simons theory in [62] for
a formal proof. The total conductivity is finally obtained by summing over all
contributing (filled) bands:

2
€ 2 : o
Ogy = —E Cl( )

The transition into viewing the QHE in terms of topological features signifies an
upheaval from the old Laughlin picture of localization. Impurities, where local-
ization of charge carriers take place, do indeed seem irrelevant in this discussion.
This is also the power of the topological understanding of the problem. The ro-
bustness of the QHE, i.e. the fact that it manifests in widely different materials
and under different conditions, may stem from the fact that these differences do
not alter the topology of the Brillouin zone.
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3.6.3 Hofstadter: A Possible Fallacy

There is a certain point in the above argument that is immidiately suspicious.
Recall, again, subsection 3.3.4, where it was shown that the Brillouin zone is a
torus, even when magnetic fields are present. That argument rests entirely on the
condition that the parameter ¢ = abB/®g, with &y = h/e, is a rational number.
Now, in a world where everything is quantized at the most fundamental level, it
is indeed reasonable to assume that ¢ = p/q, with p and ¢ two (possibly very
large) integers. In any case, one certainly never measures irrational numbers,
that is by default an impossibility.

It is, however, worth mentioning that the case of electrons moving in 2-dimensional
lattices had already been studied quite a lot before the discovery of the QHE. One
of the most notable theoretical studies was performed by Hofstadter in his 1976
paper “Energy Levels and Wave Functions of Bloch Electrons in Rational and
Irrational Magnetic Fields” [63], where he derives his famous butterfly. The con-
dition set by Hofstadter for wether a magnetic field is “rational” or “irrational”,
is precisely that of ¢ being rational or irrational.

For ¢ € Q, the butterfly spectrum for the energy, see Fig. 3.6.1, is obtained,

{¢}

Figure 3.6.1: The energy spectrum of an electron on a lattice in a strong
magnetic field: the Hofstadter butterfly. On the horizontal axis is the reduced
energy, €, and the vertical axis is the rational part of ¢, denoted {¢}. The
spectrum has been generated by the procedure outlined in [63].
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whereas when ¢ is irrational, the spectrum is homeomorphic to the Cantor set:
an uncountably infinite set of measure zero.” The butterfly spectrum fits nicely
into the QHE picture, with its discretized energy plateaus at fractional values.
The odd-denominator fractions even plays a special role in Hofstadter’s model
as well (compare with odd-denominator FQHE). The reader is referred to the
original paper [63] for the details.

Now, for an energy spectrum in the form of a Cantor set, the situation is sig-
nificantly different. Recall Laughlin’s argument for the integer effect (subsection
3.3.6). There, the conductivity was linked with the electronic energy. If the
energy spectrum is a Cantor set, this necessarily means there will be irrational
numbers lurking in it.!° In that case, there will be irrational plateaux of the
QHE. However, speaking of plateaux at all could be meaningless in that context,
as they could in principle be infinitely close to each other, making the conduc-
tivity spectrum of the QHE a Cantor set of its own.

That situation is incompatible with the QHE. One may debate the realism of ¢
being an irrational number. The rationals are, after all, dense in the real numbers,
meaning that for any z € R, rational or irrational, there are elements of Q
infinitely close to it. It is, however, unsettling that measurable quantities should
depend on the rationality or irrationality of a certain number, as arbitrarily small
perturbations in that number would drastically affect what is measured. This is
a point Hofstadter himself makes in [63].

3.6.4 Chern-Simons Theory

Now it is time to turn to the cutting edge forefront of modern condensed matter
physics: topological effective field theories. The details of Chern-Simons theory in
topological terms will not be reviewed here, as it is cumbersome and not essential
to this thesis. However, take note that the exact form of the Chern-Simons action
(see below) can be properly motivated from topological considerations alone (from
the second Chern form F' A F'). See e.g. [62] for a solely topological argument.

The Chern-Simons theory is an effective field theory in the sense that renormal-
ization will not alter the parameters drastically, that is, it is a theory in the
vicinity of an attractive fixed point. It is this point of view that we will adopt
here, in constructing it. In the following, set A = ¢ = 1.

First, recall the discussion of subsection 2.8.2. In constructing the effective field
theory, only terms with parameters of zero or positive mass dimensions are al-

9Basically meaning it is there and it is huge, but it has zero area.
10Recall that the set of all rationals, Q, is countable, as it is in principle possible to system-
atically tabulate all rational numbers.



72 Quantum Hall Physics Chapter 3

lowed in the Lagrangian. The other fundamental restriction we put on the theory
is that of U(1)-gauge invariance. As we work in d = 3, that is, (2+1), all terms
in the QED Lagrangian (eq. (2.8.2)) are allowed. However, none of them gives
rise to the QHE in the following sense (see [43], or [64] for the entire argument).

In any action-based theory, the functional derivative of the action with respect
to the vector potential yields a current. For instance, with QED:

L, 0SS 0 d 7o e,
= e =5 e [ deirea,) = e

the Dirac vector current. In the context of the QHE, the current needs to be
related to the electric field, via the vector potential. The proportionality factor
will then be the conductivity matrix. The QED Lagrangian lacks terms with this
feature.

Indeed, any Lagrangian term constructed from E or B (such as the F),, F*-term
of QED) is immediately out of the question, as these are only proportional to the
derivatives of A, not A itself. Any term including matter fields, such as 1, are
also out as there should be no matter fields in the expression for the current.

Now, by some kind of miracle, in (241) dimensions there is exactly one term
obeying all these constraints [64]. The resulting action is termed the Chern
Simons action:

SCS = % /d?’xe“"”A#&,AP, (364)

where €#*? is the totally antisymmetric symbol defined by €"'? = +1. Recall that
the mass dimension of e is 2 — d/2, and that of A is d/2 — 1. The combination
A,0,A, then has mass dimension 2 with d = 3, so automatically [k] = 1 = [¢?],
exactly what is expected from a conductivity.

Take note that the integrand, i.e. the Lagrangian term, is not gauge invariant.
The transformation A, — A, + 0,« yields

k
Scs — Scs + EE“VP / d%@u(a&,AP).

Usually, integrals of total derivatives may be taken to be zero by the divergence
theorem, but this is not necessarily the case here. The problem is that « is not
necessarily single valued [64], it is only defined up to a shift n2m, n € Z.

The reader is referred to chapter 5 of [43] and chapter 2 of [64] for the full
argument and calculation of the transformation properties of Sgc. Here, the

result is merely quoted:

27k
Ssc — Scs + % (365)
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This looks bad, but remember that the action only enters the QFT formalism
through the generating functional

Z[A] = / DAeScs

and so the generating functional, and by extension the physics it describes, is
indeed gauge invariant on condition that e% € Z, that is, k = e*v, with v € Z.
Now, restoring SI units, we get

k= %I/,
with v € Z.
Finally, the current can be found:*!
0S k
o= 22 _ Y owp A 3.6.6
7754, T 2t ’ (3.6.6)
specifically
€
Jy = %I/Ex,

gives the correct value for o, in the IQHE.

The FQHE may also be explained with an effective action, by adding another
U(1) gauge field with a similar Lagrangian term to the action. See e.g. [64] for
this construction.

3.6.5 The Effective Low Energy Lagrangian

Topological theories are powerful, and well accepted in condensed matter physics
today. The fact that the conductivity quantization is protected by a topological
invariant has deep consequences for our understanding of the QHE. It explains
why relatively simple models (i.e. non-interacting electrons on a lattice) yields
such accurate results about the QHE: the measured quantities are given in terms
of the topology of the problem, and are invariant to “perturbations”, such as
material specifications and impurities.

The fact that one model, specified by the Chern-Simons action, may explain the
QHE as a whole near the plateaux rings the familiar bell of universality. As is
illustrated in Fig. 3.4.2, the temperature is a natural scaling parameter: it is
in the limit 7" — 0 one gets the flat plateaux and discontinuous jumps between

1See [43] for this derivation. There is a non-trivial factor of 2 arising from a counterintuitive
integration-by-parts.
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them. It is then natural to identify 7" with the scaling parameter and the plateaux
(ow,0p) = (e*v/h,0) with the attractive fixed points.

We would like to study the flow of the QHE in parameter space, as parametrized
by T'. The problem with doing this in the framework of Chern-Simons theory,
however, is exactly the argument that allowed us to construct the Chern-Simons
action in the first place: it is already completely renormalized. This means that
it yields accurate results in the vicinity of any given fixed point (plateau), but
can not be used to study transitions between attractive fixed points, or flows
further away from fixed points.

Thus, Chern-Simons theory cannot be used in constructing S-functions for the
QHE. However, one does not always need to know a specific action or Lagrangian
in order to put constraints on S-functions if dualities are present, as discussed
in section 2.10. The preceding discussion on topological effects does, however,
motivate the following general structure of the low-energy effective, but not com-
pletely renormalized, Lagrangian (as suggested in [65]):

L = ogLiop + 0pLyxin,

with Ly, being a topological coupling term and Ly, a kinetic term. This means
that the conductivities should be viewed as the parameters of the theory, and we
should study RG flow of the parameter o = oy +iop, or equivalently p = py+ipp.

3.7 Universality and Duality in the Quantum
Hall Effects

To further motivate the use of the word “universality” in the context of the QHE,
we must turn to experimentally observed values of critical exponents. Another
experimental fact of the QHE is the so-called semi-circle law: it should also be
taken into account in determining the structure of the parameter space. These
are the themes reviewed in this section, before we round of this chapter with the
dualities that are to be expected in the QHE parameter space, and the restrictions
they put on the g-functions.

3.7.1 Critical Exponents

As was rewieved in chapter 2, equality of critical exponents classify systems into
universality classes. Even though the many quantum Hall effects can be quali-
tatively described by a single model, equality of the critical exponents provides
the true justification of an RG analysis of the QHEs.
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The critical exponent most often quoted in QH experiments is called x, which
can be found in two ways [66]:

Opu - .
(8_3) x T or ABxT", (3.7.1)

AB denoting the distance between two extrema in (9pp/dB)”". Recalling the
terminology of subsection 3.3.6, both (aap—g) and AB represent measures for the
range of delocalized states at temperature 7' [67]. Another critical exponent
sometimes qouted in the QHE is v, the critical exponent for the correlation
length, defined in section 2.3. In these systems, the exponents v and k are also
related through k = p/2v, p being the critical exponent for inelastic scattering
length, or quantum coherence length: L oc T7?/2. v is the exponent usually
calculated in numerical approximations, and p is generally accepted to be 2,
although some discrepancies exists [68]. In any case, x is by far the most used

critical exponent experimentally, and as such it is the one quoted here.

Table 3.1 shows the experimentally obtained critical exponent s for a variety
of transitions, including two fractional transitions, in different materials. The
most often qouted value of kK = 0.42 is within the experimental error of all the
reported values included here. Although the universal nature of x has been
brought into question by several authors (see e.g. [66], [69] and [75]), table 3.1
indicates that a large subset of the QHEs should belong to a single universality
class. Furthermore, each transition has a similar critical exponent, hence dualities
should exist between each plateau, fractional and integer. That is, all plateaux
of the QHE should be in the same universality class.

3.7.2 The Semi-Circle Law

Another interesting experimental feature of the QHESs is the semi-circle law. It
states, quite simply, that plotting the measured data points (o, 0p), or equiva-
lently (pm, pp), as parametrized by the applied magnetic field or back-gate volt-
age, traces out semi-circles in parameter space. The situation is depicted in Fig.
3.7.1. The semi-circles in the IQHE of that experiment are centered on the hor-
izontal opy-axis at half-integer values of e?/h, with radii e?/2h, such that the
endpoints are on plateau values.

Even though Fig. 3.7.1 depicts the situation for the full integer sequence, semi-
circles with endpoints at the critical points emerge in every IQHE, with increased
precision for " — 0. As such, the dualities of the QHE should respect semi-circles
in general.
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System
[References|

1—0

2—1

3— 2

4 — 3

5—4

6—5

+6 — £2

S\
W=

wiN
[Sy[eH]

InGaAs/InP
[67]

0.42(4)

Al,Ga;_,As/
Alp 33Gag g7 As™
[69]

0.42(1)

0.42(1)

0.42(1)

Al,Ga;_,As/
Aly33Gag g7 As™
[70]

0.42(1)

HgTe Quantum Well
[71]

Graphene™*
[72]

0.41(4)/
0.37(5)

AlGaAs-GaAs
[73][74]

0.43(2)

0.38(4)

Table 3.1: Experimentally estimated values for critical exponent x in the
QHE. Columns correspond to the respective transition the exponent was ob-

tained for.

*x ranges from 0.65% to 1.6%. It is worth noting that in this experiment,
values for £ up to 0.57 was obtained for doping concentrations outside this

range.

e = 0.85%.

*#k Different values using dpg /0B and AB respectively.
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Figure 3.7.1: Example of the observed semi-circle law in the IQHE in an
InGaAs/GaAs structure. The curve (og(B),op(B)) traces out a semi-circle
of radius e?/2h. Modified from [76].

3.7.3 Dualities for the Quantum Hall Effect

We now have sufficient information about the QHE to make a prediction about
the [-functions. Here, we start with the “simplest” case of dualities. Later, it
will become apparent how they must be altered. From now on, we will work in
units e?/h = 1, for simplicity. The parameter space with coordinates (o, 0p)
will be termed H, for reasons which will soon be revealed. We will model H in
complex coordinates, as explained in subsection 3.2.3, and write ¢ = oy + i0p.

Firstly, the simplest integer effect: a completely non-degenerate QH system,
exhibiting the full integer sequence. Then, the fixed points in H are located at
o = v, where v € Z. Since every fixed point belongs to the same universality
class, one duality should be a simple translation in og:

T:0—0+1. (3.7.2)

The form of the translation generalizes naturally to the other integer effects.
Even in the fractional case, as depicted in Fig. 3.5.1, a translation of 1 should be
included, e.g. in mapping the plateaux 1/3 — 4/3 and 2/3 +— 5/3. Demanding
translational invariance, we get the following restriction on the S-function, (o) =
B(o) +iB%(0):

Ble+1) = B(o). (3.7.3)
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Periodicity alone is not a strong condition to put on the S-function, but combined
with another duality, namely inversion, it produces very strict constraints. The
existence of an inversion duality can be motivated from the fact that the system
is equally well described in the conductivities o and the resistivities p, related by
p = —o 112 That is, we study the -functions transformation properties under

S:or —o L. (3.7.4)

From egs. (2.10.3) and (3.2.12), we get the following constraint on £:

= (0%1 - UD)ﬁl + 2040pf3° ._20'DUHB1 (of —0b)B
(0% +0B)” (0% +0B)”
_ #(a; — 0% — i2040p)(B" +i6?)
=02B(0). (3.7.5)

This is really a relation between the g-functions of p and o:

Blo)= 0 0 dot gy

dt — 9o dt
however, we will hypothesize that the relation (3.7.5) is valid for the S-function
of the o-flow on its own. That is, in units e?/h = 1, f(—=1/0) = 07 26(0) with
—1/0 being a new value of conductivity.'?

Now, conditions (3.7.3) and (3.7.5) together are very strong. They, together with
the condition that [ is holomorphic, imply that £ is a modular form of weight
—2.

The condition that g is divergence free, and thus holomorphic, is an ansatz.
The next chapter will explore the geometric constraints that should be put on
the QHE parameter space in order to justify this assumption. Then, the theory
of modular forms will be briefly reviewed to show how the [S-function may be
uniquely determined (up to an overall constant factor) from this condition.

12Compare this with the Wannier-Kramers duality of the 2-dimensional Ising model, which
maps a low temperature model to a high temperature model.

13This assumption is not very well motivated, and will indeed not hold. It is, however, a first
step towards studying modular mathematics. Further motivation for doing so will be presented
in subsection 4.4.1.



Chapter 4

Geometry of the Quantum Hall
Parameter Space

4.1 Introduction

This chapter will review mathematics that is relevant to this thesis, but in no way
included in a standard physics education. We start by introducing the Poincaré
half plane, H, a hyperbolic geometric space which will be identified with the pa-
rameter space of the quantum Hall effect. From there, we move on to the modular
group, the group generated by the transformations 7" and S of the last section,
and incidentally, a subgroup of the symmetry group of H. We will be particularly
interested in the maximal subgroups of the modular group, which are examples
of congruence groups, and holomorphic functions transforming covariantly under
their group action. Finally, these results are combined with those of Chapters 2
and 3 to make predictions about the renormalization group flow of the quantum
Hall effect.

The first connection between physics and the modular group seems to have been
drawn by Cardy in 1982, in studying phase diagrams for Abelian lattice gauge
theories with a “@-parameter” [77]. In 1989, a connection with the QHE was
made by Shapere and Wilczek [78].

The idea of rigorously including emergent modular symmetries in the QHE was
orginally conjectured by Liitken and Ross in 1992 [65], and further developed by,
among others, Liitken, Ross, Burgess, Dolan and Nissinen (see e.g. [79], [80], [81],
[82], [83], [84]). The aim of this chapter is to properly motivate all assumptions
that must be made for including modular mathematics in the QHE, and to arrive
at many of the same results as first presented by the authors mentioned.

79
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4.2 The Poincaré Half Plane

The discussion of this section mostly follows [85] and [86]. Certain aspects are
also found in [28], which provides a rather dense introduction.

The Poincaré half plane, H, is a model of 2-dimensional hyperbolic geometry.
For a definition of the term “hyperbolic geometry”, and the pure mathematical
reason for studying it, see Appendix D. This section reviews the aspects of the
half plane model important for computation. The upper half plane is defined as
the set of complex numbers above the real axis:

H={zeC|Im(z) >0}, (4.2.1)
with the line element 1?4 g
ds? = L (4.2.2)
Y
and hence metric tensor )
Y

Note that in this metric, the entire real line is infinitely far away from any point
in H. The real line thus constitutes a “line of infinity”.

4.2.1 Lines in H

Now, straight lines (geodesics) of H may be found from the geodesic equation
(see Appendix B). The connections of H are found from the metric tensor to be
2, =Ti,=ri, =-T% = —i, and the rest zero. For a curve v(t) = (z(t),y(t)),
the geodesic equation then reads

.
i (4.2.4)
v
jﬁ'2 _ y2
i+ ~0. (4.2.5)
y

Putting x =constant, the first equation is satisfied trivially, and second is sepa-
rable:

y_y
oy
yielding
Y <y,
so that
V(t) = (a, be™),
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for a,b,c € R are geodesics in H. That is, straight lines parallell to the imaginary
axis. The second set of solutions is found by first noting that eq. (4.2.4) is
separable:

Ldi _ 2dy
dt ydt
i = cy’. (4.2.6)

Substituting into eq. (4.2.5) yields
i+ =9y =0 (4.2.7)

Next, assume the geodesics are of unit speed, i.e.
U U .
Gij 7'y = E(l’g +9) =1. (4.2.8)

This is done withour loss of generality as geodesics of other speeds may be found
from reparametrization (see e.g. chapter 9, problem 27 of [87]). Substituting for
& in eq. (4.2.5) using eq. (4.2.8) yields

242
y+y—€%:0 (4.2.9)

Equating egs. (4.2.7) and (4.2.9) finally gives

y =y — 92/,
y=yv1-c?

a separable equation with solution

In yo =1,
V1-c2y2+1

for some positive constant b. Solving for y gives

%
Y= 2ot 2ot

As b, c must be positive, they may be expressed as b = e, ¢ = € for some
B, C € R. Multiplying numerator and denominator by e~(5+¢) then allow us to

write
y(t) = e “sech(t), (4.2.10)

after a constant shift in ¢. Integrating eq. (4.2.6) then yields

z(t) = e “tanh(t) + A, (4.2.11)
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Im(z) H

Re(z)

Figure 4.2.1: A selection of straight lines in H. Every line is infinitely long.
All lines displayed are parallell to one another as they at most have points in
common at infinity (the real line).

for some A € R. The other family of geodesics, (x(t),y(t)) for t € (—o0, 00),
are thus semi-circles with origin on the z-axis. Finding two classes of solutions
to the system of second order differential equations spans the solution space for
this problem: the semi-circles centered on the real line and lines parallell to the
imaginary axis from the real line to imaginary infinity are all the lines in H. Fig.
4.2.1 shows a selection of straight lines in H.

Note that given a H-line [, and a point z € H not contained in [, there exists
infinitely many lines through z not intersecting /. This is in sharp contrast to
Euclidean geometry where only one such line (the line through =z parallell to [)
may be found.

4.2.2 Congruence in H

For further insight into the workings of H, we need to know the symmetry group
of the space. This is the group of isometries: distance and angle preserving
transformations of the space. Under its group action, geometric objects mapping
onto each other will be called congruent. For example, in Euclidean space, the
symmetry group consists of translations and rotations.

Naturally, the group of isometries of H will be a subgroup of the group of auto-
morphisms of the Riemann sphere C = C U {oo0}, that is, the conformal group



Section 4.3 The Quantum Hall Symmetry Groups 83

introduced in section 2.9:

PSL(2,C) = {(Z Z) | a,b,¢c,d € C,ad — bc = 1}/22,

where each matrix corresponds to a unique fractional linear transformation:

_f(a b o (Z)_az—i-b
/7— c d 7 _CZ—Fd’

which acts on a set of complex numbers.

The problem with the group PSL(2,C) is that it contains elements that do not
conserve H. For instance, the transformation z — i/(iz) = z/|z|* would take
an element of H outside of H. To constrain this group to only map z € H as
z = 228 ¢ H, amounts to restraining the coefficients in the FLT to be real.!
The symmetry group of H is then

PSL(2,R) = { (‘i Z) | a,b,c,d € R, ad — be = 1} Zs. (4.2.12)

For FLTs given by PSL(2,R), observe that

Im(z)

I o A
m(z) = lcz +d|*’

(4.2.13)

hence, the sign of Im(z) is conserved, so any element of H is mapped back to H.

As already mentioned in section 2.9, conformal transformations preserve angles.
Furthermore, the conformal transformations map circles on C to circles on C
[85]. The fact that the elements of PSL(2,R) maps H-lines to H-lines then
follows from the fact that the extended real line R = RU {oo} itself is a C-circle
and all H-lines are subsets of C-circles orthogonal to R. Proving that the length
of line segments is invariant under PSL(2, R)-transformations is now an algebraic
exercise. We will here merely state that this is true.?

4.3 The Quantum Hall Symmetry Groups

This section marks the starting point for our exploration of modular mathematics
- a field not commonly known to physicists. Good primary sources are [88], [89],
[90], and the classic [91], which may be the one most relevant to this discussion.

1See e.g. [85] for a formal proof.

2The metric function of H may indeed by defined by demanding that lengths are measured
along H-lines and that two segments are of equal length if and only if an element of PSL(2,C)
maps them onto eachother. See [85] for this construction.
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4.3.1 The Modular Group

As shown in the previous chapter, we are looking for S-functions which transforms
in a specific manner under

1
T:z—2z+1, Sz ——.
z
The transformations 7" and S do not commute:

TS(z) =T (—1) _z (4.3.1)

z z
1

241’

and as such, they generate an infinite discrete group. As previously done with
general FLTs, we may make the identifications

T = <é D : S = <(1) _01) : (4.3.3)

in order to work with the matrix representation of the group.

ST(z) = S(z+1) = — (4.3.2)

The group generated by 7" and S is called the modular group and may be expressed
as (see e.g. [90]):

SL(2,Z)=(T,S) = {(OCL Z) | a,b,c,d € Z, ad — be = 1}, (4.3.4)

as usual, to get rid of sign degeneration, we define PSL(2,Z) = SL(2,Z)/Zs.
Also observe that as elements of PSL(2,7Z),

S? = (ST)* =1, (4.3.5)

I denoting the identity. These relations are in fact the defining relations for
PSL(2,7Z), in the sense that any two generators, T', S, obeying eq. (4.3.5) must
generate a group isomorphic to PSL(2,Z) [90].

Similarly to the group action of PSL(2,C) on the Riemann sphere, the modular
group also acts on the compactified Poincaré half plane H. A transformation
v(z) = % with ¢ # 0 takes

d
v —— 00, y:oor—>g, (4.3.6)
c c

so every real fraction is equivalent to the point oo under the group action of
PSL(2,7). This motivates the following form of the compactification of H (see
section 1.2 of [89)]):

H=HUQU {cc}. (4.3.7)
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This form of H will be referred to as the physical compactification of H.3

4.3.2 Congruence Groups

As will be shown, the entire modular group is too large, in the sense that de-
manding the f-functions to transform under the entire SL(2,Z) (or PSL(2,Z))
is too restrictive. We will then turn our attention to the maximal subgroups of
SL(2,7), called the congruence groups. As these groups are contained within the
modular group, they impose softer conditions on the S-functions.

Following chapter 1 of [89], define the principal congruence group of level N to

T(N) = {(Z 2) € SL(2,Z) ) (‘CL Z) = (é (1]) (modN)},

where (modN) works elementwise on the matrix. Recall that © = y (modN) if
x =aN +y with a € Z and y < N (see e.g. [92]). To save space on notation,
writing =y y will be taken to mean x = y (modN). Note the special case
I'(1) = SL(2,Z).

Now, a subgroup I' C SL(2,7Z) is called a congruence group at level N, if T'(N) C
[' for an N € N. Following [91], there are exactly four groups between SL(2,7Z)
and I'(2). Defining

0 —1 10
P_ST_(I 1), R_TST—<1 1)7
they are:
Ty ={yeSL2,2Z) | y=1 ory=,T) (4.3.8)
Is={y€SL(2,Z) | vy=21ory=, S} (4.3.9)
I'r={y€SL(2,Z) | y=2 1 or v =, R} (4.3.10)
Ip={y€SL2,Z) | y=o1 or y =5 P or v =y P?}. (4.3.11)

Of these groups, I'r, I'g and I's have index 3 in SL(2,Z), while I'p has index 2.
Indeed, ', I's and I'g, are furher related by conjugation:

I's =P 'I';P, g =P I'tP? (4.3.12)

3This terminology will be justified shortly. Note, however, that this version of H is quali-
tatively different from the one obtained by considering the continuation of all possible H-lines,
and subsequently uniting R, instead of Q, to HU {oo}.

4See Appendix A for the definition of the term “index” in group theory. What this essentially
means is that I'p is larger than I'x for X =T, 5, R.
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where the notation means z ' Az = {z'az | a € A}. This can be seen from the
fact that

PITP = (_? é) =5 (mod2)
P*TP? = (_1 g) = R (mod2).

The groups may also be expressed in terms of their generators as:

Iy = (T, R?) (4.3.13)
I's=(S,T? (4.3.14)
Ir=(R,T? (4.3.15)
[p=(P,S7'PS), (4.3.16)

these results are summarized in table 3 of [91].> The formal proofs of these
expressions are rather complicated, but note that they can be easily motivated
from the original definitions of groups. Take the definition (4.3.8) of I'z: T itself
is obviously a generator, and the simplest non-trivial element of SL(2,7Z) which

is =, I, and constructed from T and S, is R? = (1 0

9 1). The generators for I'g

and I'g may then be found from conjugation.

For future reference, I'(2) may also be expressed in terms of its generators 7>

and R?:
['(2) = (T? R?).

4.3.3 Modular Correspondance

There is another group, not included in SL(2,Z), which will be of interest. The
motivation for including this group will be presented later, but it is included
in the discussion here for completeness. Note first that I'r is related to I'r by
scaling z by a factor of 2,% and let

- ()

®Note that [91] uses a different notational convention than here. Also, there the second
generator for I'y is quoted as PSP~!. However, TPSP~! = R?, which is easier to work with.

6This observation is most easily made in the graphic representations of the phase diagrams
presented below.
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Conjugating the generators of I'y by G yields

GTG! — (1 2) _ 72

0 1
2, ~—1 10 o
o (0o

the generators for I'r. We thus have
g =GlrG (4.3.17)

This relation is termed a modular correspondance. We get a similar relation
conjugating the generators of I'g:

GT2G = ((1) 1‘) — 7

_ 0 -2
GSG™" = (1/2 0) =@

where the last equality defines (). Note that ) ¢ SL(2,Z), but the matrix group
generated by @ and T will still be intimately related to I's. We term this group,
obtained from the modular correspondance with I'g, I'g:

o =GIsG™' =(Q,T". (4.3.18)

4.4 Construction of the QHE Parameter Space

4.4.1 The Motivation of Shapere and Wilczek

As mentioned, Shapere and Wilczek came up with a motivation for studying the
modular group in the context of the QHE in their 1989 paper [78]. The choice
was made to include this motivation here, after the introduction of the modular
group and its subgroups. This is because prior knowledge of these groups will
help the reader understand why the results presented here are interesting.

Recall first Laughlin’s argument for the FQHE (subsection 3.5.1). It predicts
plateaux for v = 1/m with m an odd number. Following [78], given Laughlin’s
trial wavefunction valid at some filling factor v, there are two canonical ways of
constructing an approximate ground state wavefunctions at other filling factors.
The first, we will not go into detail on, but the result yields a state with filling
factor ¥/ = 1 — v. Note that this method is only valid in the limit of infinite
magnetic field.”

"See the original paper [78] and the references therein for the details.
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The other way of obtaining a new wavefunction is to multiply the old wavefunc-
tion by a factor Hi<j(z,~ — 2;)?, with p an integer. This yields a state with
filling factor v/ = (v~! 4 2p)~!. There are then two generators of symmetry
transformations of the filling factor:

v—=1—uv,
v iy tyo

It is not obvious that these are related to SL(2,Z), but introducing the variable
a=v"!—1, we get

a—1/a,
a— a4+ 2,

the generators of I'g, up to a sign change in the inversion. This is the motivation
described in [78].

The problematic first transformation, v — 1 — v, is not contained in SL(2,7Z).
However, as mentioned, that transformation is only valid in the limit B — oc.
Focusing instead on the second transformation, v=* — v~! + 2, observe that it

is equivalent to
v

%—
W

which is the transformation R? described in the previous section. Now, ex-
perimentally, the FQHE is observed in conjunction with the integer sequence
v =1,2,3,4... (compare Fig. 3.5.1). In that spirit, we may hypothesize a transla-
tional symmetry v — v+ 1. As discussed in subsection 3.7.3, all integer plateaux
belong to the same universality class, so translational symmetry makes sense. In
that case, the symmetry group acting on v is (T, R?) = I'r.

Laughlin’s theory of the FQHE is approximative in nature, so this discussion
does by no means present evidence that modular symmetries should be apparent
in the QH parameter space. It does, however, show some motivation for further
studying the effect of enforcing ezact symmetry under SL(2,7Z), or its subgroups.

4.4.2 Geometric Identification

Now, PSL(2,7Z) C PSL(2,R), so every element of the modular group is also a
symmetry transformation of H. As we wish to study functions with special trans-
formation properties under PSL(2,7Z), it makes sense to consider them defined
on a space where the geometry is invariant under PSL(2,Z).
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That is, we identify the Quantum Hall parameter space of coordinates o =
on + iop with H.8 This way, parameter flow driven by varying the magnetic
field follows “straight lines” (compare the semi-circle law, Fig. 3.7.1). Also, the
attractive fixed points of the RG flow are identified with the plateaux in the
QHE, and as such, all attractive fixed points lie on the real line (Fig. 3.7.1).°
Similarly, we assume that all repulsive fixed points of the flow lie on the real line.
With the metric given on H, the consequence is that every fixed point that is not
a saddle point, is infinitely far away from any given point of the flow, and the
assumption that £ is divergence free may be taken seriously.

4.4.3 Fixed Point Structure

As all plateaux of the QHESs lie on fractions, the physical compactification of H
defined above, H = HUQU{oc}, is indeed the set of all physically relevant points.
Furthermore, the point oo should be taken to be a repulsive (UV) fixed point of
the parameter flow for o [84]. This makes sense as the longitudinal conductivity
always approaches a finite value in the low-temperature limit. Similarly, co may
be an attractive (IR) fixed point for p in systems exhibiting an insulator phase,
the zero plateau: op = oy = 0, by the duality transformation p = —1/o.

The classification of co as a repulsive fixed point in the o-flow for all QHESs
allows for some interesting analysis. By the relations (4.3.6), all fractions are
equivalent to oo under SL(2,Z). This means that if SL(2,7Z) is the symmetry
group of the QHE, all fixed points (that are not saddle points) are repulsive. This
makes RG-flow quite difficult to achieve, and is the first step towards considering
subgroups of the modular group, rather than the full group. The nail in the coffin
for SL(2,Z) is presented in the next section.

Considering the congruence groups, recall first the definition (4.3.8) of I'y. For
any vy = (CCL 2) € I'r, the definition implies ¢ =5 0 and a =5 1 =5 d. So

the fractions —d/c, a/c, equivalent to the repulsive oo, always has the structure
(odd integer)/(even integer). In turn, this means that all fractions of the form
even/odd, and odd/odd are attractive fixed points. In particular, as 1 is an
odd number, every integer is an attractive fixed point under I'y. This means
that every integer plateau is classified as an attrictive fixed point by 'z, so
['r is a candidate symmetry group for the full (spin-polarized) integer sequence
v=0,+1,+2,..

81f this assumption seems forced, keep in mind that there is no mathematical reason to
assume Euclidean over hyperbolic geometry for an arbitrary abstract space. See Appendix D
for a justification of this statement.

9Note that the semi-cirle law is a well established feature of the QHE [93].
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Similarly, using the definition of T'g (4.3.10), a =5 1 =5 d still, but ¢ =5 0 or
¢ =5 1. The repulsive fixed points for I'g is thus on the form odd/even and
odd/odd, while the attractive are even/odd. This means that I'g includes the
spin-degenerate sequence v = 0, +2, +4, ...

For T's (4.3.9), we have a =2 0 =y d and ¢ =5 1, or a =5 1 =5 d and ¢ =, 0.
This means all fractions on the form even/odd and odd/even are repulsive, while
the ones on the form odd/odd are attractive. This gives the integer sequence
v = +1,4+3,45..., which, to the author’s knowledge, has not been observed.
However, this implies for I'g the integer sequence v = £2,+6,+10, ..., exactly
the spin and valley degenerate sequence observed for graphene.

Finally, by the same analysis for I'p, all fractions are again repulsive, and cannot
account for any integer sequence by our assumptions. For this reason, I'p will
not be considered any further.

4.5 Modular Forms

The interesting groups have been defined, and it is time to take a look at functions
with special transformation properties under their action. Again, [88], [89], [90]
and [91] are all great primary sources for the mathematical theory reviewed here.
In the following v € T, for any subgroup I' C SL(2,Z), will always mean

_f(a b or 'z_>az+b
T=\ec d v cz+d

4.5.1 Modular Forms at Level 1

Let k € Z. A holomorphic function f : H — C is a modular form of weight k if
it is holomorphic at 0o, and for all z € H, and every v € SL(2,7Z), we have

F(4(2)) = (cz + d)* f(2). (4.5.1)

In fact [89], it is enough to check this criterion for the generators of SL(2,7),
which then amounts to

Fe+D) =), f(=1/2) = 2 f(2). (45.2)

Observe that these are exactly the conditions for the S-functions, egs. (3.7.3) and
(3.7.5), proposed in section 3.7.3, with & = —2. The requirement of analyticity
at oo makes sure that the vector space spanned by modular forms of the same
weight is finite-dimensional [89]. It is, however, also a natural constraint on the
[-functions, as oo is considered a fixed point of the RG flow.
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Note that the infinitesimal (form) dz transforms as

d
dz — dvy(z) = d—Zdz = (cz+d)%dz. (4.5.3)
Then, if f(z) is a modular form of weight 0, its derivative
df 2 df
P (cz+d) . (4.5.4)

is a modular form of weight 2.

Now, the constant function mapping all z +— 0, is a modular form every weight.
There are no non-trivial modular forms of odd weight, as choosing v = —1I, gives

flz) = (=DFf(2).

For non-trivial examples of modular forms, the prototype is given by the FEisen-
stein series of weight k, the 2-dimensional analogue of the Riemann zeta function:

C(k) =327, 1/n" (see e.g. chapter 1 of [89]):

1
Eu(z) = N, - em 455
ROESY T (4.5.5)
(c,d)#(0,0)

where every pair of integers except (0,0) is summed over. The normalization
factor, Ny, is chosen so that limpy(.)—eo £r(2) = 1, and is given by the Riemann
zeta function, evaluated at k: Ny = 2((k).

However, this construction only works for even k£ > 2. For k = 2, the sum is not
absolutely convergent [89], and for k < 0, it is not obviously not holomorphic at
0.

Indeed, let My (SL(2,7Z)) denote the vector space spanned by modular forms of
weight k. Theorem 3.5.2 of [89] tells us that for k < 4, My(SL(2,Z)) = {0}.
This means, quite simply, that the functions we are looking for do not exists. In
order to keep working within this mathematical framework, the modular forms
for the congruence groups are considered.

4.5.2 Modular Forms at Level 2

Similar to the discussion of the last subsection, define a modular form of weight k
for the congruence group I' to be a holomorphic function f : H — C, holomorphic
at 0o, such that for every z € H and all y € T

F(4(2)) = (ez + d)* f(2).

It is again sufficient to check the transformational abilities of f for the generators
of T [89].
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For subgroups of I'(1), modular forms of weight 2 exists. Indeed, dim[My(T'(2))] =
2 [94]; there are exactly two linearly independent modular forms of weight 2 at
level 2.

For the congruence groups 'y, I'g, I'g, there are still no modular forms of negative
weight, however, there exists exactly one modular form of weight k£ = 2 for each
of them. Now, the physical, contravariant, S-function for the QHE parameter
space is expected to be a modular form of weight £ = —2, but lowering the index
by the Poincaré metric:

ﬂi = Gijﬂj7
we obtain a new function:
1
BN 0,5) = — (0, 5), (4.5.6)
Op

in coordinates 0 = oy +iop. Recall from section 2.10 that the physical S-function
is expected to be anti-holomorphic in ¢. Under a modular transformation, it will
then be expected to transform as

Blo,5) — (c +d)2B(0,5).

The transformational property of 5™°? is then (recall eq. (4.2.13)):

1 lco + d|* _
mod _ _— ophys — 2 nphys
6] U%B — —0% (cd+d)~°p
1
— d 2 _~ phys
(e )5
= (co + d)*Bmd, (4.5.7)

so ™4 transforms exactly like a modular form of weight 2. Note that the con-
struction with the Poincaré metric, 1/0%, necessarily breaks the holomorphic
properies of exactly one of gPWs gmed  We will assume that ™°¢ is the holo-
morphic one, as this implies that it is a weight 2 modular form.!® Also, the
assumption that the g-function is divergence free means that it can be written
as the gradient of a potential function. As ™Y is the covariant (lower-index)
function, it will be directly related to the potential: §; = 0;®, and as such may
be taken to be more fundamental than SP™s [82].

The physical g-function is then found from the relation (4.5.6), and the problem
is reduced to a possible one: finding the modular forms of weight 2 for the groups
FT? FR7 FS'

10Here we started from the assumption that BP™ is holomorphic to conclude that it is not
holomorphic. This may seem to be an uncomfortable situation, but the holomorphic properties
of the S-functions, even though they are well motivated, are assumptions. Here we have merely
switched to a slightly different ansatz: that 5™°9 has holomorphic properties rather than SPMs,
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4.5.3 The Theta Functions

This has already been done, in general terms in [82], and in greater detail in [79]
and [84]. The construction is based on the Jacobi theta-functions. In their most
general form, they may be defined as:

oo
O, (T|2) = Z eim(ntgm)’ztiver oy e M, v €R.

n=—oo

The modular nature of ©,,,(7]z) is explored in [28] and [91]. Let ¢ = €™ for
z € H and from O, define three new functions:

0a(2) = ©10(0|2) = Zq(n+1/2)2’ (4.5.8)
03(2) = ©0,0(0|2) = anz’ (4.5.9)
0a(2) = ©0.(02) = > (=1)"¢"" (45.10)

Now, 05, 03 and 6, are close to being modular forms of weight 1/2 for I'r, I'g
and I'g, respectively. This would mean the theta functions to the power of four
might be good candidates for building modular forms of weight 2. Performing
this construction directly is rather difficult, the simplest way to go about it is
first finding weight 0 forms. The derivative of the weight 0 form will then give
the weight 2 form (subsection 4.5.1).

From chapter 7 of [91], the theta functions have the following transformation
properties under 7" and S:

O3(z + 1) = ™40, (2), 05(—1/z) = (—iz)"*04(2),
O5(z+ 1) = 04(2), O5(—1/2) = (—iz)?65(2), (4.5.11)
0a(z + 1) = 03(2), 04(—1/2) = (—iz)"26,(2).
From these we can calculate
04(Rz) = 04(TSTz) = (—i(z + 1))/204(2), (4.5.12)
. 05(R?2) = 05(TST?*STz) = (22 4 1)'/26,(2). (4.5.13)

So the theta functions to the power of four have the following transformation
properties under the generators of I'r, I's and I'g, respectively:
05(T2) = —05(2), 05(R?z) = (22 + 1)%0,(2),
03(T%2) = 05(2), 03(Sz) = —2%03(2), (4.5.14)
01(T?2) = 03(2), 01(Rz) = —(2 + 1)%0;(2).
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These are exactly the transformation properties required up to some annoying
minuses. That is, the 6} are not modular forms, however certain combinations
of them are. Define

Az) = 2218 (4.5.15)
Using the relation [91]
03(2) = 05(2) + 03(2), (4.5.16)

along with the other transformation abilities for the 6;, we get:

_03(Tz) A=)

MT2) = g5y = 3o =1
A(Sz) = z;gj = 1-\2),
MRz) = N(T'ST=) = A(lz),

which in turn gives
MT?2) = Mz),
MR?2) = A(2).

So A is a modular form of weight 0 for I'(2). Similarly, modular forms of weight
0 can be constructed for I'r, I's and I'g from A. From [91] they are

A—1
YT = )\2 ) (4517)
o5 = A\ — 1), (4.5.18)
A
or =" (4.5.19)

Their invariance under the action of the corresponding generators is readily
checked. Since @7, pg and i are modular forms of weight 0 for I'y, I's and
I'g, respectively, their derivatives will be modular forms of weight 2.

Lastly, note that from the transformational properties (4.5.14), knowing that
that there are two linearly independent modular forms of weight 2 for I'(2), we
may take My (T'(2)) = Span{63,63}. Of course, any two of the three 6} will work
as they are related by eq. (4.5.16).

4.5.4 The Quantum Hall g-Functions

The potential functions ¢x, X =T,S, R are unique in the sense that the vector
space of modular forms of weight 0 for each I'y is 1-dimensional [94]. Similarly,
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the vector space of weight 2 modular forms for each I'y is also 1-dimensional [91].
However, as ¢x is invariant under ['x, any weight 2 modular form multiplied by
any power of px will still be weight 2 modular form.

To uniquely determine the S-functions, there is an additional assumption that
must be made about the potential. A reasonable condition to put on the potential
is that it is real valued. This will necessarily mean that we have to work with the
absolute value |px|. To keep holomorphic properties, we further demand that
the potential factorizes into a holomorphic and an antiholomorphic term. A more
refined argument for this assumption is found in [84]. Under these assumptions,
the simplest candidate for a potential function is

Px(0,5) = In|px|* = Inpx (o) +Inpx (), (4.5.20)
and the [-functions are given by (up to a normalization constant)

00x _ ¥ix(o)
oo ox(o)

B_)((U) XX

For X =T,S, R, this gives [84]

broc it 12ty (4.5.21)
by Cx . .
T )\]_—)\ n:01+qn7
N1 —2) — (2n + 1)g* !
BSO(X1—A°‘1_24ZW, (4.5.22)
n=0
T4+ A\ e nq2n

where ¢ = exp(imo).

Also, as T'g = GI'sG™!, with G : z — 2z, the S-function corresponding to I' is
given by
Balo) = Bs(G™'o) = Bs(0/2). (4.5.24)

4.5.5 The Family of Potential Functions

In subsection 4.4.3, the completely undegenerate plateau sequence v = 0, &1, +2, ...
was linked to I'y, and the spin degenerate sequence v = 0, 42, +4, ... was linked
to I'g. As spin-polarization may be tuned by an applied back gate voltage, it
may in principle be possible to tune a system from being I'y to I'g symmetric.
Assuming the system keeps I'(2) symmetry during the transition, the simplest
parametrization for the RG-potential is given by (see e.g. [84])

®, =In[AA -1 +cec, (4.5.25)
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c.c. denoting the complex conjugate expression and a € R. This gives a family
of C-functions, where the S-functions are given as

(9<I>a_£’1—a>\
do AN 1—=2)\

Ba(o) x = im(03 — aby), (4.5.26)

the last equality obtained by using the relation \'/\ = iw0] [91]. Observe that
(up to normalization) a = 1/2 gives 7 and a = —1 gives fg. The parametriza-
tion also includes fg for a = 2. These values for a will be termed mazimally
symmetric. Also note that for certain values of a, the S-function degenerates to
one of the theta-functions: a = 0 gives 03, a = 1 gives 01, and the limit a — oo
gives 63. Sadly, this potential family cannot include Sq.

The parameter a is believed to be some (possibly complicated) function of the
Zeeman energy and gate voltage, however it may well depend on other parameters
(B, T, g*, material constants,...) as well.

4.6 The QHE Phase Diagram

4.6.1 Maximally Symmetric Phase Diagrams

In subsection 4.4.3, the structure of attractive and repulsive fixed points for
each of the congruence groups were determined, and in subsection 4.5.4, their
respective S-functions were found. The complete phase diagram for the quantum
Hall effect may now be constructed.

Fig. 4.6.1 displays the phase diagram in parameter space for QHEs exhibiting
symmetry under the congruence groups and I'g. Here, we define phase boundaries
to distinguish regions of the phase diagram flowing towards distinct attractive
fixed points when temperature is lowered. The separatrices distinguish regions
of the phase diagram originating from distinct repulsive fixed points.

As such, separatrices connect attractive fixed points and phase boundaries con-
nect repulsive fixed points. The shapes of the separatrices and phase boundaries
are determined by the [-functions, and they are indeed H-lines. Which H-lines
constitutes relevant separatrices and phase boundaries is determined by the -
functions according to the locations of the saddle points: the points in H where
[ vanishes. With the parametrization of the S-functions given by eq. (4.5.26),
these points are given by [84] (see also Appendix C of [94]).

_iK(1—1/a)

—K{Ta (4.6.1)

0w



Section 4.6 The QHE Phase Diagram 97

and every point equivalent to o under the relevant symmetry group. The specific
saddle point found by eq. (4.6.1) is termed the seed. K is the complete elliptic
integral of the first kind:

do
Kle)= / V1 — 22sin6

and its values may be found numerically. At a saddle point, a phase boundary and
a separatrix meet in a 90° angle. Locations and shapes of the phase boundaries
and separatrices may of course also be found by studying a plot of the flow.

For the o-flow, the large separatrix distinguishing flows originating at co from
those originating at Q will be termed the enveloping separatriz.

Note that in the o-plane, I'r and I'g are essentially obtained from doubling I'r
and I'g, respectively, and vice versa in the p-plane. The p-plane is obtained from
the o-plane, simply by inversion: p = —1/0.

4.6.2 The Family of Phase Diagrams

To go one step further, we can by similar methods determine a phase diagram
for each value of a in the one-parameter family 3,. For each a, saddle points
may be found by eq. (4.6.1). The enveloping separatrix may be found from the
RG-flow through points sufficiently close to the saddle point. This has been done
in Fig. 4.6.2, which displays the enveloping separatrix and the phase boundary
intersecting it at 90° for a € [—1.2,2.2].

The insets displays the specific cases of maximal symmetry:
e a = —1: T'p, for which 3 = 65 + 03,
e a =1/2: I'z, for which 8 = 03 + 67,
e a=2: Tg, for which 3 =0} — 03,

and maximal degeneration:

e a=0: 3=03,

e g —1: 5:93.

The latter cases are termed “degenerate” as the seed saddle point approaches Q
in this case, giving rise to a very complicated flow.

At the time of conception, the idea of representing the family of phase diagrams
as in Fig. 4.6.2 was thought to be original. It is, however, worth noting that
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Figure 4.6.1: Phase diagrams for the QHEs exhibiting symmetry under
the congruence groups and I'g. The horizontal axis represents oy (pm) and
the vertical op (pp). @, © and ® shows attractive, repulsive and saddle
fixed points, respectively. ® represents the QH insulator where it exists, and
the colored background represents the insulator phase. Dashed lines marks
separatrices and solid lines phase boundaries. The arrows shows the parameter
flow according to the S-function, when temperature is lowered. See the text
for further explanation. The figure is generated by C. A. Liitken. See Fig. 2
of the appended paper (section 5.3) for a color image.

similar ideas can be traced back to 1993 [95]. Compare Fig. 4.6.2 with Fig.
4.6.3. There, the interpolation between I'p and 't has been parametrized by an
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Figure 4.6.2: The family of o-flow phase diagrams for the QHE parametrized
by the real variable a in the region —1.2 < a < 2.2. Displayed is the enveloping
separatrix and the phase boundary crossing it. The seed saddle point is found
at their intersection. The figure is generated by C. A. Liitken, see Fig. 4 of
the appended paper (section 5.3) for a color image.

effective g-factor, which can be thought of as geg ~ (g/ cos #)T~", measuring the
“effective spin polarization”. k is the scaling exponent introduced in subsection
3.7.1, and @ is the angle betweeen the sample surface normal and the applied
magnetic field. See [95] for the details.
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Figure 4.6.3: An early attempt at parametrizing the transition between
I'r and I'r symmetry. In this representation, an effective g-factor given as
get ~ (g/cosO)T~" is taken to be the parameter interpolating between the
two B-functions. See the text for further explanation. The units are €?/h = 1
on the o-axes. The figure is from [95].



Chapter 5

Experimental Verification

In this chapter, the hypothesis of modular symmetries in the quantum Hall effect
is tested. This is done by sampling data points from published experimental
work in the QHE and test how well they fit into the phase diagrams presented in
the previous chapter. The method will be more in greater detail shortly, after a
quick summary of the assumptions that were made in order to produce the phase
diagrams. The results of the search for experimental verification (or invalidation)
are presented in the paper written in collaboration with K. S. Olsen and C. A.
Liitken.

5.1 Summary of Assumptions

The aim of this thesis has been to create a comprehensive introduction to renor-
malization group flows and the Quantum Hall effect, and to motivate the rele-
vance of modular symmetry in this context. It is, however, important to keep
track of exactly what assumptions have been made along to way. These are
summarized here, before the results are presented.

The assumptions all concern the geometrical structure of the [-function, and
are naturally divided into two categories: (1) holomorphic structure and (2)
symmetries.

Assumption 1.1: (3 is curl free on H.

This is required by the C-theorem, and by the interpretation of the RG
flow in the following sense. A non-zero curl would allow for limit cycles,
that is, closed curves as the limit of the RG flow. As RG flows amounts to
integrating out degrees of freedom, this behaviour is prohibited.

101
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Assumption 1.2: [ is divergence free on H.

This assumption amounts to placing all sources of the RG flow on the
boundary of H, i.e. Q U {oco}. The sinks are the plateaux, which automat-
ically are placed on Q by the nature of the QHE. The sources, however,
suffers no such restriction. For instance, Laughlin et. al. proposed a theory
in 1985, placing the sources of QH RG flow in the interior of H [96].

In totality, assumption 1 amounts to S having a holomorphic structure on H.
Note that this is a global constraint, valid everywhere on H. This is in sharp
contrast to the general discussion of g-functions, which is usually restricted to
the vicinity of a fixed point, where perturbation theory is valid. The S-functions
found here are exact; valid everywhere in the phase diagram of the QHE.

Holomorphic structure is in itself a very restrictive condition, and it is difficult
to motivate from theory alone. However, the assumptions are ultimately vali-
dated by the fact that they have rigid consequences that, as demonstrated in
the following paper, agree with virtually all experimental data so far. The re-
strictive predictions of the S-functions reaches their full potential when complex
analyticity is combined with our symmetry constraints, also motivated by QH
data.

Assumption 2.1: 3 is a modular function.

This means that the g-function transforms covariantly under the action of
a congruence subgroup, I', of the modular group SL(2,Z), or the group I'g
obtained by a modular correspondance.

Assumption 2.2: The symmetry group I' contains ['(2).

Combined with the above assumptions, this assumption means that I" is
a congruence group at level 2, and effectively constrains the g function to
belong to the one-parameter family described by @, of subsection 4.5.5. The
main reason for this assumption is that it severely constrains the number
of possible -functions.

This is the minimal set of assumptions that has to be made about the S-functions.
Note that we have also made the implicit assumption that the metric on param-
eter space (the Zamolodchikov metric) is of the simplest kind: diagonal in a real
basis, or anti-diagonal in a holomorphic basis. In geometry, the canonical metric
is the Poincaré metric, but more general metrics could in principle be considered.
The exact form of the metric affects the value of the critical exponents near the
saddle points of the flow, so this hypothesis can be tested exprimentally. This is,
however, beyond our current scope.
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Figure 5.2.1: Illustration of the data sampling procedure and subsequent
fitting into a phase diagram. Each plot pg(B) and pp(B) is made at constant
temperature. Sampling is done at constant magnetic field (gate voltage) to
obtain the temperature dependence. Subsequently, a flow line is fitted to the
sampled data. See the text for further explanation.

5.2 Method

The method for experimentally testing the above assumptions is outlined here.

We need to find published experimental data of the QHE for several temperatures,
for the same sample, in the same interval of magnetic field (or gate voltage). The
data is usually presented in the form of plots, driven by magnetic field (gate
voltage). The required kind of experimental data is illustrated in Fig. 5.2.1.

A set of resistivity (or conductivity) data is then sampled at constant magnetic
field for several temperatures. Depending on the plateau structure of the data, a
suitable g-function and phase diagram is chosen, according to the classification
from subsection 4.4.3.

Next, a flow line, p(7), is fitted to the data set by numerically solving the coupled
set of differential equations

'—fﬁ—ﬁ@wﬁ{ﬁﬂ=imwwmmm

=ar = pp = —Tm[B(pi, po)] }’ AT =0 B2

The initial condition p(7y) = po is chosen such that the resulting flow line p(7')
lies close to all data points in the same sampled set.

Our task has been to trawl through every relevant experimental paper written
about the QHE, dating back to at least 2012,! digitize the data presented in

Tt was assumed that previous workers have thoroughly analysed the experimental data
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experimental plots, and to compare them with the theoretical flow lines in a
suitable phase diagram. This is by no means a small task, not least because the
relevant experiments are scattered throughout the vast literature on the QHE.
The results of this endeavour are presented in the paper found in the following
section.

5.3 Paper

The paper is currently under peer review for publication in Physical Review B. It
incorporates all relevant data we could find, resulting in a total of 1484 sampled
experimental data points compared to 282 modular flow lines, generated from
the one-parameter RG potential ®,,.

Take care not to confuse the references embedded in the paper with the references
used elsewhere in this thesis. Also note that the page numbering follows the page
numbering within the paper, not within the thesis.

In the paper, the notation C* is used for the upper half plane H. All conductivity
plots are in the natural unit e?/h, and all resistivity plots are in the natural unit
h/e? ~ 26k.

published earlier than 2012. The paper does also include older experimental data.
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On the universality of modular symmetries
in two-dimensional magnetotransport

K.S. Olsen, H.S. Limseth and C.A. Liitken
Department of Physics, University of Oslo

We analyze experimental quantum Hall data from a wide range of different materials, including
semiconducting heterojunctions, thin films, surface layers, graphene, mercury telluride, bismuth
antimonide, and black phosphorus. The fact that these materials have little in common, except that
charge transport is effectively two-dimensional, shows how robust and universal the quantum Hall
phenomenon is. The scaling and fixed point data we analyze appear to show that magnetotransport
in two dimensions is governed by a small number of universality classes that are classified by modular
symmetries, which are infinite discrete symmetries not previously seen in Nature. The Hall plateaux
are (infrared) stable fixed points of the scaling-flow, and quantum critical points (where the wave-
function is delocalized) are unstable fixed points of scaling. Modular symmetries are so rigid that
they in some cases fix the global geometry of the scaling flow, and therefore predict the exact location
of quantum critical points, as well as the shape of flow lines anywhere in the phase-diagram. We
show that most available experimental quantum Hall scaling data is in good agreement with these

predictions.

PACS numbers: 23.23.+x, 56.65.Dy

Keywords: Quantum Hall effect; modular symmetry; scaling and phase diagrams; quantum critical points

I. INTRODUCTION

The continuous and discrete symmetries observed in
Nature may be exact or approximate. The continuous
case includes exact symmetries like Lorentz and gauge
invariance, which severly constrains possible dynamical
models, while discrete symmetries usually are finite and
approximate. We shall here investigate a class of exper-
imental data that appear to respect a new type of sym-
metry that is called modular. Although these are finitely
generated approximate (emergent) discrete symmetries,
because they are non-abelian and infinite they provide
unusually strong constraints on low-energy model build-
ing.

Infinite discrete groups, including modular symme-
tries, play an important role in modern mathematics,
but because they are extremely rigid it is not clear if
they can exist in the real physical world. Indeed, it is
only in bespoke physical systems (“designer universes”),
engineered to be effectively (for all practical purposes)
two-dimensional, that modular symmetries have been
found.1 =26

The quantum Hall effect (QHE) appears in materi-
als where charge carriers are forced to move in a single
atomic plane, for example on the surface of a crystal or in
a sheet of graphene. Experiments measuring the electro-
magnetic properties (magnetotransport) of Hall-systems
produce what at first sight appears to be an impenetrable
morass of data. But first appearances can be misleading,
and if the quantum Hall data is viewed from a partic-
ularly advantageous vantage point a hidden pattern of
great beauty and utility is revealed.’? This rigid emer-

gent, order is encoded in a fractal phase-diagram tightly
harnessed by a modular symmetry that allows it to teeter
on the brink of chaos, without actually taking the leap.

Our purpose here is to explore the robustness and uni-
versality of these new symmetries, by comparing and con-
trasting data from the most disparate materials available.
We do this in the simplest possible way, by superimposing
scaling data directly onto mathematical diagrams with
modular symmetry. This “phenomenological” approach
is unbiased, since no theoretical assumptions are invoked,
and we are free to represent (plot) the data in any way
we want. We will not here discuss theoretical ideas that
are needed in order to connect the well-known micro-
physics (“electrons in a dirty lattice”) to the emergent
macrophysics observed in transport experiments.

Since modular mathematics is unfamiliar to most
physicists, a brief introduction to modular symmetry in
physics is provided in the next section. In order to moti-
vate this, we start by summarizing the main conclusion:
the scaling properties of a quantum Hall system appears
to have a remarkable simplicity and universality encoded
in a modular symmetry.

More precisely, the Hall and magnetoconductivities o
and op show a strong dependence on the dominant scale
parameter ¢ (usually temperature), and the scaling func-
tions Bg = dog/dt and Bp = dop/dt appear to be har-
nessed by a modular symmetry, which is so rigid that
they only barely survive:

(@) if the symmetry observed in an experiment is one of
the maximal subgroups of the modular group, then
the physical B-function is unique, up to an overall
normalization (compare Fig. 2).



(#1) if the symmetry observed in an experiment is re-
duced to the largest subgroup shared by the max-
imal subgroups, then there is a unique family of
B-functions parametrized by a single real number,
up to an overall normalization (compare Fig. 4).

These all but unique S-functions generate equally unique
flow diagrams, which we compare with scaling data.
They almost always agree, within experimental error
(compare Figs. 6-17).

This transmutation of modular mathematics into
quantum Hall physics follows from a fundamental prop-
erty of scaling functions: they must respect any geometric
structure with which the parameter space is endowed. In
the QHE this is the space of transport coefficients (con-
ductivities or resistivities), which appears to be equipped
with both a complex structure and an emergent modular
symmetry. These circumstances conspire to give a very
strong constraint on low-energy physics, and any model
of this physics, as we now explain in the context of the
QHE.

It is convenient to combine the real conductivities oy
and op into a complex quantity o = o +i0p that takes
values in the upper half of the complex plane: o € C*
(Jo = op > 0). This is useful because it reduces (trans-
port) matrix operations to ordinary (complex) algebra.
But it is much more than that, because the flow for which
the scaling function 8 = do/dt = By +i8p is a tangent
vector field is:

(1) divergence free (no sources or sinks on C*),

(2) curl free (a curl would render the physical interpre-
tation of S-functions meaningless),

(3) covariant under a modular symmetry I' c SL(2,7Z),

(4) finite on C* except for isolated simple zeros (quan-
tum critical points are regular saddle points).

(1) and (2) is equivalent to the Cauchy-Riemann equa-
tions, and it follows that 3 is a holomorphic function of
@, i.e., anti-holomorphic in ¢.2” Such Laplacian flows are
automatically gradient flows, i.e., completely determined
by a scalar potential ¢, which in this context is called
the renormalization group (RG-) potential or C-function
(compare eq. (2)). Combining this with (3) and (4) we
may conclude that 8 is a modular form of weight two.

It is the paucity of weight two forms on large modu-
lar groups that gives modular symmetry extremely sharp
teeth. The first useful result is that no such forms exist if
I is the full modular group I'(1)y = SL(2,Z), and there
are therefore no candidate S-functions with this symme-
try. This provides a theoretical reason, independent of
the experimental observation that this symmetry is too
large, for considering smaller groups. So we turn our at-
tention to subgroups of I'(1)g, where further surprises
await us,?® including (i) and (i7).

We shall see that this provides a host of rigid pre-
dictions that are easy to falsify. The most surprising

consequence of a modular symmetry is perhaps that the
plateaux must be rational. This follows from the fact
that in order for a modular symmetry to act “properly”
on the real line (in a strict mathematical sense),? the
upper half plane C* is compactified to the extended up-
per half plane c’ by adding only rational numbers, and
a single point at infinity: T =ctu Qu {ico}. Tt is
also appealing that the integer (IQHE) and fractional
(FQHE) quantum Hall effects are automatically unified
by a modular symmetry.

The mathematical primer in Sect.II is followed by
some introductory remarks about the novel materials
that have yielded most of the new data discussed in
the following sections. They give a fairly comprehen-
sive overview of the current experimental status of the
modular hypothesis, including all scaling experiments we
have found to be of sufficient quality to enable us to ex-
tract a partial flow-diagram. Sects. IV-VII provide what
is essentially a catalogue of fixed point data and scaling
diagrams, organized by the modular symmetry they ex-
hibit. Within each of these universality classes the data
are grouped according to the type of material used in the
experiment.

Sect. VIII summarizes previous work and some of the
successes of the modular paradigm so far, as well as some
of the outstanding problems and challenges to be ad-
dressed in future work.

II. MODULAR SYMMETRY

The nested hierarchical structure that is emerging in
phase portraits of the QHE (compare Figs.6-17) is the
signature of an approximate global discrete symmetry,
which, given some familiarity with modular groups, is
surprisingly easy to identify by finding some of the fixed
points.

The repulsive ultraviolet (UV) fixed points (&) and
attractive infrared (IR) fixed points (@ = plateaux) of
scaling lie on the boundary of parameter space. They
are sources and sinks of flow lines (streamlines) in a flow
diagram of the vector field § of scaling functions. The
quantum critical points (semi-stable saddle points ®) all
lie in the interior of parameter space. This fixed point
structure, which can be extracted directly from the ge-
ometry of the data without any theoretical bias, is the
DNA of the symmetry, from which all else will follow.

The full modular group SL(2,Z) = (T,S) can be rep-
resented by fractional linear (Md&bius) transformations,
generated by translations T(z) = z+ 1 and duality trans-
formations S(z) = —1/z, acting on the upper half of the
complex plane C*(z). It is the fact that T and S do
not commute that makes this group infinite, and inter-
esting. Any “word” in T and S is a fractional linear
(Mébius) transformation v(z) = (az + b)/(cz + d), with
integer coefficients and unit determinant (ad - be = 1).
Words can only be simplified using the “grammatical”



rules S? =1 = (ST)? that define the abstract group.

As far as the full modular group is concerned, all frac-
tions (plateaux values) are equivalent, so if this were a
physically viable symmetry we should observe all possi-
ble fractional plateaux. However, we never observe the
full set of fractions in any given quantum Hall experi-
ment, but only plateaux (fractions) that satisfy certain
constraints on the parities of the numerator, or denom-
inator, or both. These parity rules, which depend on
the two-dimensional material under consideration, are
the key to identifying any would-be modular symmetry.
They link microphysics to macrophysics, because the ob-
served spectrum of integer fixed points follows directly
from the spectrum of charge carriers supported by the
system in the non-interacting limit (“Landau level spec-
troscopy” ).

The resistivity p = S(o) = —1/o is conveniently given
by the modular duality transformation .S, since this is
equivalent to taking the matrix inverse of the conductiv-
ity tensor. Note that it is conventional to choose o = 712
and pg = p21 in order to eliminate an annoying minus
sign.

A. Hierarchy of symmetries

So the full modular symmetry is too strong for the
QHE, but the largest subgroups of SL(2,Z) are not. A
map showing the tip of the modular iceberg, including
all the groups we need, is presented in Fig. 1.

Subgroups of the modular group are obtained by relax-
ing the translation symmetry (7" — T7™), or the duality
symmetry (S — R", where R(z) = TST(z) = z/(1+ 2)),
or both. Three of these so-called “congruence subgroups
at level two” preserve parities, which means that each of
them groups the fractions into two equivalence classes.
Because p and ¢ in og = p/q are relatively prime, there
are only three types of fractions with well defined pari-
ties.

With “0” representing odd integers and “e” represent-
ing even integers, we have p/q € ofo, ofe or efo, and it is
easy to verify that the equivalence classes are®®
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A class is indexed by @ if the fractions are attractive
fixed points of scaling in the o-plane, and by © if they are
repulsive fixed points. This assignment follows from the
requirement that the direction of the flow is downward at
the top of the conductivity plane, which is a result that

can be obtained in a perturbative analysis of localisation
in the weak coupling limit ¢ — ic0. The fixed point at
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0 -2

Q:( )1 Q2) = -4/z

Figure 1. (Color online) Some of the groups between GL(2, Q)
and I'(4) that are relevant for the QHE. Both I'(1)o and
I'p(2)0, where P = ST (P? = 1), are too large to support
a physical S-function. The pink groups are not too big, and
it is their flow-diagrams that we compare to experiments.

vanishing coupling must therefore be repulsive, ico = ©.
Since oo = 1/0 € o/e, and all fixed points in a given class
are mapped into each other by the symmetry, all fractions
in the class containing o/e must be repulsive. Notice that
the denominators of attractors are always odd.

Fig. 1 shows some of the groups between GL(2,Q) and
I'(4)s. The subscript is the number of linearly inde-
pendent S-functions (weight two forms) that the sym-
metry allows.®! A thick solid line means that the sub-
group is normal, and the index of the subgroup labels
the line. There are another twenty groups between
I'(1)p = SL(2,Z) and I'(4)5 that are not shown here.32:33

The red arrow is a modular correspondence obtained by
conjugating with G € GL(2,Q), where G(z) = 2z. The
relation I'r(4)2 = GT(2)2 G is important in the theory
of theta-functions (modular forms of weight w = 1/2).3*
Conjugating T'r(2); gives the familiar group T'r(2); =
GFT(2)1 Gil, but PQ(2)1 = GF3(2)1 G is new. The
G-conjugate Q = G SG71(z) = —4/z of the duality gener-
ator .S is an unnormalized Fricke involution. G changes



or transmutes a modular symmetry into an equivalent
group, rather than breaking it to a smaller subgroup.
This corresponds to moving horizontally and vertically
in Fig. 1.

The symmetries that have been found to be relevant for
the QHE are colored pink. When a = -1, 1/2, 2 the sym-
metry of the I'(2)q-invariant RG-potential ¢, discussed
below (compare Sect.II C and Fig.4) is enhanced to one
of the maximal subgroups of T'(1), as indicated on the
diagram. I'x (2); (X = Q, R, T) are the symmetries most
often observed in experiments. Since only level two ap-
pears to be physically relevant (so far), we often simplify
notation by dropping the level (I'x = T'x(2)1).

B. Modular phase-diagrams

Because the duality transformation S swaps e/o and
ofe, leaving ofo unchanged, the direction of the flow in
the p = S(o)-plane is reversed if the symmetry acting on
o is 't or I'r, but not if the symmetry is I's or I'q. This
dichotomy is a persistent theme.

The fixed point at the origin of the o-plane (at ico
in the p-plane) has a special significance. If it is at-
tractive this means that the system has an insulating
phase, which we call the quantum Hall insulator (QHI)
and assign the special symbol &. Since 0 = 0/1 € e/o,
we conclude that a model with I'r- or I'g-symmetry in
the o-plane does have this insulator phase, but that I's-
and I'g-symmetric models do not (compare eq. (1) and
Fig. 2).

Notice that all plateaux in the Hall conductivity are
accompanied by vanishing magnetoconductivity (op =
0 = opg € Q), also for the insulator phase, as ex-
pected from naive localization theory (compare Fig.2).
The same is true for the resistivities, except for the pe-
culiar insulator phase (pp =0 = pg € Q # 0). In this
case the “plateau” ® =ioco is associated with a diverging
magnetoresistivity, while the Hall resistivity is not quan-
tized (pp > co = py € R), because there is only one
point at infinity in c".

The experimental signature of this phase is a plateau
in the Hall conductivity with oy = 0, accompanied by a
large peak in the magnetoresistivity, pp >> 1[h/e?]. This
is, for example, what is observed experimentally when
graphene is placed in a very strong magnetic field,3%36
signalling that the modular symmetry is changing from
I'q to I't, as discussed in Sect. VIL

Observe also that I'g and I't are conjugate inside the
parent group GL(2,Q) under the rescaling G(z) = 2z by
a factor of two (compare Fig.1). This means that flow-
diagrams with these two symmetries are identical, up to
a doubling of all coordinates. A similar rescaling of I'g
gives a conjugate group I'q that is not strictly speaking
modular (compare Fig. 1), but its flow-diagram is just a
doubling of the I's-symmetric flow.

IQHE| o=om+iopeC (¢) | p=pu+ippeC (p)
1-‘X (&) — Q — EB’ (53] — QR — @,
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T'r 2n | 2n+1+4 |2n+2 ﬁ % 21n
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Table I. Left half: Integer plateaux values @ of the Hall
conductivity om constrained by a symmetry I'(2) ¢ I'x c
SL(2,Q), with X = Q, R, S or T, together with the loca-
tion of semi-stable fixed points for transitions between these
plateaux, i.e. the position of “integer” quantum critical points
® in the complexified conductivity-plane. Right half: Corre-
sponding values of the resistivity (see Sect. 2 for details).

In summary, since both T'(1)g and I'p(2)y are too
large, there are just two types of physically acceptable
conductivity flow-diagrams with maximal modular sym-
metry: I (and its G-conjugate I'g), and I's (and its
G-conjugate I'q).

For convenience an “atlas” of Q-, R-, S- and T-
symmetric flows, in both ¢ and p, is provided in Fig. 2.
In these cases the shape of the flow lines (but not the flow
rate) is completely fixed by the large symmetry. They are
most easily derived as a gradient flow of RG-potentials
with the requisite symmetry (compare eq. (2)). We defer
details to the discussion below of symmetry transmuta-
tions.

For future reference we have also listed the integer fixed
points for these cases in Tab.I. The complete spectrum of
attractors (plateaux) for these symmetries may be found
in Fig. 5.

I't and T'r are the relevant groups for respec-
tively the ordinary spin-polarized and unpolarized QHE,
where quasi-particles have the usual parabolic (“non-
relativistic”) dispersion, i.e., the QHE that appears
in materials without Dirac-modes. We will therefore
call these the non-relativistic polarized and unpolarized
groups.

Graphene is different. Because of the peculiar topol-
ogy of its Fermi surface, there is a doubling of degrees
of freedom due to an additional “pseuodspin” or “valley”
degeneracy, and there are gapless (massless) excitations
at half filling with linear dispersion, i.e., their energy is
linear in momentum. These modes therefore behave like
relativistic (Dirac) fermions, with the Fermi velocity re-
placing the speed of light. The linear dispersion and un-
usual band structure leads to a different non-interacting
spectrum, but that is all we need to identify the potential
modular symmetry, and the phenomenological analysis of



Figure 2. (Color online) Conductivity (o) and resistivity (p = —1/c) phase-diagrams with symmetry I'x (X = Q, R, S, T). Only
I'r(o) and I's(o) are truly different, since I'r (¢) is simply a doubling of I't (o), and likewise for I'q (o) and I's(o). The main
physical distinction is that I't (and I'r) has an insulator phase (yellow; og = 0, pg = to0), while I's (and I'q) does not.

graphene is analogous to the parabolic case.!?13 fore call these the relativistic polarized and unpolarized
Note that a topological zero-mode eliminates the insu- groups.
lator phase, so the relevant groups in this “relativistic” A phase is by definition the set of all points in c’

case with Dirac modes are I's and I'q, for respectively  that flow to a given plateau @ (IR fixed point), and it is
the spin-polarized and unpolarized QHE. We will there-



uniquely labelled by this rational limit point on the real
axis. A phase transition between two plateaux @ and &’
is permitted by the symmetry iff it has a fixed point ®

. e .
located on the semi-circle in C  connecting & and &’,

which we write as ® « ® - @ or ® <> @'. If one of the
attractors is o0 the semi-circle has infinite radius, i.e.,
it is a vertical line. We also adopt the convention that

® <> @' refers to a transition in the conductivity plane,
whence an integer plateau-value @ = og = oy =n [e?/h] €
Z refers to the IQHE, for which pg = 1/n [h/e?].

C. Transmutation of symmetries

Degeneracies in the spectrum of delocalized states may
be broken either by external fields, or by internal many-
body interactions between charge carriers within each
band, or both.

In the simplest materials we only have spin-degeneracy
to consider. A symmetry transmutation occurs when the
spins are neither fully polarized, nor fully degenerate, in
which case the modular symmetry is at least partially
broken. The maximal groups are no longer relevant, but
it is conceivable that some smaller symmetry survives.
The simplest situation is if we have minimal symmetry
breaking, which means that the largest common subgroup
survives. From our map in Fig. 1 we see that this group is
I'(2), and our task is to find a I'(2)-symmetric family of
physically sensible S-functions that interpolates between
I'r, I'r and I's. I'q is not in this family because it is not
in the modular group I'(1).

I'(2)2 admits a two-dimensional vector space of weight
two forms, which is spanned by two Jacobi theta-
functions, for example 03 and 0. Since 03 is also a weight
two form it must be somewhere in this space, and because
05 = 03 — 01 it is. Any I'(2)-symmetric S-function must
be a linear combination of these:22

Ba o< (1-a)b3 +aby=035-ab; o< dp,
0o =InA+(a-1)In(A-1), X\=065/63. (2)

This is, as expected, a gradient flow, derived from the
I'(2)-invariant RG-potential ¢,. It interpolates between
the maximally symmetric cases labelled R, S and T,
while retaining as much modular symmetry as possible.?7
The phenomenological parameter a has an unknown and
presumably complicated dependence on non-universal
microscopic details, like many-body interactions and
Zeeman-splitting. Provided we choose the normalization
of B, to be imaginary, a must be real for the flow to
agree with perturbative localization theory at weak cou-
pling (1/op — 0).

The thousands of non-semicircular flow lines, phase
boundaries and separatrices shown in this article were
all obtained directly from ¢, by numerical integration,
for a handful of real values of a. This includes the 282
modular flow lines that are compared to 1484 experi-
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Figure 3. (Color online) Schematic of the three subfamilies
of the I'(2)2-family ¢,. Each of these has one (and only one)
member with enhanced symmetry: -1 has 'g-symmetry,
12 has I'r-symmetry, and @2 has I's-symmetry (compare
Fig.4). We call these subfamilies the R-, T- and S-families.

mental data points in Figs.6 - 17. In all but one case
(compare Fig. 17) the agreement is within the estimated
experimental uncertainty. We find that 1434 data points
on 274 flow lines appear to be consistent with modular
(T'(2) or I'q) symmetry, for only a few (seven) real val-
ues of a, and most of these (1295 data points on 243 flow
lines) are consistent with one of the maximal symmetries
I'x (X =Q, R, S, T). It is this universality we wish to
investigate here.

When a =0, 1, oo the S-function degenerates to one of
the theta-functions (By o< 63, By o< 01, and Boo o< 03),
which are finite. So for these three exceptional values
of a (and only these), 8, has no zeros, and the flow has
no fixed points (critical points) in C*. This phenomenon
is unavoidable, because the family has three subfamilies
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Figure 4. (Color online) The one-parameter family S, of I'(2)-symmetric RG-flows, shown here for values of the symmetry-
breaking parameter a in the range —1.2 < a < 2.2, is divided into three subfamiles by the “ramification points” a =0, 1.

where the plateaux-structures are quite distinct. Con-
sider for example the triplet of fixed points o, € (0,1, 2).
We have (0,1,2) = (®,0,8) fora<0, (0,1,2) = (&,®,®)
for 0 <a<1, and (0,1,2) = (©,®,6) for 1 < a (compare
Fig.3). At a =0,1 the critical points disappear by merg-
ing with the fixed points o, € (0, 1,2), allowing a phase
to appear (6 — ®) or disappear (& —> ©), as shown
schematically in Fig. 3.

Fig.4 shows the complete family of I'(2)-symmetric
flow-diagrams for the range of most physical interest.
Each subfamily has one member for which the symme-
try is enhanced from T'(2) to one of the maximal sub-
groups: I'g when a = -1, I'r when a = 1/2, and I's when
a = 2. For example, a very strong magnetic field gives
a large Zeeman splitting that leads to ['p-symmetry in
the non-relativistic case. For weak fields this symmetry

. . . G
is transmuted into an unpolarized spectrum, I't — T'g.

Each panel is labelled on the left by the symmetry of
the flow, and on the right by a function proportional to
the S-function that generates the flow. The yellow region
is the insulator phase, which disappears when a > 1.

Only at the unphysical singular points a = 0, 1 are
there no quantum critical points. Slicing this “family-
plot” at any value of the symmetry-breaking parameter
a + 0,1 gives a “warped” but physicially sensible dia-
gram, i.e. a scaling flow that is finite except for simple
zeros (compare Fig.17). These are the quantum criti-
cal points, located at og = iK'(a™!)/K(a™') and all its
['(2)-images, where K and K’ are elliptic integrals of the
first kind.2?

This family is sufficiently large to accomodate almost
all quantum Hall data that we have examined so far (one
possible exception is discussed in Sect. VII).

In some materials the band structure is more subtle,
with additional “competing” degeneracies, and the pat-
tern of symmetry breaking may be more complicated.
For example, the four-fold spin-pseudospin degeneracy
in graphene giving rise to I'q-symmetry can be broken
by internal many-body or external magnetic field inter-
actions. Independently of the microscopic mechanism,
Fig.5 shows an idealized pattern of symmetry breaking
that transmutes flow diagrams. In this scenario bands
split if degenerate spin or pseudospin states (or both)
are resolved. When a band splits a new delocalized state
appears, giving rise to a new plateau in the Hall conduc-
tivity. Each symmetry (top row) has a unique spectrum
of integer attractors (IQHE plateaux) (bottom row).

In real materials like graphene many-body interac-
tions, which presumably are responsible for pseudospin
splitting, may obfuscate this simple picture. Since elec-
tron correlations appear to be strongest for the lowest
Landau level, degeneracies may not be equally robust
for all bands, leading to a hierarchy of plateaux spec-
tra that only manifests a modular symmetry for limiting
cases (strong and weak magnetic field, say). As in atomic
physics, it may nevertheless be useful to retain the group
theoretic labelling of states for intermediate cases where
the symmetry is broken. Some graphene experiments
exploring this question are discussed in the penultimate
section.

III. NEW MATERIALS

We have argued that the convergence of modular math-
ematics and quantum Hall physics suggests that it would
be unnatural to restrict attention to only one of the de-
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Figure 5. (Color online) Simplified pattern of symmetry
transmutations from band splitting (lifting of spin and/or
pseudospin degeneracies). Band gaps are labelled by the fill-
ing factor. Each symmetry I'x (X = Q, R, S, T) leaves a
unique fingerprint on the spectrum ®x € Q of attractive fixed
points, i.e., rational plateaux values of o [€*/h].

scendants of the modular group. We have also seen that
there are very few viable candidates to choose from, and
that most of these fit snugly into a simple and unique one-
parameter family of I'(2)3-symmetric S-functions (up to
normalization). In other words, while these infinite non-
abelian symmetries are extremely constraining, they do
leave enough flexibility that we can accomodate almost
all experiments to date (but only barely so).

The discovery in recent years of new types of materials
that support Dirac modes and “robust” topological edge
states presents new opportunities for testing the modular
paradigm sketched above. We will review a number of
recent experiments that have explored large tracts of the
modular landscape that were previously inaccessible.

These experiments have provided substantial evidence
for those level two symmetries that until now have been
beyond our reach. The data we have analyzed suggests
that the full complement of level two symmetries may be
present in Nature. In preparation for that discussion we
give a brief summary of some of the most salient features
of these materials.

A. Dirac matter

Dirac matter is a name used to describe materials in
which the low-energy excitations are Dirac fermions. In
Bloch theory these states appear as a consequence of a fi-

nite number of crossing points in the Brillouin zone where
the Hamiltonian becomes gapless. If the energy disper-
sion close to these points is linear, similar to the relativis-
tic dispersion in particle physics, this is called a Dirac
cone, and the effective low energy Hamiltonian is Dirac-
like, where the Fermi-velocity replaces the speed of light.
When a Hall effect takes place in such materials, each
zero mode contributes 1/2 to the Hall conductivity.>® The
Nielsen-Ninomiya theorem guarantees that Dirac cones
come in pairs, ensuring an integral conductivity.

The most familiar material with linear (“relativistic”)
dispersion is graphene, where two Dirac cones sit at cor-
ners of the Brillouin zone. In the presence of a mag-
netic field, each Dirac fermion contributes n + 1/2 to the
Hall conductivity. Taking into account both spin and
valley (pseudospin) degeneracy the IQHE in graphene is
og =4(n+1/2) =2 mod 4 € &g (n € Z). The most un-
usual property of this plateaux spectrum is the absence
of the attractor @ = 0, i.e., an insulator phase, which is
a consequence of the zero modes shifting the Hall spec-
trum. In the ordinary (un-)polarized IQHE the plateaux
spectrum is Z (2Z) =0 mod 1(2).

B. Topological insulators

Topological insulators are special phases of matter
characterized by a gapped bulk material with gapless
edge or surface modes.*® These gapless modes are topo-
logically protected in the sense that they are robust to
perturbations that preserve the symmetries of the sys-
tem. The theory of topological insulators relies on Bloch
theory as well as recent mathematical tools like Chern
numbers and homotopy theory to characterize classes of
Hamiltonians that preserve the bulk gap.

A normal insulator is said to be topologically triv-
ial. The QED vacuum presents an insulator in this
class. Here two bands are associated with electrons and
positrons, while a large gap is associated with the pair
production energy. The gapless surface modes of a topo-
logical insulator appear as a necessary consequence of a
topologically non-trivial material ending on a trivial one
(e.g. the vacuum). The only way a topological property
can change across the interface is for the gap to close.
This relation between bulk topology and edge modes are
called the bulk-edge correspondence or duality.

The first topological insulator to be discovered was
the IQHE itself. Here the Landau levels serve as en-
ergy bands, while a strong magnetic field induces a gap
up to the first empty level. The bulk-boundary corre-
spondence is in this case attributed to electrons skipping
along the edges of the Hall sample due to the magnetic
field. In this case it is not the material that is considered
a topological insulator but the IQHE as a whole.

Depending on the material in which the Hall effect
takes place, different imprints are seen on the Hall con-
ductivity. Graphene, for example, has a unique Hall spec-
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Figure 6. (Color online) Reconstruction of temperature-driven scaling data (discrete icons) exploring the plateaux transitions

l=0 <> 0=23=0a=4ina semiconducting InGaAs/InP heterojunction.®

trum @©q = 4n + 2 due to its two Dirac cones.

Another example is provided by the surface of a 3-
dimensional topological insulator, which can serve as an
effective two-dimensional arena for the QHE. The bulk-
boundary correspondence tells us that this surface has
massless excitations. Depending on the bulk topology
the surface Brillouin zone either an even or an odd num-
ber of Dirac cones are present,*® and the effective two-
dimensional material can be seen as a Dirac material. In
the case of an odd number of Dirac cones the Nielsen-
Ninomiya theorem appears to be broken. This is solved
by the existence of partner Dirac fermions at the oppo-
site surface of the 3-dimensional topological insulator.*°
Under the assumption that the two sides are independent
the Hall conductivity will be a sum of both contributions.

IV. UNIVERSALITY CLASS I't
A. Plateaux transitions in InGaAs/InP

The result of the first scaling experiment in the context
of the QHE, obtained in 1985 using a semiconducting
heterojunction cooled below 4.2 K3 is reconstructed in
Fig.6 from the published data. Clear indications of a
modular symmetry are already evident in this diagram
(compare Fig.2), even with the large uncertainty in the
data.

Fig. 6 shows our reconstruction of temperature-driven
scaling data (discrete icons) exploring the plateaux tran-
sitions 1= @ <> @ =2 <53 =@ <> @ = 4 in a semi-
conducting InGaAs/InP heterojunction with 2D electron
density n = 3.4 x 10" em?, mobility x = 35000cm?/Vs
and effective mass m* = 0.047m, (m. is the free elec-
tron mass), in the temperature range 4.2 K (top) to 0.5 K
(bottom).3°

Comparison with a modular scaling flow (solid lines)
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with quantum critical points at ® = 1/2, 3/2 and 5/2
reveals a I'r-symmetry in the transport data (compare
Fig. 2).

In the three decades following this pioneering ex-
periment technology has improved and error bars have
shrunk. In the following we shall see that not only have
experiments failed to contradict the symmetry, the agree-
ment with the coldest experiments, where the symmetry
is expected to be most accurate, is now in some cases at
the per mille level.

B. Plateaux transitions in GaAs/GaAlAs

Figs. 7 and 8 provide further evidence for the existence
of a universality class with I'r-symmetry that unifies the
IQHE (Fig.8) with the FQHE (Fig. 7).

C. Plateau-insulator transition in Cr(BiSb)Te

The QHE can take place on the top of 3-
dimensional topological insulators,*® like bismuth anti-
monide Bi;_,Sb, which was the first 3-dimensional topo-
logical insulator to be discovered.** The effective edges
of these two-dimensional surface systems are magnetic
domain walls along which the charge carriers move.

Fig.9 and 10 show our reconstruction of temperature-
driven scaling data (discrete icons) exploring the

plateau-insulator transition 0 = ® e =11 a
2D ferromagnetic topological insulator (thin film of
Crz(Bi1—ySby)2-,Tes grown on a semi-insulating InP
(111) substrate).?® After applying an external magnetic
field B = 14T to saturate the magnetization, the mag-
netic field strength was set to zero and experiments were
performed at different temperatures with tunable gate
voltage. In order to compensate for what is presumably
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Figure 7. (Color online) Reconstruction of temperature-driven scaling data (discrete icons) exploring the fractional transitions

1/2
D=0 <> o= 1/3«—o—3/5=9 o= 2/3 in a GaAs/GaAlAs heterojunction.*!

oo [

Figure 8. (Color online) Reconstruction of temperature-
driven scaling data (discrete icons) exploring the plateaux
transition 2 = ® <> ® = 3 in a GaAs/GaAlAs hetero-
junction.*?

a systematic error of unknown origin, the data in Fig.9
has been shifted slightly to the left so that the plateaux
are integer-valued.

In both cases, comparison with a modular scaling flow
(solid lines) with a quantum critical point at ® = (1+4)/2
(compare Tab.I and Fig.2) reveals that these transport
data are in excellent agreement with I'p-symmetry.

D. Plateaux transitions in mercury telluride

Bulk mercury telluride is a semi-conductor of the II-
VI type,*® but when used to create a quantum well
(HgCdTe/HgTe/HgCdTe) the electronic properties de-
pend crucially on the thickness d of the sample. This
thickness introduces a parameter which can be tuned
to find quantum phase transitions. For thin wells with
thickness below the critical thickness d. ~ 6.3 nm the ma-

op [€/h]

Figure 9. (Color online) Reconstruction of temperature-
driven scaling data (discrete icons) exploring the plateau-
insulator transition 0 = ® < & = 1 in a 2D ferromagnetic
topological insulator (a thin film of Cr,(Bii—y,Sby)2-Tes
grown on a semi-insulating InP(111) substrate).*”

terial has a normal band structure, whereas for wide wells
(d > d.) the band structure is inverted.447

In addition to having a highly specific energy spectrum
with an inverted band structure, the 2DEG in a wide
HgTe quantum well is characterized by a low effective
mass, m* = 0.02m..*® The low effective mass causes a
large Landau level separation AE = hqgB/m*c, and the
QHE survives to relatively high temperatures. In [49
and 50] a strong integer effect was observed up to T' ~
10-15K.
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Figure 10. (Color online) Reconstruction of temperature-

driven scaling data (discrete icons) exploring the plateau-
insulator transition 0 = ® < @ = 1 in a 2D ferromagnetic
topological insulator (a thin film of Cr,(Bii—ySby)2--Tes
grown on a semi-insulating InP(111) substrate).*’

Fig.11 shows our reconstruction of temperature-
driven scaling data (discrete icons) exploring the

plateaux transitions 1 <, 23,3 in a heterostruc-
ture Hg,Cd;_,Te/HgTe/Hg,Cd;_,Te (z ~ 0.7) with a
20.3nm wide HgTe quantum well.>® Since this thickness
is well above d. there should be no Dirac cones in the
bulk Brillouin zone. The sample was grown by molecular
beam epitaxy on a GaAs substrate, symmetrically mod-
ulation doped with In at both sides of the quantum well,
yielding a mobility of 22 x 10 ¢m?/Vs and an electron
gas density of about 1.5 x 1015 /m?2.50:51

The longitudinal and Hall resistivities were measured
with a constant 1A current in the temperature range
2.9 - 50K, and a magnetic field strength in the 0 -9T
range. There is clear evidence for plateaux at v =1,2,3
and 4, obtained for magnetic fields in the range 1.8 —
8 T. For most magnetic field values the system exhibited
scaling behaviour for the five lowest temperatures T =
2.9,4.1,6.1,8.1 and 10K, and in one instance also for 15
and 20 K. In some cases, close to the fix points only the
three lowest temperatures were usable.

Comparison with a modular scaling flow (solid lines)
with quantum critical points at ® = (2n + 1 +1i)/(2n? +
2n+1) =1+4, (3+4)/5, (5+1)/13, (T+4)/25, ... reveals a
I'p-symmetry in the transport data (compare Tab.I and
Fig.2).
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Figure 11. (Color online) Reconstruction of temperature-
driven scaling data (discrete icons) exploring the plateaux
transitions 1 <> 2 <> 3 in a HgTe/HgCdTe heterostructure
with a wide HgTe quantum well.>®

E. Plateau-insulator transitions in bismuth
antimonide

In [52] the QHE was studied by measuring surface con-
ductivities on the top and bottom of the 3-dimensional
topological insulator bismuth antimonide. Two 8nm
thick TT films of (Bij_,Sb,)2Tes (x = 0.84,0.88) were
grown on insulating InP (111) substrates using molecu-
lar beam epitaxy. Quantum Hall signatures were found
at magnetic field strengths above 14 T, for temperatures
ranging from 700 mK down to 40mK, at various gate
voltages V.

Fig. 12 shows our reconstruction of their temperature-
driven scaling data (discrete icons) exploring the two

plateau-insulator transitions -1 = @ e e=1In
accessible data points and clear statistical outliers were
not considered when sampling the data.

Comparison with a modular scaling flow (solid curves)
with quantum critical points at ® = (1 +4)/2, (£3 +
1)/2,... reveals a I'r-symmetry in the transport data
(compare Tab.I and Fig. 2).

F. Plateaux transitions in black phosphorus

In addition to graphene, black phosphorus is the only
other 2D atomic crystal where a QHE has been observed.

Fig. 13 shows a scaling flow derived from our recon-
struction of data obtained in an experiment on a few lay-
ers of black phosphorus, which were sandwiched between
two layers of insulating hexagonal boron nitride (hBN)
and placed on a graphite back-gate to create a van der
Waals heterostructure.?3

The 25 nm bottom layer of hBN allows the electrons in
the graphite to screen the impurity potential at the black
phosphorus-hBN interface, which gives a record high Hall
mobility of 6000 ¢cm?/V s for this material. It is this large
mobility that gives an observable QHE.?3

The data is extracted from Fig. 7 of the supplementary
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Figure 12. (Color online) Reconstruction of temperature-
driven scaling data (discrete icons) exploring the plateaux-
insulator transitions -1 = @ <> ® <> ® = 1 in a bismuth
antimonide topological insulator (Bii—;Sb,)2Tes, with (a)
x=0.88, and (b) z = 0.84.52

material of [53]. The Hall resistances were measured at
fixed magnetic fields of 27, 29, 31 and 33 T, and temper-
atures 1.7, 4.1, 4.6, 6, 8 and 10K, by varying the back
gate voltage from -2 to —0.7 V. Plateaux were discovered
for filling factors v = 1, 2 and 3. Due to overlap of the
Hall resistance curves, an area of ~ £013V at the inflec-

tion point of the 1 <2, 2 transition had to be excluded.
The curves for 8 and 10 K were also excluded because the
magnetoresistance did not vanish on the plateaux.

Deriving the magnetoresistivity pp = ARp from the
measured magnetoresistance Rp requires knowing the
aspect ratio A = L,/L, of the Hall bar (of length L,
and width L,). Since this information was not pro-
vided in [53] we also fitted A. The best fit of the data
gave A ~ 3, which is consistent with the optical image of
the device (black phosphorus/hBN/graphite heterostruc-
ture) shown in Fig. 1 (a) of [53].

Comparison with a modular scaling flow (solid lines)
with quantum critical points at ® = (2n + 1 +1i)/(2n? +
2n+1)=1+4, (3+4)/5, (5+1)/13, (T+4)/25, ... reveals
a I'r-symmetry in the transport data (compare Fig. 2).
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Figure 13. (Color online) Reconstruction of temperature-

driven scaling data (discrete icons) exploring the plateaux

transitions 1 <= 2 <> 3 in black phosphorus.®?

V. UNIVERSALITY CLASS I'r
A. Plateau-insulator transition in GaAs/GaAlAs

Fig. 14 shows our reconstruction of temperature-driven
scaling data (discrete icons) exploring the plateau-

insulator transition 0 = ® < @ = 2 in a GaAs/GaAlAs
heterojunction.’® Comparison with a modular scaling
flow (solid lines) with a quantum critical point at ® = 1+1
reveals a I'g-symmetry in the transport data (compare
Fig. 2).
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Figure 14. (Color online) Reconstruction of temperature-

driven scaling data (discrete icons) exploring the plateau-

insulator transition 0 = ® < @ = 2 in a GaAs/GaAlAs
heterojunction.®*



B. Plateau-insulator transition in graphene

Fig. 15 shows our reconstruction of temperature-driven
scaling data (discrete icons) exploring the plateau-

insulator transition 0 = ® <> @ = 2 in graphene.’® In
order to compensate for what is presumably a systematic
error of unknown origin, the dataset close to the dashed
blue semi-circle has been shifted up slightly, so that the
flow does not violate the semi-circle law (i.e., so that the
flow does not cross the separatrix connecting the plateau
@ to the insulator ® via the critical point ®). Comparison
with a modular scaling flow (solid lines) with a quantum
critical point at ® = 1 + ¢ reveals a ['g-symmetry in the
transport data (compare Fig. 2).

In this experiment large-area (0.6 x 0.1 mm?) mono-
layer graphene devices were made by epitaxial growth on
SiC-substrate. In the devices, a buffer layer of graphene
made partial covalent bonds with the exposed Si atoms
and only the top graphene layer was conducting. Experi-
ments were made in the temperaure range 2.6-25 K with
magnetic fields in the range 0.1 -9T.

According to [55] the graphene-substrate coupling,
which includes Si-C covalent bonds and defects, such as
interfacial dangling bonds, can be strong enough to break
the sublattice symmetry of the conducting graphene
sheet. In order to enhance this effect the Coulomb screen-
ing of potential fluctuations was reduced by engineering
the carrier density to be as low as n ~ 10'°/m?.

This may be the reason for the appearance of an insula-
tor phase, which signals that the I'q-symmetry observed
in ordinary monolayer graphene has been transmuted to
a I'g-symmetry (compare Fig.5).

The data that best fit the flow lines are taken from
one of the least disordered samples which also had the
highest surface roughness (called EG2 in [55]). The data
from the other sample (EG3) appears to fit slightly better
if shifted up by about 0.03¢2/h. This may be the result
of a small systematic error, but it is so small that it may
be within the random error of this experiment.

VI. UNIVERSALITY CLASS I'q

We have already mentioned the spectrum of plateaux
observed in some experiments on graphene. The compe-
tition between several scales is not easy to disentangle,
especially in crossover regions where the lowest Landau
level may be more susceptible to symmetry breaking than
higher levels. However, so far it seems that the symme-
tries we have discussed (compare Fig. 1) suffice to account
for the plateaux data.

A much more stringent test is, as we have seen in the
non-relativistic case, to compare the unstable fixed points
with experimental quantum critical points. Scaling ex-
periments on graphene are still in their infancy, and the
paucity of data means that this analysis is far from con-
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Figure 15. (Color online) Reconstruction of temperature-
driven scaling data (discrete icons) exploring the plateau-

insulator transition 0 = @ <> @ = 2 in graphene.®®

clusive. Unfortunately, so far a meaningful comparison
is only possible for the doubly degenerate IQHE, which
should be compared with the phase- and flow-diagram in
Fig. 2.

Because of the zero-mode there is no QHI (og = ® = 0)
in this case, so I'r and I'g are immediately eliminated as
potential symmetries. A glance at the defining charac-
teristics of the groups in eq.(1) shows that, up to a factor
of two, I's is the only viable candidate. Because of the
double degeneracy in graphene the conductivity should
be doubled,*® o —» 20 = G(0), giving the I'g-symmetric
phase- and flow-diagram shown in the bottom panel of
Fig. 2.

An immediate consequence is that fractional plateaux
in the doubly degenerate QHE should appear only at
o =22n+1)/(2m +1) # £1/3. In fact, oy = 1/3 has
also been observed, but only when the magnetic field is
so strong that one expects the spin-valley degeneracy to
be lifted, which transmutes I'q to I'r or I'r.

A. IQHE in graphene

Fig. 16 is a reconstruction of some experimental quan-
tum Hall data for graphene,®” %% compared with modular
critical points (blue ®). As explained in Section 2, ide-
ally we would like to have a family of scaling data deep
inside the scaling domain, in which case we could obtain
the experimental critical point from the temperature in-
dependent crossing point of the curves. Unfortunately
such data are still not available for graphene. The family
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Figure 16. (Color online) (a-c) Experimental quantum Hall
data for graphene reconstructed from [57-59], compared with
modular critical points (blue ®). (d) Scaling flow derived from
reconstructed graphene data published in [59], superimposed
on the phase diagram with I'q-symmetry (compare Fig. 2).

of data published recently are consistent with our esti-
mate, but not good enough to resolve any discrepancy in
detail.®® This is why only the data obtained at the lowest
temperature (4.1 K) has been used in Fig. 16(c).

In lieu of such “family portraits” we use the trans-
lational symmetry in the conductivity of the IQHE to
estimate the location of experimental critical points. If
we are close enough to the scaling domain critical points
should lie at the apex of the arcs in the conductivity
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graph connecting neighbouring plateaux, i.e., where the
experimental conductivity graph crosses the vertical lines
oy = 4n (compare Fig.2). Mapping these points back
onto the resistivity data gives the experimental critical
points ® (purple icons) shown in Fig. 16, which mostly
eclipse the modular predictions ® (blue icons).

Fig.16 (a) is our reconstruction of the first data on
the 2 <> 6 transition, discovered in 2005.576° Fig. 16 (b)

shows the 2 <2 6 <= 10 <= 14 transitions explored in
2009.5® The latter two transitions are magnified in the
inset, but the distinction between experimental and
I'q critical points is still not resolved in this plot.

Fig. 16 (c) shows more recent data on the 2 2610
transitions.?® In this case the fixed point of Tq is to-
tally eclipsed by the experimental critical point. In all
cases the overlap of experiment and theory is reasonable,
and possibly within experimental error, although no error
analysis of these experiments has been published.

Fig. 16 (d) shows a scaling flow derived from recon-
structed graphene data published in [59], superimposed
on the phase diagram with I'q-symmetry (compare
Fig.2).

We see that it is possible that the earliest graphene ex-
periments (Figs. 16 (a-b)) had not yet reached the scaling
limit, which is where an approximate low-energy symme-
try would appear. The good agreement with the most
recent data in Fig. 16 (c¢) notwithstanding, since these ex-
periments have only probed the IQHE in graphene, it is
premature to claim that these experiments unambigu-
ously demonstrate the emergence of a modular symme-
try in this material. This question can only be settled by
more accurate scaling experiments involving transitions
to fractional plateaux.

B. FQHE in graphene

Since they were discovered in 2009 many fractional
plateaux have been found in graphene.2%3 A recent
study found some intriguing new fractional plateaux in
graphene:54

122 33 44

3 5 5157 7y g for0<w<l
oHg =

4 8 10 14

35079 for 1 <v

The first sequence is consistent with I't, in which case
both the spin and pseudospin has been resolved. Bar-
ring coincidences, the second sequence appears to be con-
strained to have only even numerators. Since 4/3, 8/5 ¢
®q, the only possibility appears to be I'r, which has
plateaux

2n
2m+1

s 4 8 10 1
3’57 7797

A possible interpretation is that either the spin or
the pseudospin degeneracy has been fully resolved, while

DR =
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Figure 17. (Color online) Left: Reconstruction of temperature-driven scaling data (discrete icons) exploring various parts of
the landscape of T'(2)-symmetric scaling flows in o(t), derived from a wide range of different 2D materials (compare Fig. 4).°!

Right: Reconstruction of temperature-driven scaling data (discrete icons) exploring the transitions 0 = & Le=1S0=2
in GaAs with self-assembled InAs dots, for various values of the spin splitting (parametrized by a), which was tuned using a

backgate voltage.®!

the other remains at least partially degenerate (com-
pare Fig. 5). This is consistent with the expectation that
the lowest level will be most susceptible to symmetry-
breaking (compare Fig. 20).

VII. TRANSMUTATIONS

‘When one or more control parameter of an experiment
changes, an external electric field, say, a modular symme-
try can be transmogrified into another modular symme-
try. This ”morphing” may be a consequence of some dis-
crete microscopic symmetry being broken, but unless the
new modular group is a subgroup of the original group,
we will call this a crossover or transmutation, rather than
symmetry-breaking. We discuss some examples of this
that have been explored experimentally.

A. Tr—TI7

We turn now to some experiments that have explored
the transition from non-relativistic degenerate (unpo-
larized) to non-degenerate (fully polarized/spin split)
bands, by tuning the spin splitting using a backgate volt-
age. By the arguments discussed in the first section, we
expect these data to interpolate between the two max-
imal submodular symmetries I'r (unpolarized) and 't
(polarized). When the Zeeman splitting is between these
extremes the modular symmetry must be at least par-
tially broken, but possibly only to their maximal common
subgroup I'(2) (compare Fig. 1).

The panels inside the box on the right hand side
of Fig. 17 shows a reconstruction of temperature-driven
scaling data (discrete icons) exploring the transitions 0 =

® <2 @ =1 <> @ =2 in GaAs with self-assembled InAs
dots.®! The transition from degenerate (unpolarized) to
non-degenerate (fully polarized/spin split) bands is ex-
plored by tuning the spin-orbit interaction using a back-
gate voltage, and compared to the family of physically
viable I'(2)s-invariant RG-potentials (compare Sect. IT)
©0a o< InXA+ (a - 1)In(A - 1),22 with values of the real
parameter a ranging from ar = -1 to at = 1/2 in this ex-
periment. All solid lines are flow trajectories derived by
numerical integration from the gradient flow generated
by this potential. For clarity we display only those parts
of the modular phase boundaries (red curtains) that are
above all separatrices (blue canopies).

By comparing the data for the 0 <2, 1 transition with
the flow derived from ¢;/, (left front panel), we see
that the scaling flow in this case appears to respect I'p-
symmetry.

This is not so for the 1 <2 2 transition (right front
panel), since several of the experimental flow lines are
crossing the separatrix (dashed blue semi-circle). This
is a rare example where the I'(2)2-symmetry appears to
be broken, presumably due to the intervention of new
physics that is not relevant for the other experiments. It
is conceivable that some (maximal?) subgroup of I'(2)2
has survived, but we have insufficient data to investi-
gate this. It is also conceivable that a systematic error
of unknown of origin is responsible, but we have no way
of investigating this either. New physics would be more



interesting, and it could aid in the construction of a phe-
nomenological function a = a(B,T,...) (the dots include
material properties that are capable of breaking modular
symmetry), which could be used to predict which type of
modular symmetry (if any) that is to be expected in the
transport coefficients of new materials.

It is instructive to examine these flows in more detail,
compare panels on the right hand side of Fig. 17, which
also includes some other experiments that were discussed
in [22]. This reconstruction of temperature-driven scal-
ing data (discrete icons) is derived from a wide range of
different 2D materials, and explores various parts of the
landscape of I'(2)-symmetric scaling flows. As in all our
diagrams, solid lines are flow trajectories derived by nu-
merical integration from the gradient flow generated by
the RG-potential .

It is interesting to note the severe deformation of the
fractional phases when the symmetry is broken to I'(2).
This is a consequence of the dramatic transmogrification
that must take place in passing from one sub-family to
another (compare Figs. 3 and 4). When fractional quan-
tum Hall data become available for these and similar ma-
terials, these predictions will provide a very stringent test
of modular symmetry.

B. I'q-Tx

Fig. 18 illustrates a conjectured modular explanation of
a peculiar phenomenon observed in a graphene device.%
This experiment appears to show that an insulator
phase can inject itself into the standard graphene se-

quence ---—6 B LN RN 6...,giving ---—6 S -
25 028 6..., without being accompanied by

other new plateaux. This would mean that the modular
symmetry is completely broken.

If a modular symmetry is still at large, then the ap-
pearance of an insulator phase at ® = ® = 0 could mean
that the original symmetry I'q has been transmuted into
I'r or I't (compare Fig.2). Since five of the six peaks
in op have roughly the same height max(op) ~ 1 [e?/h]
(compare inset in Fig. 18), the leading candidate is T'g:

“split”

®Q=4n+2i —— ®r=1+2n+i (neZ).

If so, there should be structure emerging in the -2 £

and +2 <> £6 <> +£10... transitions, signalling that
new plateaux are germinating at @ = 0 mod 4. In this
experiment we see two new peaks in op developing near
the new plateau at @ = ® = 0, as expected, but no other
new plateaux in op are resolved, and the original peaks
in op are suppressed rather than split.

A possible explanation is that even if both the new
plateaux and the new zeros in op are insufficiently de-
veloped to be resolved by this experiment, the new zeros
in op that eventually develop at @ = +4,+8,... may be
forcing an observable suppression of the peaks of op.
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Figure 18. (Color online) Schematic diagram of conductiv-
ity data (reconstructed in the inset) as a function of the fill-
ing factor v = nshfeB (B = 18 T, T = 250 mK), from an
experiment that perhaps may be interpreted as probing the
crossover I'q — (I'r) — I'r in a graphene sample (compare
Fig. 5).65 The diagram illustrates how a suppression of a peak
in op may be the first sign that a new phase is germinating,
before the new plateau in oy or the associated splitting of op
can be experimentally resolved. If the magnetic field strength
is increased further we expect the band structure to even-
tually be fully resolved (spin-valley splitting), and a second
transmutation I'r — I'tr would suppress the peaks further,
op — 1/2.

In other words, when a critical point “splits” in order
to make room for a new phase, the presence of this new
pair of critical points could at first appear as a suppres-
sion of the original peak, as is seen in this experiment.
When the plateau is fully developed there should be two
peaks instead of one, both smaller than the original peak
(compare Fig. 2), as seen for the insulator transitions in
Fig. 18.

In this experiment, when the insulator phase is present
the height of all but one of the peaks in op is consistent
with T'r-symmetry (compare inset in Fig. 18). This does
not explain why the remaining peak is twice as large,
but the asymmetry in the data, as well as the crude
Hall quantization that only roughly approximates the ex-
pected integers (& = 2 mod 4), suggests that there are
large systematic errors of unknown origin that may be
responsible for skewing the data.



C. Tq-TI7

The valley degeneracy in graphene is protected by an
inversion symmetry of the carbon lattice. It seems to
be very difficult to lift some or all of this degeneracy
without also destroying the Dirac-cones, and the trans-
mutation I'q —> I's has not been seen (compare Fig. 5).
We consider first the simplest case where both spin- and
valley-symmetry is broken by a very strong magnetic
field, which gives the transmutation I'q — I't.

Fig. 19 shows a reconstruction of resistivity data from
a pair of graphene experiments that appear to be showing
the crossover I'q — I't (compare Fig.5).>>>7 In both ex-
periments the density of states was controlled by a back-
gate potential [V,| < 80V, in a fixed background magnetic
field B and constant temperature 7T'.

With B=9T and T = 1.6 K at least fourteen plateaux
at o =4n+2 (n=-7,-6,...,5,6) were observed, com-
pare Fig. 19 (a), but no insulator phase.®” This is consis-
tent with I'q-symmetry. The dotted blue lines connected
to the stack of unstable fixed points (6 — ® «— ©) is
a visual mnemonic to remind us of the modular quan-
tum critical point expected to appear at pg = i/2[h/e?],
which was not accessible in this experiment.

In a much stronger magnetic field B = 45T, and similar
temperature T = 1.4 K, the double spin-valley degener-
acy appears to be completely broken, compare Fig. 19 (b).
In addition to the weak field plateaux (Fig. 19 (a)), new
plateaux were observed at ogq = 0,+1,+4[e?/h], and pp
is showing preliminary signs (splitting and suppression)
of additional plateaux germinating at og = +3[e?/h],
and perhaps also at og = +5[e?/h].5” This is consistent
with the I'p-symmetry expected when both the spin and
pseudospin degeneracies have been resolved. The dot-
ted lines connecting some plateaux to the insulator fixed
point pg = ioo is a reminder that modular symmetry does
not predict a quantized value of the Hall potential in this
phase (pg € R). Equivalently, both the Hall and magne-
toconductivities vanish at the IR fixed point g = 0 on
the boundary of this phase (yellow region in Fig. 2).

In the absence of sufficient information about the ge-
ometry of these Hall devices, we have in both diagrams
chosen to normalize the magnetoresistance pp so that the
principal left peak takes the maximum value expected
from modular symmetry (i.e., the height of the relevant
semi-circular separatrix, compare top and bottom right
panels in Fig. 2). In both cases the sub-leading left peak
(and in (b) also the next peak to the left) are in rea-
sonable agreement with the expected (maximal) modular
values of pp, indicated here by dashed blue lines. There
is, however, a substantial asymmetry between the data
on the right and left hand side, which is not expected if
the emergent symmetry is fully developed.

Fig. 20 shows a schematic illustration of a conjectured
band structure as a function of an external magnetic
field strength B, inferred from graphene data obtained
at T = 1.4 K with B < 45T.%6 Each time a band splits
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Figure 19. (Color online) Reconstruction of resistivity data
(solid curves) from two graphene experiments in a constant
external magnetic field. Both the plateaux spectrum and rel-
ative heights of the peaks in the magnetoresistivity pp, (a) in
a “weak” field B =97T,%" and (b) in a strong field B = 45T,*°
is consistent with the transmutation I'q — I'r of modular
symmetry (compare Fig. 5).

a new delocalized state appears, giving rise to an addi-
tional plateau in the Hall conductivity. Splitting spin
states |n; 1, *) and |n; |, *) gives a blue gap, splitting val-
ley states |n;=*,f) and |n;*,]) gives a green gap. Gaps
are uniquely labelled by the filling factor v.

The weak (left) and strong (right) field limits are con-
sistent with the transmutation I'q - I't of modular sym-
metry (compare Fig.5). However, if the degeneracy in
the lowest Landau level is less robust than for higher lev-
els, so that the splitting happens at different values of the
magnetic field B, then at intermediate values of B neither
symmetry will be manifest in the spectrum of plateaux.

Tilted field data obtained in this experiments®® seems
to show that spin splitting is easier to achieve than valley
splitting in graphene, at least for the lowest Landau lev-
els, so that there is a hierarchy in the spin-valley splitting
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Figure 20. (Color online) Schematic illustration of conjec-

tured band structure of a grapene sample investigated at
T =1.4 K as a function of an external magnetic field strength
B < 45T.% Colored regions labelled by filling factors v are
gaps between the bands, which are represented here by curves
labelled with spin-up state vectors |n; 1) (black) and |n; 1)
(red), and spin-down states |n; {f) (green) and |n;|{) (blue),
for the three Landau levels n = 0,+1. The high and low field
limits are consistent with respectively I't and I'q.

sequence for increasing values of the external magnetic
field (compare Fig.20) ([B]=1T):
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where we have allowed for the possibility (not shown in
Fig. 20) that there are additional levels in the hierarchy
if higher Landau levels are not equally robust.

Since the valley degeneracy is protected by inversion
symmetry of the graphene lattice, which is not broken
by the external field, the valley splitting presumably de-
pends on the subtle energetics of many-body interactions
in this material. A detailed understanding of this hier-
archy is therefore a difficult dynamical problem that is
only tractable in limiting cases (e.g. 0 « B — o0), where
the identification of emergent modular symmetries may
be useful.
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VIII. DISCUSSION

We have reviewed experimental quantum Hall scaling
data from a wide selection of materials, and compared
these with modular flow diagrams derived from the holo-
morphic Hall potential o, =In A+ (a—1)In(A-1) that is
parametrized by a single real number a.2? This potential
is invariant under the congruence subgroup I'(2) of the
full modular group SL(2,7Z), because it is built only from
the classical elliptic modular lambda function X.57

In Sects.I and II we have explained and emphasized
that the physical properties that must be required of
any I'(2)-invariant scaling function 3, = d¢, renders the
functional form of the RG-potential ¢, essentially unique
(up to normalization). The key is to recognize the holo-
morphic modular structure of the parameter space, which
must be respected by the scaling functions. It is the pin-
cer movement of a complex structure and modular sym-
metry that pins down the RG-potential.®®

For a = -1,1/2,2 the symmetry is enhanced to the
maximal subgroups I'g, I't and I's, respectively. So, if
the emergent symmetry is observed to be I'x (X = Q,
R, S, T), then the S-function, and therefore the phase-
and flow-diagram, is unique (up to normalization). Since
these are the symmetries that are most often encountered
in the QHE, it is easy to falisfy the modular hypothesis
(i.e., the relevance of ¢, for the QHE), but this is not
what has happened. As technology has improved over
the past three decades, so has the agreement between
experimental scaling data and modularity. Compare, for
example, our reconstruction of data from 1985 shown in
Fig. 6 with Fig. 10 (data from 2014) or Fig. 12 (data from
2015).

In addition to the fact that some of the modular pre-
dictions from 1992 have been verified at the per mille
level, 122024 it is perhaps the overall agreement of the
unique modular family of level two flow-diagrams with
a wide range of different materials and experimental
circumstances that is the most convincing evidence for
“modular universality” in the QHE.

There have been various attempts over the years to
analyze the phase structure of the QHE, starting with a
proposal based on the translation symmetry of RG-flows
in the IQHE.®® This was motivated by a sigma-model of
localization,”® " but the target space geometry does not
appear to be rich enough to include the FQHE.

In [1 and 2] it was proposed that a modular symmetry
would be capable of describing both the integer and the
fractional Hall effects, by including dualities in addition
to translations, as described in the introduction. The
three maximal subgroups I'r, I's and I't were immedi-
ately identified as the largest symmetries of physical in-
terest. I't was shown to give the correct phenomenology
for the spin-polarized QHE, I's was proposed as the rel-
evant symmetry for analogous transport problems with
bosonic quasi-particles, and the symmetry I'(2) and the
idea of a potential interpolating between the enhanced



symmetries was introduced.*

At roughly the same time superficially similar dualities
acting on the filling fraction v were considered,”®®3 and
the resulting transformations are known collectively as
“the law of corresponding states”. Since v is essentially
the plateau value og = o € R, this approach is oblivious
to the complex structure that gives modular symmetry
most of its predictive power. These dualities appear to
disagree with experiment, unlike the complexified duality
identified in [1 and 2], which is in excellent agreement
with available data.!l7-19,20,24

There have been two other attempts to construct fami-
lies of interpolating S-functions for the QHE.?6-9-11,14,21
They have both retained the original idea that the -
function should be modular form of weight two,27-815
and their work looks superficially similar to ours. This
is because a flow line derived from any function with
maximal modular symmetry always has the same shape,
so plots of the vector fields will appear to be identical.
As was explained in [1-4] this is a mathematical trick,
which we also employed in order to obtain the original
phase diagrams, but by itself this is not sufficient to build
a physical model. Subsequent alternative proposals did
not heed this advice. They did not pay sufficient atten-
tion to the physical properties that critical points must
have, nor did they consider the elementary but demand-
ing experimental constraints on scaling that we discussed
in the introduction. Consequently, the conjectured “g-
functions” are not well motivated, nor do they appear to
have any reasonable physical interpretation, as we now
explain.

An interpolating S-function, which in our notation is
Ba o< (aA—1)/65 was proposed in [5, 6, 9, and 14]. They
conclude that the location of the zero of this function is
not predicted by I'(2) symmetry, which is correct since
it depends on the free parameter a, similar to our a. But
they seem ambivalent about the order of the transition
point, they do not consider the family of functions under
deformations of @, and they do not discuss the points of
enhanced symmetry.

A family of meromorphic functions that was conjec-
tured to be an interpolating S-function was postulated
in [11 and 21]. However, these “scaling functions” have
no physical foundation or interpretation. In particular,
they have poles where there should be critical points, i.e.,
where a physical g-function must vanish. Critical expo-
nents are therefore ill defined, and there is no physical
scaling,.

These attempts to implement the modular ideas intro-
duced in [1-4] have all failed for the same reason: they
ignored the complex structure and physical requirements
that the scaling function must respect, i.e., the geometric
structure of the effective (emergent) theory.

This is in sharp contrast to the work discussed here.

19

Since our S-function is derived from a physically moti-
vated and physically sensible potential, it is by construc-
tion well behaved everywhere on the interior of parameter
space. This includes the critical points where it has sim-
ple zeros, and therefore well defined scaling and critical
exponents. The reason that the “mock g-functions” used
in [1-4] turned out to be essentially the same as dip,, is
that they are subjugated by the same holomorphic mod-
ular structure. Given this geometric structure the fate of
the model is sealed, and the modular predictions made in
1992 are either right or wrong, at least for the maximally
symmetric cases that are most frequently encountered in
experiments. Fortunately, as we have seen here, there is
now a large and growing body of evidence in good agree-
ment with many modular scaling predictions.

We have also discussed some experiments where the
modular symmetry is transmuted or broken. We have
described in detail the most benign scenario, where the
symmetry is “morphing” between maximally symmetric
cases, while maintaining a maximal amount of unbroken
modular symmetry. This is captured by a unique interpo-
lating family of scaling diagrams with minimal symmetry
breaking. The simplest physical example is when crank-
ing up the magnetic field changes an unpolarized (spin
degenerate) QHE to a polarized QHE. This is consistent
with some experiments, but in a few cases modular sym-
metry is more severely broken or hidden. It is an impor-
tant outstanding problem to find out when and how this
happens, not only to delineate the domain where emer-
gent modular symmetries are relevant, but also in order
to understand why they are so accurate when they do
appear.

In summary, all scaling properties of almost all quan-
tum Hall systems seems to be encoded in the deceptivly
simple looking RG-potential .2

Perhaps the biggest outstanding problem in the QHE
is to determine the value(s) of the critical (delocalization)
exponent(s), which would completely nail down the quan-
tum Hall universality class(es). This exponent is deter-
mined by the curvature of the RG-potential at a critical
point, and therefore depends on the normalization of the
B-function. This number does not follow from symmetry
alone, and information about the dynamics of the collec-
tive (emergent) modes relevant at low energy is required.
The Ising model provides a helpful analogy. Kramers and
Wannier managed to calculate the exact value the critical
temperature (location of the critical point) by exploiting
a Zo-duality that is similar to S-duality acting on op, but
the exact value of the critical exponent remained beyond
reach until Onsager solved the model completely.

Similarly, modular symmetry is by itself not sufficient
to find the low-energy effective field theory, but (unlike
Zs) because it is an infinite non-abelian group it does
severly limit the supply of candidate models, and may
therefore provide valuable assistance in the search for this
theory.
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Chapter 6

Conclusions and Outlook

As displayed in the paper, experimental measurements (Figs. 6-17) generally fit
the hypothesis of modular S-functions well. It is also worth noting that over the
years, as measuring equipment has become more accurate, the the data seems to
fit better, compare e.g. Fig. 6 (1985) to Fig. 8 (2009) and Fig. 11 (2016). This
observation is a good argument in favor of our hypothesis.

The shape of the phase diagram generated from [, is very specific and rigid:
there is no parameter in the theory, other than a, that may be tuned in order to
fit experimental data points.

In only one experiment was it the case that no value of a could be found, fitting
the data points to flow lines in a satisfying way: see the right front panel of
the right hand side of Fig. 17 in the paper. Note also that the flow in that
case significantly crosses the separatrix. However, closer inspection of the paper
presenting those data [97], reveals that they are based on the experimental plots
portrayed in Fig. 6.0.1. Judging from how p,, fails to reach zero, we may conclude
that this experiment was far from the scaling regime. In that case, the data is
not expected to fit the modular flow.

In all the experimental data analysed, the assumption that all sources are located
on the real line fits well. That is, there is no indication that sources should be
placed in the interior of H. Then, regardless of the validity of modular symmetry,
a phase diagram structure placing sources on the real line should be preferred,
contrary to the model presented by Laughlin et. al. [96].

An issue with the modular symmetry arises from the fixed point classification
of sources and sinks performed in subsection 4.4.3. There it was determined
that for every congruence group, the fractions on the form (odd number)/(even
number) are repulsive. However, Willett et. al. found a plateau at v = 5/2 in an
GaAs/AlGaAs structure of electron mobility g ~ 1.3 x 10%m?/Vs in 1987 [98].
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Figure 6.0.1: The experimental data from [97]. Note how the longitudinal
resistivity fails to reach zero.

In that experiment, the plateau was not highly resolved, however, experiments
in samples with higher electron mobility (u = 1.7 x 107cm?/Vs) has yielded an
unmistakeable plateau and vanishing longitudinal resistivity at v = 5/2 [99].

There have also been reports of a v = 1/2 plateau [100] [101], a v = 3/2 plateau
[102], and a v = 7/2 plateau [103]. Most striking is perhaps the discovery of a
plateau at v = 2 + 3/8, which nobody seems to be able to explain [104].

These even-denominator plateaux pose a problem for the modular hypothesis, as
the modular RG flow strictly prohibits them. They do, however, only appear to
be resolved for special experimental conditions, such as extremely high mobilities
and sometimes tilted magnetic fields. As such, the modular framework still works

for the “simplest” QHEs, although it can not account for the most general cases
of the FQHE.

Allin all, the data from the integer sequences v = 0, £1,£2,...and v = 0, £2, +4...
fits well into the modular RG flow, however, more data is always welcome. Espe-
cially temperature scaling data for the FQHE is sparse, more experiments done
in this regime would help illustrate the unification of IQHE and FQHE that mod-
ular symmetries predict. It would be of particular interest to obtain scaling data
for the even denominator plateaux, so one can study exactly how this flow breaks
with the modular hypothesis.

Also, not many of the (much anticipated) scaling experiments with graphene
have been performed. These are needed to properly test the hypothesis of I'g-
symmetric S-functions for the v = 42, 46, ... sequence. The future also holds
promise for graphene’s 2-dimensional cousins: silicene, germanene and stanene.
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Indeed, Dirac cones have been observed in silicene [105], germanene [106] and
stanene [107]. Quantum Hall experiments in these materials are still in their
infancy, and there are issues with substrate induced elimination of the Dirac
cones (see [107] and the references therein). An interesting task for the future
is to classify the scaling flow for this family of relativistic novel 2-dimensional
materials.

More scaling experiments with tunable spin-splitting would be interesting. With
enough data, an empirical formula for the parameter a could possibly be found.
As seen in subsection 4.6.2, an interpolation between the maximal symmetries
was proposed in [95], using ges ~ (g/ cos 0)T~* as the parameter, § denoting the
angle between the sample surface normal and the magnetic field. However, in the
experiments producing data that required a value of a ¢ {—1,1/2,2}, used in
our paper (Fig. 17), the magnetic field was parallell to the sample surface normal
([97], [108]). This indicates that the parametrization proposed in [95] can not be
the whole truth.

Indeed, the parametrization of [95] ends at I'r symmetry with geg = 0o (compare
Fig. 4.6.3), corresponding to a = 1/2. In the two front panels of the left hand
side of Fig. 17 in our paper, however, experimental data fitting a = 0.89 and
a = 0.93 is presented.

The parameter gor of [95] gives us a starting point for which quantities the pa-
rameter a might depend on, but more scaling experiments under well documented
conditions are needed for a complete analysis.

Finally, in this thesis there has been no attempt of presenting a mechanism for
how modular symmetries can emerge from the microphysics of the QHE. This
is an unresolved topic in the field. A hope for the future is that someone will
accept this daunting challenge, as the determination of such a mechanism would
firmly establish a theoretical footing for this theory.
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Appendix A

Elements of Topology and Group
Theory

Topological field theories, by their name, require some knowledge about the math-
ematical field of topology. This appendix is intended for readers unfamiliar with
topology, to get a notion of certain phrases used in the topological arguments of
the quantum Hall effect. For further information on topology, see e.g. [109] and
[110], which we follow here.

Group theory is by itself important in physics where groups are used to classify
symmetries and the action of symmetries on on coordinates or parameters are
realized by the group action. Some aspects of group theory is also needed in
order to understand the terminology of section REF and chapter REF, and this
will also be revised here. A good introduction to discrete groups is found in [92].
Sufficient information about the continuous Lie Groups most useful for special
relativity and gauge theory can be found in section 15.4 of [4]. We start off with
some definitions. A notion of the concept of a set is required.

Relational operators: V denotes “for all” or “for each”. d denotes “there
exists”.

The union of two sets, A and B, is defined as the set of all elements that are in
either A or B:
AUB={z|xz € Aorx € B}.

The intersection of two sets, A and B, is the set of all elements that are in both
A and B:

ANB={z |z € Aand z € B}.
The empty set is the set containing no elements: () = {}.

A map f: A — B is said to be surjective (onto) if the image f(A) = B. It is

133



134 Elements of Topology and Group Theory Chapter A

said to be injective (one-to-one) if there for each b € B exists exactly one a € A
such that f(a) = b. It is said to be bijective if it is both injective and surjective.
If f is bijective, the inverse map f~! is automatically bijective.

Group Theory

A binary operation on a set A is a function x : Ax A — A, taking two elements
of A and returning an element of A.

A group is a set G, with a binary operation * such that
® YV g1,92,93 € G, we have (g1 * g2) * g3 = g1 * (g2 * g3) (* is associative).

e Je € G such that Vg € G, we have exg = g*e = g (existence of an identity
element).

e VgeGIg'edGsuchthat gx gt = g7' x g = e (existence of inverses).

The group is denoted (G, x). When the binary operation is implied or unimpor-
tant, G by itself referres to the group.

A subgroup H of a group G is any subset of GG, closed under the binary oper-
ation, so that x : H x H — H, and such that H with the operation * is itself a

group.

For a subgroup H C G, and an element g € G, define the left coset of H
containing g as gH = {gh | h € H} C G. In general, many elements of G will
belong to the same coset of H, and we define the index of H in GG as the number
of left cosets of H in G. The index is then a measure of how large the group H is
with respect to G: lower index means that fewer cosets of H are needed to cover

G.

A homomorphism of groups (G, *) and (G’,0) is a map f : G — G’ such
that f(g1 * g2) = f(g1) o f(g2), i.e. a structure preserving map. If there exists
a homomorphism between two groups they are said to be homomorphic. An
isomorphism is a bijective homomorphism. Likewise, if there exists an isomor-
phism between two groups they are said to be isomorphic. Isomorphic groups
are for all practical purposes the same group.

IfV g1, g2 € G we have g1 x go = g2 % g1, the group is called Abelian. An example
is the group of integers Z, with addition as the binary operation. If the condition
is not satisfied by the group, it is called non-Abelian. Typical examples of non-
Abelian groups are groups of matrices with matrix multiplication and groups of
functions with function composition.
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Some groups are defined by a finite set of generators: {{i,...,t,}, such that
any element of the group, g € GG, can be expressed as a product of generators:

g = [t for a set of indices I. The product operator, [, then means successive
iel
use of the binary operation *. Such groups are called finitely generated.

Continuously generated groups are groups that contain elements arbitrarily
close to the identity e, such that any element of the group may be reached by re-
peated action these infinitesimal elements. We may then expand an infinitesimal
group element as

g(a) =e+ia,T,,

with a, the infinitesimal group parameters and 7T, the generators. The generators
span the algebra of the group as a vector field over some set of numbers (e.g.
C, R, Z,...). Important examples of continuous groups are

e The Poincaré group; the symmetry group of special relativity, generated by
rotations, translations and boosts of the space-time coordinates.

e The Abelian unitary group U(1); the gauge symmetry group of classical
and quantum electrodynamics, isomorphic to the set of complex numbers
of unit length: {e" | a € [0,27)}.

e The special unitary group SU(N), consisting of N x N unitary! matrices
with determinant 1. S(2) is the gauge group of the electroweak theory, with
the Pauli matrices as generators. SU(3) is the gauge group of quantum
chromodynamics, with the Gell-Mann matrices as generators.

Given a group G and a set X, the group action of G on X is a function
p: G x X — X, satisfying

e ple,x) =z V xe X (identity).
e o(q192, %) = o(g1,0(92,%)) ¥V 91,92 € G, ¥ = € X (compatability).

From these axioms, it follows that for each g € G, the function ¢, = ¢(g,) :
X — X is a bijection with inverse ¢g-1.

The symmetry groups of physics are realized through group actions: The Poincaré
group acts on space-time coordinates e.g. by Lorentz transformations which may
be represented as matrices: * — Axz. The gauge groups act on the particle
and gauge fields of quantum field theory, e.g. U(1) acts on Dirac spinors by a
simple phase multiplication 1) — €, and a simultaneous transformation of the
electromagnetic vector potential A, — A, + é@ua.

'Recall that a matrix is unitary if its complex conjugated transpose is its inverse.
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Topology

We start with a definition of the mathematical field of topology itself [111]: The
area of mathematics concerned with the general properties of shapes and space,
and in particular with the study of properties that are not changed by continuous
distortions, such as stretching.

Right off the bat, this sounds like mathematics fit for the QHE, as it has been
stressed how robust it is to distortions, i.e. dislocations and impurities in mate-
rials. We now move on to the definitions important to this thesis.

A topology on a set X is a collection 7 of subsets of X with the following
properties:

e ). XcT.
o IfU,cT fora=1,2,...,then U, € T.

o If Ul, ,Un S T, then m Uz S T
i=1
We say that the topology is closed under arbitrary unions and finite intersections.
A set X with a defined topology T is called a topological space, denoted (X, T).
If the specific topology in question is implied or unimportant, X by itself is usually
referred to as the topological space. The sets constituting the topology 7 are
termed open sets.

Given two topological spaces X and Y, a product space, X x Y, can be defined
as the set of all ordered doubles: X x Y = {(z,y) | * € X, y € Y}, with the
product topology: Txxy = {Ax B | A€ Tx, B € Ty}. For product spaces,
the projection map of the first argument 7 : X x Y — X is defined as the
surjective map m(z,y) = .

A function f : X — Y between topological spaces is called continuous if for
each open set V C Y, theset [~ (V) ={z € X | f(z) € V} C X is open. If f
is bijective and both f and its inverse f~!: Y — X are continuous, f is called a
homeomorphism. It follows that if f is a homeomorphism, then the set U C X
is open if and only if f(U) C Y is open. There is hence a bijective correspondence
between the topologies of X and Y. Then any topological property of X i.e.
any property of X that may be expressed entirely in terms of the topology also
holds in Y.

Specifically, a function f :R"™ — R™ is called C? if its p’th derivative exists and
is continuous. A function which is infinitely continuously differentiable is said to
be C*°. A C'*° homeomorphism is called a diffeomorphism.
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A topological group (G, T, x*) is a topological space with a binary operation
obeying the group axioms, and such that

e the binary operation * : G x G — G is a continuous function of two
variables,

e the inversion i : G — G, taking i(g) = g~' V g € G is continuous.
We are now ready to define the topological entity most important to the QHE.

Assume we have three topological spaces F/, F' and B, and a continuous, surjective
map p : F — B which locally looks like a product. More specifically, assume that
there is a collection of open sets {U;}, that covers B: B C |J, U;, and for each U;
a homeomorphism ¢; : p~}(U;) — U; x F with the property that p = 7 0 ¢;. o
denotes function composition: (f o g)(x) = f(g(x)).

The whole collection (E, B, F,p) is called a fiber bundle, and we say that £
fibers over B with fiber F'. The spaces E is called the total space and B is called
the base space. For each point z € B, the set p~!(x) is called the fiber over z.

A section of a bundle is a continuous map s : B — E, which is a left inverse of
the bundle projection p: (po s)(x) =z Va € B.

Assume next there is a topological group G acting on the fiber F. The structure
is then termed a G-bundle if the homeomorphisms ¢; can be chosen such that
for each pair of intersecting sets U;, U;, the composition

¢io¢;11(UiﬂUj)XF—>(UiﬂUj)XF

has the form

(Cbz © gb]_l)(uv ZL‘) = (U,, ’}/ij(U)ZL‘),
where the transition function v;; : U; N U; — G is continuous. That is, in a
sense, the homeomorphisms ¢; and ¢; differ by an element of G. Readers familiar
with differential geometry will recognize the structural similarity this patchwork
shares with an atlas.

Finally, in the case of the structure group being the fiber itself, G = F, and
the group action is multiplication from the left, the bundle is called a principal
G-bundle.






Appendix B

Elements of Differential
Geometry

This appendix aims to serve as a recap of the differential geometric formalism
used in this thesis. Good primary sources are [87] and [110] for very mathemat-
ical introductions to the subject, and [112] for an introduction more focused on
physics. The latter, physics-centered approach is adopted here whenever possible.
See also [113] for an introduction to line bundles and their relation to physics.
The reader is advised to look through Appendix A before reading this appendix.

Manifolds

Firstly, a metric d is any distance-measuring function defined on a topological
space X, i.e. d: X x X — R, such that d(z,y) gives a notion of the distance
between points =,y € X. A topological space with a metric is called a metric
space.

A manifold M is a metric space with the property that for every x € M, there
exists an open set U C M containing x and some integer n € N such that U
is homeomorphic to R™. That is, a manifold is a space that looks Euclidean on
small scales. The sets U, with their corresponding homeomorphims ¢, defines
local coordinate systems or charts of M. A C* atlas of M is a collection of
charts {(U,, ¢o)} that satisfies:

e The {U,} covers M: M C |JU,.

e Transition between charts are smooth: For any two intersecting charts U,
and Ug the map ¢, oqb[;l t03(UaNUp) = 00 (U, NUg) is a diffeomorphism.
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A manifold that is everywhere locally homeomorphic to R™ for the same n will
be termed an n-manifold.

A differentiable manifold (also called a C* - or smooth manifold) is a manifold
with a maximal atlas, an atlas consisting of every possible compatible chart.

Standard examples of C*° 2-manifolds are the sphere S? and the torus 72. They
are usually visualized as imbedded in three dimensional space. An important
fact about n-dimensional manifolds, is that they all have imbeddings in a higher-
dimensional Euclidean space.

Vectors and One-Forms

Now, as a manifold may well be curved, as torus or sphere is, the notion of
vectors must be properly defined. If we consider the sets of tangent vectors for
two non-antipodal points on a sphere, the sets will not be equal. This is different
from the situation in R", where the set of possible vectors is the same at each
point (and equal to R™ itself). Also observe that the tangent space for each point
on S? is a copy of R?, with different orientations in 3-space.

For the case of general manifolds M, it is then more appropriate to assign a
vector space to each point x € M, consisting of all the vectors tangent to the
manifold (in a higher-dimensional imbedding) at x. This space is called the
tangent space of M at z, denoted T, M.}

The tangent space is, however, independent of higher-dimensional imbeddings
and should be defined that way. Following [112], if we consider a curve v : R —
M, parametrized by some real parameter A, a tangent vector to the curve at a
point x is given by the directional derivative (dvy/d)\),. The tangent space at
x may then be defined as the set of tangent vectors to all the curves passing
through z. Equivalently, the tangent space is the set of all directional derivatives
at the point z.

Consider then, any chart (U, ¢) with local coordinates 3* € R", and an arbitrary
function f : M — R. Taking the directional derivative of f along the curve ~
yields

d¢o) ofos™) _d

d(foy) d _ _ Y.
_—[(fogb l)o(gboy)}— d\ oy d)\alf'

X dX

Tt is possible, and mathematically correct, to define the tangent space as the fibers of
the tangent bundle: a special case of fiber bundle. This construction is, however, excessively
complicated for the intentions of this appendix.
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As the function f is arbitrary, we have

d dy

dx  dx "
and we may take the partial derivatives to be the basis vectors of the tangent
space.

The action of coordinate transformations y — ¢’ is then given by the chain rule:
g0 _%,
J ay/j &y/j v
Demanding that a vector with components A’ is independent of basis: A'Q; =
A9, yields the inverse transformation for vector components:
ay/i
One is usually most interested in the components, rather than the entire vector,
and refers to the components A’ as the vector.

A" Al

Define the cotangent space at x, 1) M, as the set of all linear maps w : T, M —
R. The elements of this space are called dual vectors or one-forms. From their
definition, one-forms act on vectors to produce scalars, so a basis, 6°, on T*M
can be constructed by demanding

0'(9;) = (5;,

(5} being the Kroenecker delta. This condition is satisfied by
i _ dy’
0 (a]) - 3_g/j’

i.e. with ¢/ = dy’, the gradients (or differentials). A member of the cotangent
space being a gradient fits together nicely with its action on a vector:

d\ df
the directional derivative (compare f'(x;r) = Vf - r in Euclidean space).

The transformation under coordinate change follows in the same way as for vec-
tors:

R W
dy" = aiyjdy%
and for the components: '
,_ Oy
w; = ww]'.

Vectors are sometimes referred to as contravariant vectors, while one-forms
are reffered to as covariant vectors.
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Tensors

A (k,l)-tensor is a map T : (TyM)* x (T,M)" — R, linear in each argument,
taking k one-forms and [ vectors, and returning a real number. As with vectors,
one is usually most interested in the components, found in the expansion

T=T""%; 0,®. Q0 @d/' ®...®dy",

® denoting a direct product. The transformation properties of the tensor com-
ponents are found by the applying the corresponding vector and one-form trans-
formations for each index:

oy Oy oy™  Oy™

T/il...ik ) o ni...ng

Tt Gy Gy Gyt Oyl e

A special tensor is the metric tensor, G;;, which is a symmetric (0, 2)-tensor,
used to map vectors to one-forms:

The inverse metric tensor G¥ is defined by GYg;, = ¢, and is used to map
one-forms to vectors:

GYw; = W’

In full generality, the metric tensor is used to lower or raise an index of a tensor
of any order and any number of indices may be lowered or raised by successive
application of the metric tensor. From this, we can define the inner product of
two vectors A and B as

A-B=G,AB = A;B = A'B;,
and vice versa for one-forms.
Another important property of the metric tensor is that it gives the line element:
ds?® = gijdyidyj.

Another special tensor is the energy-momentum tensor 7;;, which is found from
the action S. In general, the action depends on the metric as

S = /ddx\/|G|£,

where G is the determinant of the metric tensor. This is also true in flat Euclidean
or Minkowski space, but there G = 1. The energy-momentum tensor is then
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defined as the response of the action to a variation in the metric (see section 4.3
of [112]):
1 S

Ty = —2————
1] \/@567”]7

the functional derivative of the action with respect to the metric components.
This definition of the energy-momentum tensor is most intuitive in the context
of general relativity, where the geometry of spacetime is indeed determined by
the energy density of the universe.

A result that will be useful is a rewriting of the above equation in two dimensional
flat space:

58 ~ — / d*aT;6GY,

which reproduces the first equation up to a prefactor.

Differential Forms

A special class of tensors are the differential forms (sometimes referred to as just
forms). A differential p-form is a (0, p) tensor that is completely antisymmetric.
One special case is the one-form already introduced. Given two one-forms, w and
1, we may define a two-form by the wedge product:

(WA N)ij = winy — wjn.

The exterior derivative is, in a sense, a generalization of the gradient and the
curl, in that it differentiates a p-form to obtain an antisymmetrized (p + 1)-form.
For a one-form:

(dw)m = @wj — iji.

Covariant Derivatives and Connections

In general, the partial derivatives of tensors of higher order than (0,0) are not
tensors themselves, which can be seen from their transformation abilities:

o 15 n 7 n 2,17
0 o (L ym) Z O 90" g v OO0 TY°
ay/z aym ay/z 6ym ay/z aynaym

oV =

where an extra term appears. This extra term means that 9/V" is no longer in
the tangent plane T, M. In order to define derivatives independently of the choice
of coordinates, the covariant derivative may be defined as:

DVI =9, Vi 4T v,
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where the connection I/ is constructed such that its transformational proper-
ties exactly cancels the extra term from the partial derivative.

The existence of a connection means that the space is curved, and the curvature
tensor, R* ;;;, may be defined from the equation:

[D;, DjJV* = R* ;v — 2T}, D,V-.
Connections may be found from the metric tensor as

i L i

it = 3G (05Gu + %G — OGj).

In a curved space, the notion of straight lines will differ from that ordinary
Euclidean space. In a general geometry, a “straight line” is called a geodesic.
A curve, v, parametrized by some parameter ¢, is a geodesic if the geodesic
equation

d2 k d zd J
Ty rk ey ,

dt? Tdt dt
is satisfied. Note that in the case of Ffj = 0V 1,7,k, the geodesic equation
reproduces the straight lines for Euclidean space. See [112] for a derivation of
the geodesic equation.

Gauge Theory

This section follows [113] and [114]. In abstract terms, a gauge theory with gauge
group G can be thought of as a principal G-bundle with space-time as the base
space, and the gauge fields are the local sections of the bundle. The introduction
of particle fields is formally made by an associated bundle with structure group
G. The details of that operation will not be revised here, but see section 3.3.2 of
[115] for the formalities in the case of Yang-Mills theory.

In this case, the connections are the one-form gauge fields themselves, and the
covariant derivative takes the well known component form?

Dy =8, + Alt,

with #/ the generators of the gauge group, and A7 the corresponding gauge field.
This easiest way to see this is to forget about the bundle formalism, start out

’In gauge theories with coupling constant g, the covariant derivative is usually defined
D, = 0, —igAjt’. Here, we absorb these prefactors into the A’’s, as the distinction will not
be important to us.



with the matter fields, and demand their derivatives to be invariant under the
action of G, see e.g. sections 15.1 and 15.2 of [4].

Now, a gauge transformation amounts to relating the section of a chart (U;, ¢;)
to that of an intersecting chart (U;, ¢;). It can be shown [114] that the effect on
the connection is:

A= %}114%7 + %;ld%'j»
with 7,5 : U; N U; — G the transition functions defined in Appendix A.

The connections specify a curvature on principal bundle, which may be expressed
as (compare with R* ;;; of the last section)

F=dA+ANA.

For the gauge group U(1), the fields A commute®, and the expression for F
simplifies to

wa = (dA);w
— 9,4, — 9,A

v4lu,

the electromagnetic field tensor. Also, the gauge transformation simplifies; with
i = €@ for some well-behaved function a:

Al = A, +i0,a,

and it is easy to see that the curvature is invariant with respect to gauge trans-
formations. Also, see that the curvature may be expressed as

F =0,A,dz" N dz"”,

in this case, as w An = —n A w for any two one forms.

3Rather, the generators of the gauge group commutes.






Appendix C

The Onsager Relations

This appendix derives the generalized Onsager relations for transport coefficients,
used to determine the symmetry properties of the conductivity matrix and, by
extension, the resisitivity matrix. First derived by Lars Onsager in 1931, they are
still relevant today, e.g. in the context of the quantum Hall effect. The symmetry
relations they put on the off-diagonal elements of the transport matrix are, in
fact, crucial to the analysis in this thesis. The work here is based on the general
discussion in section 15.7 of [2], put in the context of the Hall system.

In studying the Hall system, the natural definition for the equilibrium state will
be when the steady Hall voltage Viy = v4B/L, is reached so current stops flowing
in the y-direction and flows normally, as if not subject to a magnetic field (but
with a configured voltage), in the z-direction.

Assume the system is close to this equilibrium state, experiencing a small fluc-
tuation. The currents and electric fields are related by J = oE, or

Ji = UijEj7 (COl)

with 7,7 = x,y. We view the electric fields as driving forces trying to bring the
system to equilibrium. This would amount to the entropy reaching its maximum
value, and as such, the entropy should be considered a function of the charge
accumulated on the Hall bar, building up the voltage. More accurately, it should
be considered a function of the charge gradient: S = S(Vq), attaining its maxi-
mum value at some Vq = V¢. In the following, for notational simplicity, we will
name u, = 0¢/0x and u, = 0q/0y. This way, the relation J; = «; holds, with
the dot denoting a time derivative. Furthermore, we will work in natural units
with the Boltzmann constant k£ = 1.

Given that the system is close to equilibrium, expand the entropy about u = u:

S(u) ~ S(a) + % (ajj(ij)u:u (ws — ;) (u; — uy),
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as the first derivative of S is zero at u = u. With our current view of the electric
fields, they will be related to the entropy by (possibly after a rescaling)

oS N
Ez' = auz = _’}/ij(uj‘ — Uj), (CO2)

where v;; = —(025/0u;0U; ) ez = V-

Now, the probability that a given fluctuation away from equilibrium occurs is
given by p o exp(AS), where AS = S(u) — S(@) = — 2 (u; — @;)(uj — ;) mea-
sures the deviation from equilibrium. Taking the variables u; to be continuous,
the normalization constant (“partition function”) is then given as

Z = /dQu exp (—%%j(ui — ;) (u; — ﬂ])> :
The ensemble average of u; is given by (compare eq. (2.2.4))
_ 1 2 1 _ _
;= (u;) = > /d U; eXp (_E’Yij(ul' — ;) (u; — u])> :
and differentiating this quantity with respect to ;, one obtains

1 ) 1 _ i
8;; = Z/dQUhnj(un — @in)]u; exp <—§%j(uz' — ) (u; — “j))

= [ eu-B e (~ st - w0 - 1)
= —(Bju,), (C.0.3)

the ensemble average of the product Eju,;. The relation (C.0.2) was used from
line 1 to line 2.

Then comes the tricky part: time reversal invariance. Many physical quantites
would remain unchanged if time were to go backwards instead of forwards. Math-
ematically, one studies the transformation ¢ — —t, and time reversal invariance
for the quantity A would mean A(t) = A(—t). If, however, a quantity is propor-

tional to a macroscopic velocity: B(t) %, with A time reversal invariant, we
get
dA dA
B(t)— B(—t) x —— = —— x —B(t
(1) = B—t) o g5 = = o< ~B(),

that is, B(t) = —B(—t).

This is exactly what happens with a magnetic field under time reversal because
it is generated be a current density according to Ampére’s law: V x B = pJ,
and J obeys the continuity equation V -J = dp/dt. As a charge density (p) does
not change sign under time reversal, J, and by extension B does.
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As the variables u; represent the same kind of quantity, their sign change under
time reversal will be equal, and as such, the temporal correlation

B—-B
(us(0)u; (1)) 7= (us(0)uy (1)),
is invariant, so long as we remember to flip the sign of B. As physics is not

concerned with when we set the zero value of time, we also have (u;(0)u;(—t)) =
(u;(t)u;(0)), and combining these:

B—-B
(ui(0)u; (1) " =" (wi(t)u;(0)).
Differentiating this equation and putting ¢ = 0 then yields
B—-B
(ui(0).73(0)) 7 =" (Ji(0)u;(0))-
Invoking the relation (C.0.1):

(ui(0)ajn

and finally using eq. (C.0.3

Jun(0)) = (in(=B)un(0)u;(0)),
brings us to
O'ij(B) = O'ji(—B), (C04)

the Onsager symmetry relations for the conductivities. In terms of the more
directly measureable resistivity matrix:

Oze Ozy\ 1 1 Pyy ~Pyz
=0 =p = 77 . )
Uya: O'yy det[,o] ny Pzxx

pij(B) = pji(—B). (C.0.5)
In the steady state, the relation E = pJ leads to E, = pyJs, By = payJs. The
operation B — —B would change the sign of E, but not J, and hence
Pay(B) = —=pay(=B),
Pzy = —Pyz, (006)

(B
)

it follows that

and similarly
Opy = — Oy (C.0.7)

Note that the diagonal components suffer no restrictions from the Onsager rela-
tions in this case.

Finally, resistivities and conductivities are independent of geometry so if the
material of the Hall bar is isotropic in the absence of a magnetic field, considering
a rotation of the entire system by 90° about the axis of the magnetic field leads
to

—~
00
~—

Ozx = Oyy,
Pzz = Pyy> (Cog)

giving us the final form of the transport matrices.






Appendix D

Hyperbolic Geometry

This appendix emphasizes the relation between different geometries, specifically
what distinguishes Euclidean geometry from hyperbolic geometry. The discussion
is done completely in geometrical terms, starting with Euclid’s axioms, pointing
out their fallacies, and continuing on to Hilbert’s axioms, with all their possibil-
ities. The point is to show that in studying new, abstract spaces, such as the
QHE parameter space, there is no a priori reason assume a Euclidean geometry,
rather than an hyperbolic.

Euclid’s Axioms

Geometry is an axiomatic theory, meaning it is based on a fundamental set of
postulates from which every result can be derived. The axiomatic method in
geometry was introduced by Euclid in “Elements” around 300 BCE and proved
to be extremely successful, as this work served as the main textbook for students
of geometry for more than two millenia [85]. However, Euclid’s definitions and
axioms do not satisfy the modern mathematical criteria for rigor and, as will be
shown, give rise to an incomplete theory of geometry.

Euclid’s postulates [111] can be formulated as follows:
1. A straight line segment can be drawn joining any two points.
2. Any straight line segment can be extended indefinitely into a straight line.

3. Given any straight line segment, a circle can be drawn having the segment
as radius and one endpoint as center.

4. All right angles are congruent.
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5. If two lines are drawn which intersect a third in such a way that the sum
of the inner angles on one side is less than two right angles, then the two
lines, if extended indefinitely, must intersect on that side.

The last postulate is called the Aziom of parallels and is most peculiar. Whereas
the first four axioms all are minimalistic, the fifth seems unnecessarily compli-
cated. Furthermore, its statement is too intuitive - with the common notion of
straight lines it is impossible to imagine that the axiom is not satisfied. It is
therefore natural that the fifth axiom should follow from the other four. This
has led to many attempts from mathematicians to prove the fifth postulate from
the first four, but none were succesful (see chapter 0.5 of [86] for a brief his-
torical overview). The reason is that there exist geometries, different from the
Euclidean, in which axioms 1-4 are satisfied but the Axiom of parallels is invalid.
The next subsection provides a method of defining a logically complete theory
of geometric structures with minimal assumptions about what the world should
look like.

Hilbert’s Axioms

This section follows closely chapter 1 of [85]. One of the most famous attempts of
defining plane geometry rigorously was made by David Hilbert in his 1898 book
“Grundlagen der Geometrie”, where he presents a new set of axioms. Here, the
two-dimensional case will be presented. We work in a plane S, which is a set of
points P. Lines are defined as the subset | C .S consisting of the points satisfying
the incidence relation, P € |. With these definitions the first set of axioms, called
the incidence axioms, can be formulated:

11: For every pair of distinct points A and B there is a unique line [ containing

A and B.
12: Every line contains at least two points.
13: There are at least three points that do not lie on the same line.

Let AB denote the unique line containing A and B. Note that the third incidence
axiom implies that the geometry is at least two dimensional.

Another property a geometry should include is a sense of betweenness, i.e. an
interpretation of the expression “point B lies between points A and C”. Hilbert’s
axioms of order is concerned with this task. Use the notation A x B % C' for the
expression “B lies between A and C”. The axioms of order are then:

O1: If Ax BxC, then A, B and C are distinct points on a line, and C' x B x A
also holds.
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02: Given two distinct points A and B, there exists a point C such that Ax BxC.

03: If A, B and C are distinct points on a line, then one and only one of the
relations Ax BxC, Cx Ax B and B x C x A is satisfied.

O4: (Pasch’s axiom) Let A, B and C be points not on the same line and let | be
a line which contains none of them. If D € [ and Ax D x B, there exists an
E € [ such that Bx ExC, or an F € [ such that Ax F x C, but not both.

A more intuitive formulation of the fourth order axiom is as follows: “Any line
that intersects a side of a triangle but none of its vertices also intersects one
and only one of its other sides.” This formulation is often referred to as Pasch’s
axiom. Note that Pasch’s axiom restricts the geometry to a maximum of two
dimensions. Also note that axioms 2 and 3 together guarantees that lines may
be continued indefinitely.

The third piece of structure a geometry needs is a concept of congruence: a
method of comparing different configurations of lines and points. Intuitively, two
geometric objects are congruent if they are of the same shape and size. Hilbert’s
axioms of congruence formalize this notion.

First, order allows us to define the line segment from point A to point B as
AB = {A, B} U{C|A % C x B}, and the ray from A through B as AB = ABU
{C|A * B % C}. Then, if A, B and C are points not on the same line, the angle
ZBAC may be defined as the pair of rays from A through B and from A through
C: ZBAC = {AB, AC).

Furthermore, two points A and B may now be defined to be on the same side
of a line, [, if the segment AB does not intersect [, i.e. if ABNI = (. We also
define the triangle with vertices A, B, C as as the set ABC' = ABU BC U AC.

Let x = y be interpreted as the statement “geometric object x is congruent
to geometric object y”. The axioms of congruence may then be formulated as
follows:

C1: Given a segment AB, a point C and any ray r from C, there is a uniquely
determined point D € r such that CD = AB.

C2: = is an equivalence relation on the set of segments.

C3: Given points A,B,C such that A x B x C and points A", B',C" such that
A"« B'x ', if both AB= A'B" and BC = B'C’, then AC = A'C".

C4: Givﬂa ray 1@ and an angle a, there are points E and F' on opposite sides
of AB such that /BAE = /BAF = «.

C5: = is an equivalence relation on the set of angles.
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C6: Given triangles ABC and A’B'C’, if AB~ A'B', AC =2 A'C" and /BAC =
/B'AC’, then ABC =2 A'B'C’, i.e. BC = B'C', ZABC = ZA'B'C’ and
JACB= /A C'B.

With congruence, a circle, I', centered in O with radius congruent to the segment
OA may be defined as I' = {C | OC = OA}. Define a point B to be inside
I'if OB < OA and outside I' if OB > OA. There are three additional axioms
required to identify the geometry with the Euclidean. The first one guarantees
that circles intersect properly:

E: Given two circlesT' and A such that A contains points both inside and outside
I', then I' and A have common points.

The second is the Archimedean axiom, which says that given any two segments,
one may be covered by a finite amount of copies of the other:

A: Giwen a segment AB and a point Cy € AB, there exist points Cy,Cs, ..., C,
on zﬁ such that ACy = C;Ciyq for everyi <n and B € AC,.

Last, but not least is the Axiom of parallels, this time in a slightly different
formulation called Playfair’s axiom:

P: (Playfair’s axiom) Given a line | and a point P ¢ | there exists at most one
line m through P which does not intersect [.

It can be shown that if all the other axioms are valid, then Playfair’s axiom is
equivalent to Euclid’s formulation of the Axiom of parallels.

A geometry satisfying axioms 11-3, O1-4, C1-6, E, A and P can be identified with
a subset of the standard Euclidean plane.

As the Axiom of parallels once again has entered and historically was the prob-
lematic axiom, in order to check its validity one may study its negation and see
if one reaches a contradiction. The negations of Playfair’s axiom is as follows:

N1: Given a line | and a point P ¢ [ there exists no lines through P that does
not intersect [.

N2: Given a line | and a point P & [ there exists at least two lines through P
that do not intersect .

The existence of the required line m in Playfair’s axiom can be shown to follow
from the other axioms, thus, N2 is the interesting case. It turns out no contradic-
tions can be found, so postulating N2 instead of P is equally valid. An interesting
consequence of N2 is that for any line [ and point P ¢ [, there will, in fact, be
infinitely many lines through P parallell to [. A geometry satisfying Hilbert’s
axioms with Playfair’s axiom replaced by N2 is called a hyperbolic geometry.
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