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Abstract

Particle accelerators play a key role in modern research, and their ability to enable the study of
objects on the smallest of scales has been fundamental for the development of today’s society.
Modern accelerators not only push the limits of beam energies and intensities, but also aim at
competing with industrial facilities and nuclear research reactors in metrics such as reliability
and availability. This combination requires state-of-the-art equipment, strategic thinking, and
robust risk management methods to deal with all challenges. The work behind this thesis has
been focused on the latter of the three - to develop a technical risk management method that is
integrated into the design and early commissioning phases of an accelerator facility to enhance
its operational availability. The implementation of the method is ongoing at the European Spal-
lation Source (ESS), currently under construction in Lund, Sweden.

The method is executed through the usage of customized protection functions, which can be
argued to be a non-negotiable feature for complex machines. As opposed to the field of safety,
the field of protection, concerned with equipment rather than people and the environment, does
not have any standardized risk management methods to apply. However, safety (and more so
functional safety) has plenty of such standards that are, at least partially, found suitable for
protection as well. In addition to the functional safety standards IEC 61508 and 61511, the ISO
standards 31000 and 16085, targeting risk management in a generic way, are also useful in the
development of a functional protection method. This thesis combines the four into a unique and
applicable risk management method for complex systems in general, and particle accelerators
in particular.

The structure of this thesis initially highlights the four main components for the application
of the method: a study of the usage and best practices of particle accelerators within modern
research; a motivation for and technical challenges with developing the method; a review of
current safety and standards, available risk management methods, and their usability within
complex systems; and the structure and process of the method itself. These components are
briefly discussed in Chapters 1-4, respectively. Chapter 5 shows how the method is applied to
some of the most critical systems within ESS. Finally, Chapter 6 briefly discusses and concludes
the outcome of the thesis.
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Chapter 1

Particle Accelerators in Research

Particle accelerators as seen today have their origin in the late 1920s when John Cockcroft and
Ernest Walton, encouraged by Ernest Rutherford, started designing a "generator" that could
produce a voltage of up to 800 kV. This generator was used to e.g. split the lithium atom, which
rewarded them the Nobel prize in 1951. Another researcher, named Robert van de Graaff,
designed a static generator that could reach 1.5 MV and was used in research during the 30s.
These two early versions of particle accelerators cleared the path for a new type of research,
but were limited by their static voltage. The emerging field of high-energy physics required
higher accelerating voltages, and this could only be reached by finding another technology.
Luckily, and in parallel with the development of static particle acceleration, so-called drift tubes
with alternating fields were first proposed by Gustav Ising in 1924 and demonstrated by Rolf
Widerøe in 1928. This oscillator applied 25 kV to two accelerating gaps, reaching a total of 50
keV kinetic energy - thus clearly pointing the direction of future particle accelerators [5].

Nowadays, particle accelerators vary in both their application and design. There are over
30000 particle accelerators in operation around the world, and the applications are spread
throughout medical radiation therapy and the production of low-energy beams, high-energy
physics applications using colliding beams, the production of synchrotron light through circu-
lating electron beams, and nuclear research accelerators that are used for the study of material
samples. While radiation therapy is the quantitatively largest group of accelerators, the high-
energy physics applications have received most attention. Also material research and the study
of molecular structure are areas that keep expanding their usage of particle accelerators [6].

The first two sections of this chapter (Sections 1.1 and 1.2) bring up the idea of user facili-
ties and how they affect requirements and design, together with making the distinction between
linear accelerators and synchrotrons - the two types of particle accelerators in large-scale facil-
ities. In Section 1.3, the process of neutron spallation and the usage related research facilities
is briefly introduced. Section 1.4 describes a few of the existing particle accelerators and their
usage within research. Following the success of these, even more sophisticated accelerators are
discussed around the world and some of these are presented in Section 1.5, including the Euro-
pean Spallation Source, which has been the center of attention for the risk management method
described in this thesis. Section 1.6 describes the different functions of an accelerator and how
a particle beam is generated to achieve its end goal. Finally, Section 1.7 points out the inherent
risks of accelerator-driven facilities and existing means to deal with those. This will then be the
focus for the remainder of the thesis (Chapters 3 through 6), culminating in a suggested method
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to manage these risks.

1.1 User Facilities

Up until the 1970s, the users of accelerator facilities were mainly the accelerator developers and
physicists themselves. This meant that a machine failure only affected a limited and special-
ized group. As some accelerators later became so-called user facilities, where the researchers
were other people than the accelerator physicists and engineers themselves, the requirements
on operational reliability and availability increased [7].

Nowadays, most accelerator facilities are considered to be user facilities. To target the
higher demands that this brings - demands beyond the particle beam parameters - reliability
and availability studies of the accelerator need to be accounted for in the design phase. As the
case is with modern accelerator facilities, other people’s research (much of it quite beneficial to
mankind) is dependent on close to continuous operation of the facility. Many of these demands
can be incorporated in an integrated machine protection (MP) strategy, whose primary goal is
not to disappoint the thousands of guest researchers that visit a typical user facility each year.

1.2 Linacs and Synchrotrons

There are two distinctly different kinds of accelerators. One is the linear accelerator (linac),
where the beam is transported in a straight line and only passes the equipment once. Such ac-
celerators can reach a high intensity particle beam and pulse repetition rate. In addition, they
allow for a better upgradeability and due to the possibility of restarting the beam operation
quickly after an error, the availability (see Section 1.7.2) can be high. Linacs appear in the be-
ginning of accelerator complexes and are suitable where high availabilities are required. In the
high energy physics field, linacs are useful for precision measurements with light, elementary
particles such as electrons and positrons. By using linacs for the acceleration of these, where the
particles are accelerated in a straight line rather than circulated, energy losses are minimized.

Synchrotrons are instead suitable when size is of importance, as the accelerating equipment
is "re-used" each turn. The typical synchrotron also acts as a storage ring, where particles
are first injected and accumulated, and then have their energy increased to very high levels.
The energy that is lost in the circular bending process is called synchrotron radiation, and is
inversely proportional to m4, where m is the particle mass [8]. It is therefore not suitable to
use synchrotrons for light particles at high energies unless the synchrotron radiation is exactly
what one wants to achieve. In high energy physics, storage rings appear in the search for new
discoveries by colliding heavier hadrons, such as protons.

1.3 Neutron Spallation Sources

The process of neutron spallation was first discovered in 1937 by Glenn Seaborg. The process is
performed by accelerating protons and colliding them with a neutron-rich target material, such
as mercury for SNS (Section 1.4.2) or tungsten for ESS (Section 1.5.1). Upon being hit, the
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target nuclei become unstable and consequentially scatter a number of neutrons per incoming
proton. The released neutrons are tuned to the desired energies and guided to their respective
experiments using so-called moderators and reflectors. As neutrons do not carry any charge,
they do not interact with the electron clouds surrounding the atoms. Instead, they only interact
through the strong nuclear force with the atomic nuclei, which makes it possible to study bulky
materials without ionizing (and damaging) the samples.

Research with neutrons complements the use of x-rays, where x-rays resolve heavy and
hard materials such as metals and teeth, and neutrons resolve light and soft materials such as
hydrogen, carbon, and oxygen. This allows for research to be carried out within a multitude of
disciplines spanning over life science, energy, environmental technology, culture and archeol-
ogy, plastics, pharmaceuticals, molecular science, fundamental physics, engine technology, and
more [9, 10].

1.4 Existing Particle Accelerators

There is a vast number of large particle accelerator facilities that deserve attention from both a
technical and a usage point of view. This section describes four of these and briefly go through
their design, application, and context for the field. Some of the aspects related to their machine
protection can be found in Paper I [1].

The particle accelerators in this section have different purposes and are aimed at various
scientific fields. Their particle types and beam energies vary, as well as their beam powers.
Some of their inherent parameters are summarized and compared in Table 1.1, where also ESS,
discussed in Section 1.5.1, is included in addition to the accelerators in this section.

LHC SNS J-PARC ISIS ESS
Particle Type p H− H− H− p
Beam Energy 7 TeV 1 GeV 50 GeV 800 MeV 2 GeV
Beam Current 580 mA 33 mA 11.1 A 0.25 mA 62.5 mA
Beam Power 10 kW∗ 1.4 MW 133 kW 200 kW 5 MW

Table 1.1: Comparison of particle type, beam energy, peak beam current, and average beam
power for five particle accelerators [11, 12, 13]. ∗For an experimental length of 10 hours.

1.4.1 Large Hadron Collider (LHC)

The LHC, located at the European Organization for Nuclear Research (CERN) in Switzerland,
is perhaps the most famous particle accelerator and has been in the frontline of high-energy
physics for the past seven years. CERN is a global collaboration consisting of 21 member
countries and 7 observer countries, and its collaborative governing model is now used at other
laboratories as well. LHC is a superconducting proton synchrotron that accelerates two collid-
ing proton beams to a center of mass collision energy of 14 TeV. The LHC is currently the largest
machine in the world, and the circumference of its underground tunnel is 27 km. The collisions
take place in four different experiments that are spread around the accelerator: ATLAS, CMS,
ALICE, and LHCb [14].
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The idea behind LHC dates back to the early 1980s and a concept for the accelerator was first
proposed in 1984. The development of the Standard Model for particles required higher energies
in order to collect data that would verify the existence of previously undetected particles. When
it was decided to build LHC, it was placed in the tunnel that used to house the Large Electron-
Positron (LEP) collider. The construction of LHC faced many technological challenges that
spawned new groundbreaking developments. Some of these are the superconducting dipole
magnets that reach a magnetic field of over 8 Tesla and the rigorous machine protection system
to ensure steady operation [15, 16].

CERN is an accelerator complex that houses a number of machines, of which four are used
to prepare the proton beams for entering into the LHC. First, the beam is pre-accelerated in
Linac 2 up to 50 MeV, before it enters the Booster. The Booster then accelerates and delivers
the 1.4 GeV beam to the Proton Synchrotron (PS), which increases the energy to 26 GeV,
and injects it to the Super PS (SPS). Finally, the SPS delivers a beam of 450 GeV, which is
high enough to inject it into the LHC where it reaches its nominal energy of 7 TeV per beam.
Figure 1.1 shows an overview of the accelerators within the CERN complex. While most of
the operational year for LHC is dedicated to proton-proton collisions, one part is also used for
proton-ion and ion-ion collisions using lead ions.

Figure 1.1: The CERN accelerator complex with LHC being the largest ring [17].

The most significant discovery of LHC, on top of the technological advancements to con-
struct the accelerator, is the discovery of the Brout-Englert-Higgs boson. This particle resembles
the last piece of the Standard Model.

Already in 2008, the initial year of operation for LHC, its vulnerability to damage became
apparent. A faulty connection in the electrical bus between two superconducting magnets led to
excess resistance and a quench of the superconducting bus. The quench was not detected as the
bus quench detectors were not sensitive enough, leading to a local heating and an opening of
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the bus connection. The damage due to the accident lead to one year of downtime and enforced
the design of new and appropriate electronics to handle the failure mode [18, 19]. Machine pro-
tection has been an important aspect of the design of LHC, and the balance between protection
and machine availability is a key challenge for the system design. The top-level system archi-
tecture is split between safety, beam related machine protection, and magnet powering machine
protection. While the safety part is dedicated to the safety of personnel, the beam related part
makes use of a vast amount of beam loss monitors for the detection of accidental beam energy
release. The powering part targets the accidental release of energy stored in the highly power-
ful magnet powering circuits, where quenching (loss of superconductivity) is a large challenge
[15, 16]. LHC has a dedicated beam dumping system that, in the case of an unwanted scenario,
makes sure that the beam is extracted from the synchrotron, transported through a dump line,
and safely dumped into the dedicated beam dump.

1.4.2 Spallation Neutron Source (SNS)

SNS is a neutron source with the highest intensity pulsed neutron beam as of today [20]. It is
located at the Oak Ridge National Laboratory (ORNL) in Tennessee, USA and managed by the
US Department of Energy (DoE). SNS uses negative hydrogen ions (H−) that are accelerated
to 1 GeV through a linac and injected into an accumulator ring. As the ions enter the ring, they
go through a so-called charge exchange injection, which means that the electrons are removed
by passing the beam through a thin foil. Thus, only the protons remain to enter the ring. The
ring compresses and bunches the proton beam before it is delivered in 695 ns pulses at 60 Hz
repetition rate to the liquid mercury target. The average proton beam power delivered to the
target is currently around 1.4 MW. However, SNS is looking for a future upgrade to reach twice
that and to install a second target station. Once the proton beam hits the mercury target, roughly
25 neutrons are released per incoming proton [13, 21].

SNS is built as a partnership of six different US national laboratories: Argonne, Brookhaven,
Lawrence Berkeley, Los Alamos, Oak Ridge, and Jefferson. Each lab was responsible for the
delivery of a different section of the accelerator, as is seen in Figure 1.2. At that time, the collab-
oration was one of the largest in the scientific history of the US. SNS was completed in 2006 and
started its scientific program in 2007. When it stood ready, after seven years of construction, it
was the first MW hadron linac in the world using superconducting radiofrequency technology.
The technological success of SNS has influenced the design of the European Spallation Source,
described in Section 1.5.1.

The beginning of the SNS linac consists of a front-end with an ion source and low energy
beam transport (LEBT), including beam choppers, for creating the correct beam pulse length of
945 ns. This is followed by a radio-frequency quadrupole (RFQ), producing 2.5 MeV beam, a
medium energy beam transport (MEBT), and a six-tank drift-tube linac (DTL), generating 86.8
MeV. The last part of the normal conducting (room temperature) linac is the coupled cavity
linac (CCL) of 186 MeV, which then leads into the superconducting part delivering 1.0 GeV
H− ions to the entrance to the accumulator ring [13].

Due to its usage of H− ions as accelerated particles, SNS has faced challenges in their
linac that are typically not seen in proton accelerators, such as the LHC. One such challenge
is the intra-beam stripping that occurs when an H− ion loses one or two of its electrons, which
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Figure 1.2: The Spallation Neutron Source at Oak Ridge National Laboratory, displaying the
contributors for the different sections [22].

makes the ion either not react to the electric fields (if one electron is lost), or go in the opposite
direction of the beam (if losing two electrons). This inevitably creates beam losses that need to
be considered, as too much of it tends to degrade the superconducting accelerating cavities in the
linac. To clean the cavity surface from these beam loss-created impurities, SNS has developed
a novel technique of using hot plasma to "burn off" impurities from the surface. This technique
makes it possible to avoid dismounting of complex equipment, such as the superconducting
cavities, and instead treat the impurities directly as mounted on site [21].

SNS has had a number of studies made in relation to machine protection, such as necessary
response times in case of beam losses [23] and reliability analyses [24]. This, along with con-
tinuous system improvements during the ten years of scientific operation, has created a stable
machine protection system that fits the needs of the facility. SNS uses two types of beam inter-
locks1 - one related to hardware and immediate stops of the beam, and one implemented in the
software that considers slower beam loss scenarios to trigger a beam stop in case of too high
integrated losses.

1.4.3 Japan Proton Accelerator Research Complex (J-PARC)

J-PARC consists of three particle accelerators - one linac and two synchrotrons. While the 400
MeV H− linac is used to generate a steady beam to the Rapid-Cycle Synchrotron (RCS), the
RCS itself either delivers the 3.0 GeV proton beam to the Materials and Life Science Exper-
imental Facility (MLF) or into the Main Ring (MR) that then accelerates the beam up to 30
GeV and sends it either to the neutrino beamline Tokai to Kamioka (T2K) or to the hadron
experiment hall. Just as at SNS described above, J-PARC utilizes charge-exchange injection
through a copper foil where the H− ions lose their electrons and enter the RCS. The linac and
SCR were finalized in 2007, and the complete facility, including the MR, stood ready two years

1An interlock is a feature that "locks" two functions together, so that the state of one is dependent on the state
of the other. In particle accelerators, a beam interlock prevents beam operation if one of the required functions is
in an undesired state.
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later. The purpose of J-PARC is to generate a variety of particles, such as neutrons, kaons, and
pions decaying into muons and neutrinos for a suite of experiments [25, 26].

The performance goal of J-PARC has been to reach a beam power of 1 MW in the RCS,
which was achieved in the beginning of 2015. The devastating earthquake in Japan in 2011
delayed the technical projects, but J-PARC has since then stepped up towards its design pa-
rameters. The RCS delivers most of its beam (approximately 95%) to the MLF, while four
pulses every few seconds are injected to the MR. The entire complex setup with accelerators
and experimental facilities is seen in Figure 1.3.

Figure 1.3: The Japan Proton Accelerator Research Complex, J-PARC, displaying the linac,
RCS, MR, and the experimental facilities [25].

The H− linac at J-PARC is designed to generate a 0.5 ms pulse of 25 Hz repetition rate,
that it feeds into the RCL. It consists of a multicusp ion source, followed by a radio frequency
quadrupole (RFQ) that bunches the ions and accelerates them to 3.0 MeV. After this, there is
a drift-tube linac (DTL) of 50 MeV and a Separated-type DTL (SDTL), which generates 191
MeV. To reach the required 400 MeV, an Annular Coupled Structure (ACS) is the last part before
the RCL. In the case of delivering beam to the Transmutation Experimental Facility (TEF, noted
as "phase 2" in Figure 1.3), an additional 600 MeV superconducting linac (SCL) is used as a
final step after the ACS [27, 28].

J-PARC has, just as similar high-power facilities, identified beam losses as an important
metric to keep as low as possible in order to reach a satisfactory availability. This is due to that
high beam losses prevent quick hands-on maintenance, which on its part causes longer down-
times than necessary [29]. J-PARC uses a hierarchical architecture of their machine protection
system, where the control system has the possibility to prevent unwanted scenarios before the
beam interlock system takes over. This is implemented to avoid excessive use of the interlock
system and balancing protection with reliability [1].
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1.4.4 ISIS

ISIS2 is a neutron source in Oxfordshire, UK, that has been in operation since 1985. Besides
neutrons, ISIS also uses muon spectroscopy for its material research, and since 2009 it operates
two target stations. An overview of the facility is seen in Figure 1.4. Despite having a planned
lifetime of twenty years, the success of ISIS has provided it with upgrades and investments to
make it an operational neutron scattering facility to date [30, 31].

Figure 1.4: The ISIS neutron source with its two target stations [31].

Just as the two previously mentioned facilities, ISIS uses an H− linac. The linac starts
with an ion source followed by a low energy beam transport (LEBT) and an RFQ. After the
RFQ, four drift-tube tanks generate the correct beam energy to exit the linac into the 52 m
diameter synchrotron, where the final acceleration to 800 MeV takes places. The H− ions enter

2The name ISIS is not an acronym, but simply refers to both the local name for the Thames river and the
Egyptian goddess with the same name.
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the synchrotron through a charge-exchange injection using a stripper foil of aluminum oxide,
converting the negative ions to protons. The spallation targets consist of thick tungsten (W)
plates inside a pressurized vessel. To remove most of the heat that is generated by the 200 kW
proton beam in the process, the tungsten plates are water cooled. For the production of muons,
for which about 2-3% of the beam is used, the protons are collided with a carbon target. This
produces pions that rapidly decay into muons (and neutrinos) [31].

Every year, some 2000 scientists visit ISIS to perform their experiments within a vast num-
ber of scientific fields. It is important that the facility is performing as designed in order to
succeed in its mission to the scientific community. Upgrades and a long operational lifetime
(over three decades) allows ISIS to typically reach 90% availability for its neutron production.
In order to keep availability high, it is found critical to keep beam losses low. This allows for
quick-access hands-on maintenance and reduces stress on the equipment. ISIS continuously
tracks the beam losses and their mechanisms in order to optimize the equipment for this and
similar features [31, 32].

1.5 Future Particle Accelerators

Building on much of the technology described in the previous section, a new set of accelerators
is studied and designed to enable future research. As the understanding and focus of natural
sciences go towards smaller scales, the need for new facilities arises in parallel. Future ac-
celerators are concerned with delivering more powerful, more energetic, but also more intense,
particle beams. As intensity is increased, data collection for the scientific experiments can reach
a higher yield in a shorter time, hence increasing the efficiency of the experiments. This section
describes four such facilities, where the first one, ESS, is used for the proof of concept for the
risk management method that is developed in this thesis. The second facility, IFMIF, is taking
form in Japan, while the last two facilities, ILC and CLIC, are in their study phases and have
not yet been approved.

1.5.1 European Spallation Source (ESS)

The European Spallation Source (ESS) is a high-power neutron spallation source that is cur-
rently being built in Lund, Sweden. It is a stand-alone European project involving 16 coun-
tries, of which Sweden and Denmark are the host countries. The neutron facility itself is built
in northern Lund, while the data management center is located at the Niels Bohr Institute in
Copenhagen. The first neutrons are planned to be produced by the end of 2020. Delivery of
full beam power and complete installation of 15 instruments is planned for 2025 [33, 34]. As
the proof of concept for the method developed in this thesis is done for ESS in Chapter 5, this
section and facility will receive slightly more attention than the other facilities.

Neutron Spallation at ESS

Since the construction of ISIS in 1985 (Section 1.4.4), there has been a defined need for an
even stronger neutron source to perform experiments in the front line of science. In 1999, the
European Neutron Scattering Association (ENSA) convinced the Organization for Economic
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Figure 1.5: The European Spallation Source looking from northwest [35].

Cooperation and Development (OECD) that powerful neutron sources were important research
tools for the future. Therefore, one high-power neutron scattering facility should be placed in
each of the continents of Europe, Asia, and America. The latter two already had such high-end
neutron sources (SNS and J-PARC), and the turn had come to Europe. In 2009, it was decided
that Lund will be its location [1].

Within the partner countries, there are over 100 associated partner labs that are involved in
the construction and research at ESS. In addition to the partner lab visits to the neutron source,
external researchers will be invited and in total some 3000 guest researchers are expected to
come to ESS each year. The ESS proton beam power will reach 5 MW and, as the first neutron
facility ever, use a long-pulsed proton beam with a nominal pulse length of 2.86 ms. Objects
of sizes 10−11 to 10−6 m can be resolved in time frames between 10−9 to 10−3 s, allowing for
studying smaller and more complex objects than before [33].

ESS Technology

The production of spallation neutrons at ESS is done through a series of steps. The first step
is to heat a hydrogen gas to produce a plasma of free protons and electrons. The protons and
electrons are separated by an electromagnetic field, and the protons are collected and accelerated
through 48 m of normal conducting linac. The normal conducting linac is operated at 352.21
MHz and includes a LEBT, RFQ, MEBT, and five DTL tanks. This gives the protons an energy
of 90 MeV. This is followed by the superconducting part of the accelerator, containing 26 spoke
cavities at 352.21 MHz and 36 medium β and 84 high β elliptical cavities at 704.42 MHz. All
of the superconducting cavities are placed in cryomodules, where they are immersed in liquid
helium baths and cooled to 2 K. After the 312 m of superconducting linac, the protons have a
nominal energy of 2.0 GeV, corresponding to a velocity of 96% of the speed of light at the point
of hitting the spallation target. A schematic view of the linac and its parts is seen in Figure 1.6.

The proton beam current is 62.5 mA with a pulse repetition rate of 14 Hz at full power. A
pulse length of 2.86 ms then gives a 4% duty factor. In total, the whole linac is 603 m long,
where the last 241 m are dedicated for contingency space and possible future upgrades [37].
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Figure 1.6: The ESS linac layout [36].

The target consists of neutron-rich tungsten (11074 W) divided into 36 radial sections, which is
rotating at a frequency of 0.39 revolutions per second. The produced neutrons initially have a
very high energy, and a velocity of about 10% of the speed of light. This is too high for usage
within most experiments, and the neutrons have to be slowed down to about the speed of sound
using water and hydrogen moderators, and then guided to the experimental stations. There, they
scatter off the nuclei of the samples in various directions yielding large amounts of data, which
is used for e.g. 3D image production and further analysis [37].

1.5.2 International Fusion Material Irradiation Facility (IFMIF)

With the development of nuclear test reactors for energy production through fusion, such as
ITER [38] and DEMO [39], there is a need for test facilities that can help in the develop-
ment and verification of new material solutions to be used in close proximity of the fusion
plasma. These materials will be irradiated beyond current standards and it has been found that
accelerator-driven systems (ADS) are a perfect tool for these experiments. The International
Fusion Material Irradiation Facility (IFMIF) is such a project that has started, and the facility is
to be located in Japan. IFMIF will try to mimic the environment inside the fusion reactor [40].

To achieve its end goal, IFMIF will consist of two identical advanced linacs and a final
lithium target, producing the particles that will irradiate the experimental materials. The linacs
follow, to a large extent, that of current high-power linacs as described in Section 1.4 and ESS
as described above. After the ion source (100 keV), LEBT, RFQ (5 MeV), and MEBT, there are
four superconducting half-wave resonator (SC-HWR) cryomodules (of 9, 14.5, 26, 40 MeV)
[40]. These SC-HWR were selected instead of the "traditional" DTL due to the continuous
wave (CW) beam, and were found to save both ten meters of length and around 6 MW of power
compared to the coppper DTL choice of pulsed linacs [41]. A schematic of the IFMIF linac
layout is seen in Figure 1.7.

Each accelerator will generate a 125 mA 5 MW deuteron beam in CW. The beam with a
final energy of 40 MeV is impinged on a steady 15 m/s flow of lithium, which reacts with the
deuterons to generate a steady neutron flux onto the materials. The facility will provide high,
medium, and low neutron flux regions, where the high flux region can house 1000 individual
and temperature controlled specimens to simulate long-term effects in the materials. To generate
the anticipated outcome, IFMIF has to run continuously for very long periods of time and its
reliability and availability are critical parameters for its success [40, 41, 42].

1.5.3 International Linear Collider (ILC)

ILC is a study for a linear electron-positron collider, first outlined already in 2003. While hadron
colliders, such as the LHC, are useful in making new discoveries within high energy physics
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Figure 1.7: The IFMIF linac layout [40].

(HEP), precision measurements require more precisely defined particles, such as leptons. In
addition, there are still several questions within HEP that cannot be answered by the Standard
Model as it stands today, such as the connection between gravity and the other forces or the im-
balance between matter and antimatter. The ILC design, as presented in the Technical Design
Report of 2013 [43], is a result of two decades of accelerator research within the physics com-
munity and under the mandate of the International Committee for Future Accelerators (ICFA).

The main technology behind ILC is superconducting radio frequency acceleration. The
design specifies a center of mass collision energy of 200-500 GeV. The linear collider consists
of one electron and one positron source, 5 GeV damping rings (DR) with a circumference of
3.2 km and a transport to the linacs, which are 11 km long and reaching an average accelerating
gradient of 31.5 MV/m. Finally, there are two 2.2 km beam-delivery systems bringing the
two beams into collision. An overview of ILC is seen in Figure 1.8, where the vast scales of
the facility are seen, totaling a length of some 31 km. A curious technological piece is the
positron source, which makes use of undulated electrons, producing high-energy photons that
are converted to electron-positron pairs [43].

The technical parameters for ILC call for careful design and planning, and also have to
consider foreseen emergent phenomena and cost-performance balancing for the accelerator.
Such phenomena are e.g. electron cloud formation in the positron ring, cryogenic heat loads,
RF power, and beam instabilities. The linacs consist of around 7400 nine-cell superconducting
cavities located in approximately 850 cryomodules, with an unloaded Q factor of more than
1010 [45]. Needless to say, this scaling of a factor 9 in physical footprint from existing electron
linacs, such as the European XFEL [46], require robust and reliable design and controls.
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Figure 1.8: The International Linear Collider [44].

1.5.4 Compact Linear Collider (CLIC)

CLIC is yet another international collaboration for the study of a possible future accelerator,
including over 70 institutes in 30 countries. Just as ILC, its goal is to collide electrons and
positrons for precision measurements. However, the aim is a multi-TeV center of mass beam
energy and accelerating fields up to 100 MV/m are attempted. CLIC was initially initiated by
CERN, but has now grown to encompass a much broader interest [47]. The design of CLIC
allows for a staged construction, where the initial collision energy could be 380 GeV, followed
by 1.4 TeV and finally 3.0 TeV. A schematic overview of the CLIC facility is seen in Figure 1.9

The main difference between CLIC and other modern particle accelerators is the usage of a
drive beam, rather than RF power, to accelerate the main beams through a two-beam acceler-
ation scheme. In traditional RF structures, the accelerating gradient reaches somewhere in the
order of a few tens of MV/m, as the 31.5 MV/m in ILC (Section 1.5.3). This makes a high-
energy linac very long, and CLIC is aiming to reduce this (hence the "compact" in its name) by
having an unprecedented accelerating gradient.

Such high gradient is achieved in CLIC by using very short RF pulses generated at high
efficiency through a compressed electron drive beam. The accelerated drive beam electrons
are guided along the main linac and are then decelerated in separate structures, which leaves a
trailing wake field behind them. This field is built up through many bunched particles following
each other, and is then transfered through waveguides into the main beam [47, 48, 49].

In the past few years, key concepts and technology for CLIC have been demonstrated and
validated at CTF3 at CERN [47], at SLAC through the FACET experiment [51], at Elettra [52],
and at KEK [53]. CLIC technology has also spread to other related fields, such as medical
facilities [54] and free electron lasers (FEL) [55], showing how the field of accelerator physics
is expanding and developing beyond the immediate facilities themselves.
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Figure 1.9: The Compact Linear Collider [50].

1.6 Beam Physics and Propagation Along a Linac

To propagate a particle beam through an accelerator for its final use, either in the collision
with a target to produce other particles (as in a neutron spallation source) or to collide with
another beam for fundamental physics experiments (as in a particle collider), there are several
mechanisms that have to work in a collaborative fashion. One could say that an accelerator
needs to perform five main functions to the particle beam:

• Bunch

• Accelerate

• Steer (bend or correct)

• Focus (shape)

• Monitor

Specialized accelerator equipment has been developed over the past century to perform these
functions. This section will very briefly describe this equipment and their main functionality,
taking ESS as an example where this is due. Figure 1.6 in the previous section then displays
the details of the ESS linac. In the last two subsections, the correlation between beam energy,
beam power, and damage potential of the beam is described.

1.6.1 Beam Bunching

In order to allow for efficient acceleration, the particle beam has to be bunched. This means that
the steady flow of particles is chopped up into shorter pieces to match the resonant frequencies
of the accelerating structures. This should not be confused with the beam pulse, which is a
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macro-scale time structure of the beam. The bunch is instead a micro-scale entity, typically in
the range of nanoseconds [56].

By adjusting the accelerating phase to slightly reduce the energy of the early particles in
the bunch and increase the energy of the later particles, the bunch becomes more compressed
and separated from the other bunches. At ESS, the beam bunching is done in the RFQ and in
specialized buncher cavities that are located in the MEBT section of the linac.

1.6.2 Beam Acceleration

Due to the change of beam energy along the linac, different accelerating structures are used at
different locations to produce the required electric fields. In current state of the art proton and
ion machines, such as SNS and J-PARC, as well as for ESS, the low energy, normal conducting
section uses the RFQ and DTL to accelerate the beam, while the superconducting section uses
electromagnetic resonators, or cavities, for the same purpose. As mentioned in the beam bunch-
ing description, the bunches are created to match the resonant frequency of these accelerating
structures in a linac.

It is not possible to produce stable electric fields above a few tens of MV per meter using
DC fields, since this would lead to e.g. vacuum arcing and (electron) field emissions from the
metallic walls of the accelerating structures. Instead, modern accelerators use alternating fields,
usually at a frequency of hundreds of MHz. These fields alternate direction to match the particle
beam bunches, so that the field is along the acceleration direction when the bunch passes, and
the opposite direction when the bunch is out of reach [8, 57].

Drift Tube Acceleration

In a DTL, each separate tank has an alternating accelerating field and a number of drift tubes in
them. While inside the drift tubes, the particles are shielded from the field, and while outside,
they are affected by it. The structure is thus, by physically matching the frequency of the field,
set up so that the bunches are accelerated during the length L between the drift tubes when the
field is in the right direction (generally called the positive z direction). While the field makes its
"flip", the bunches are inside the drift tubes. If the center between two consecutive drift tubes is
considered zero, the alternating electric field, Ez(t) = E0cos(ωt + φ), gives a power increase
to each particle, being

∆W = qE0

∫ L/2

−L/2
cos(ωt+ φ)dz (1.1)

for each accelerating gap. Using the trigonometric addition rule for cosine, performing the
integral, and keeping in mind that sine is an odd function, the power increase becomes

∆W = qV0Tcos(φ) , (1.2)

where T is the so-called transit time factor, written as

T =
sin(πL/βλ)

πL/βλ
. (1.3)
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In the above expression, φ is called the synchronous phase and should be minimized to achieve
the highest accelerating gradient and energy gain. The above expressions are simplifications for
"infinite" plates and a particle that is exactly on the main trajectory axis. For completeness, the
E0 term needs to consider the particle position in longitudinal z direction and radial r direction
[8, 57, 58].

Cavity Acceleration

Metallic electromagnetic resonators - called cavities and often being superconducting - carry a
standing wave of accelerating radio frequency (RF) fields. These cavities are powered through
electromagnetic wave guides that transport a modulated and amplified RF wave from the RF
system to the cavities. For an efficient linac acceleration, it is important that the beam receives
a large amount of energy from the cavity RF field. The energy that is delivered to the beam in
the cavity needs to be compensated for, which is done by the RF system [8].

Each cavity typically contains a number of cells, in between which the field is coupled. This
means that the RF field flows between the different cells and feed each other. It is inevitable
that some energy also dissipates into the cavity walls, which is aimed to be reduced as much as
possible. The fraction of the energy that is stored in the cavity to the amount that is dissipated
through the walls per RF cycle is called the quality factor, or Q factor, of the cavity. Mathemat-
ically, it is written as Q = ωU/P . A lower surface resistance yields a higher Q factor, and a
superconducting cavity has a Q factor of 108 − 1010, while a normal conducting copper cavity
has around 103 − 104. Just as in the drift tube case, the cavities achieve phase stability through
setting the field phase so that particles arriving early receive less accelerating gradient than late
particles so the bunch stays longitudinally compact [58].

1.6.3 Beam Steering

In order to steer, bend, and correct the path of the particle beam, dipole magnets are used. These
produce a magnetic field from two opposite poles on each side of the beam. Depending on the
energy of the particles, the magnetic field is adjusted accordingly. Synchrotrons use magnetic
fields that are synchronized to the beam energy to keep an increasingly energetic beam in a
circular motion with constant radius [59].

1.6.4 Beam Focusing

Accelerators are designed around a reference particle trajectory, followed by an "ideal particle",
which is in the middle of the beam pipe. However, particles in a beam will be distributed
around this reference trajectory and thus experience slightly different fields depending on their
position and momentum. This combination is refereed to as the 6D phase-space, written as
ψ(x, x′, y, y′, z, E), where the prime signifies the first derivative with respect to z [60].

Quadrupole Magnets and Accelerator Lattice

The particle beam needs to be focused towards the center trajectory not to disperse and be
lost. This is typically done by quadrupole magnets, which have four coils that focus in one
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direction (x or y) and defocus in the other. By setting up a structure that alternates between
focus and defocus (and vice versa for the other direction), one achieves a focusing effect in
total called alternating gradient focusing. One set of a focus and a defocus quadrupole magnet
is called a FODO doublet, which is a common way to focus particles beams in an accelerator.
The accelerator structure, consisting of dipoles, quadrupoles, and sextupoles, is often called the
accelerator lattice.

Emittance and the Beta Function

When applying the FODO structure, the stability of the focusing needs to be observed. Stability
is ensured by having a focal length of f > L/4 for each quadrupole, where L is the length
of the FODO doublet. The beam motion can be calculated using the so-called Courant-Snyder
framework, where one first has a look at Hill’s equation (note the similarity with the harmonic
oscillator if K(s) = K):

x′′ +K(s)x = 0 . (1.4)

By introducing the beta function, which varies along the lattice, the solution to the above equa-
tion is

x(s) =
√
εβ(s)sin(φ(s) + φ0) , (1.5)

with the following constraint on the beta function

1

2
β(s)β′′ − 1

4
β′2 +K(s)β2(s) = 1 . (1.6)

The constraint above is called the betatron equation and plays a major role in beam stability
and potential beam losses [57].

Coming back to the phase-space mentioned above and looking at Eq. (1.5) as the expression
for the particle position (in x or y), the momenta can be obtained through derivation with respect
to s:

x′(s) =

√
ε

β(s)

(
cos(φ(s) + φ0) +

β(s)

2
sin(φ(s) + φ0)

)
. (1.7)

Now all parameters are in place to actually describe the beam shape in the transverse phase-
space, which in turn includes the beam size and distribution that is required to be monitored,
as described in Section 1.6.5, and kept under control by the focusing magnets. The transversal
phase-space of a single particle could be described as an ellipse (of area πε) by introducing the
Twiss parameters:

α(s) = −1

2
β′(s) (1.8)

γ(s) =
1 + α2(s)

β(s)
. (1.9)

Also β(s) is a Twiss parameter, as solved from either of α(s) or γ(s) above, or Eq. (1.6).
The single particle emittance can then be expressed as [58]

ε = γx2 + 2αxx′ + βx′2 . (1.10)
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Particle Distribution in a Beam

The beam consists of many particles corresponding to different ellipses. It is often a good
approximation to use a Gaussian distribution to describe all of the particles in the beam, and to
derive a single parameter for the emittance of the collection of particles in the beam, the root
mean square (RMS) emittance. Using this, the transversal beam size becomes

εRMS = γx2RMS + 2αxx′ + βx′2 (1.11)

at one standard deviation from the beam center. Typically, the beam size is given as a pre-
defined number of standard deviations from the beam center, which needs to fit into the vacuum
chamber aperture. The accelerator lattice then ensures that the beam particles stay within the
physical limitations in the transverse planes [57].

It is clear that if the emittance of the particles grows, the area of the phase-space ellipse
increases. If the area increases too much, particles will be lost in the surrounding equipment
of the accelerator. Therefore, it is very useful to minimize the emittance growth, which is done
through beam focusing. The beam ellipse, with some of the relevant parameters, is seen in
Figure 1.10. Particles far outside the ellipse core may become unstable and form beam halos
that lead to losses as they drift outside of the physical aperture. In addition to beam focusing,
the beam halo is be handled through collimators in the beam pipe, that "scrape off" the particles
that are outside the desired transversal aperture of the beam.

Figure 1.10: The phase-space ellipse with some parameters (left) [61] and a Gaussian distribu-
tion of particles in and around the ellipse (right) [62].

1.6.5 Beam Monitoring

In order to correct for errors and ensure the beam-related protection of accelerator equipment,
as discussed in Sections 1.6.6 and 1.6.7, the particle beam is continuously monitored. As seen
above, several phenomena can lead to beam losses, and this needs to be taken care of through
constant adjustments and tuning of the accelerator. Typically, one measures the beam position,
shape, and phase; its pulse length, current, and repetition rate; and contingent beam losses.
At ESS, this can be done by beam position monitors (BPM), beam current monitors (BCM),
and beam loss monitors (BLM), respectively. In addition to these monitors, the beam profile,
energy, and current can be measured with wire scanners and Faraday cups.
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Beam Position Monitors

ESS has two kinds of BPMs to measure the beam position and shape - stripline and electrostatic
button - for a total of about 100 BPMs. The stripline monitors are used in the normal conducting
linac and appear in the MEBT and DTL. The electrostatic button monitors are located in the
linac warm units (LWU) in between cryomodules in the cold linac, and are of similar type to
those used in e.g. the European XFEL at DESY in Germany. In order to allow for time of
flight (ToF) measurements of the beam, which are used to derive phase differences and beam
energy, the BPMs in the cold linac are alternately located close to the upstream and downstream
cryomodules (staggered locations), so that the distance difference between two consecutive
monitor pairs is approximately 0.5 m. The BPMs at ESS have an accuracy of 200 µm and a
resolution of 20 µm [63].

Beam Current Monitors

BCMs are sometimes also referred to as beam current transformers, which points out that they
are of AC current transformer type (ACCT). At ESS, there is a total of 15 ACCTs and the
majority of those are found in the normal conducting linac. This makes it possible to detect
potential beam losses through the differential measurements between monitors, where the dif-
ference between beam current in one monitor to the next corresponds to the current (or number
of particles) that has been lost. BCMs also measure the actual current of the beam, to make sure
that this corresponds to the requested beam current. In addition to the 15 ACCTs, there will be
one fast current transformer (FCT) in the MEBT to detect whether or not the beam has been
accurately chopped in the LEBT and MEBT choppers and is ready for entering higher energy
acceleration [64].

Beam Loss Monitors

BLMs monitor both prompt and integrated beam losses. This means that there needs to be a
dynamic range that is wide enough to encompass both large, instantaneous losses as well small
losses over time. The related BLM electronics has to be able to quickly process fast losses
and in addition integrate over a certain period of time to identify small but relevant losses that
could lead to unwanted activation of the beamline equipment. ESS will contain over 300 BLMs
of two different types. The most common is the parallel plate ionization chamber (IC), which
measures the lost particles and their particle showers through an ionized N2 gas at just above
atmospheric pressure. This monitor is the same as that used in the LHC at CERN [65]. There
are also neutron detectors (ND), based on MicroMegas technology [66], to measure secondary
neutrons. The NDs can operate at lower particle energies than the ICs and are therefore useful
for beam loss measurements in the normal conducting linac [67, 68].

Wire Scanners

Wire scanners (WS) are used especially in the commissioning and accelerator restart phases
to characterize the transverse beam profile. The WSs operate by inserting a wire that moves
across the beam profile and creates secondary emissions at lower energies (up to around 200
MeV) and hadronic showers at higher energies. These emissions and showers are proportional
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to the number of particles, and one is thus able to get a picture of the beam profile. The WSs
use scinitillators and PMTs to detect the particles, located around 4 m downstream of the wire.
The ESS design contains eight WS stations along the linac [69].

Faraday Cups

Faraday cups (FC) are used to measure the beam current and completely absorb the beam at
different locations along the linac. The FCs are also able to measure the beam energy and are
used in the accelerator during the commissioning and tuning stages, with the purpose to absorb
the beam and help in optimizing the beam parameters up until the FC location. They move
in and out of the beam pipe through a pneumatic actuator system and due to the high energy
deposit, they need to be water cooled [70].

Proton Beam Imaging System

The proton beam imaging system, located in the target station of ESS, monitors the beam profile
and current at the end of the linac, as it hits the target. It ensures that the beam is consistent
with the requested beam shape and that the intensity is within intended limits. The imaging
system consists of a luminescent coating that is sprayed onto the target and proton beam win-
dow, a mirror-based optical system, and readout electronics with associated software. The
optical system needs to accurately transfer the optical image of the beam out of the target sta-
tion environment into a camera. As the luminescent coating is placed in a highly radioactive
environment and receives unprecedented integrated beam power over the 5-year lifetime of the
target, it is critical that the correct chemical is used and accurate spraying measures are taken
for the imaging system to be successful [71].

1.6.6 Beam Energy and Damage Potential

The damage potential of a particle beam depends on a variety of parameters, such as energy,
power, particle type, beam size, energy density, current, and the cooling conditions of the sur-
rounding equipment. A detailed discussion on all of these is outside the scope of this section,
but they are all indirectly considered in the definition of protection functions in Chapter 5. This
section and the next will quickly touch upon the two former parameters - beam energy and beam
power.

The increase in beam energy along a linac, or with every turn in a synchrotron, generates
different phenomena related to particle interaction with the surrounding equipment at differ-
ent locations, which needs to be considered when designing an accelerator and its protection
functionality. The Bethe-Bloch equation describes the stopping power of a certain material
for impinged charged particles (above a few MeV) - or, put differently, the energy loss of the
charged particle during interaction with matter. Most of this energy loss is transferred to the
atomic electrons, thus ionizing the atoms in the material. For a particle with charge z and en-
ergy E that travels with speed v into a material with atomic number Z and relative atomic mass
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A, the energy loss per traveled distance, −dE/dx, is written as

− dE

dx
= 4πNAr

2
emec

2 · Z
A

· z
2

β2
·
[

1

2
ln

2mec
2γ2β2

I2
· Tmax − β2 − δ

2

]
, (1.12)

where NA is Avogadro’s number, re the electron radius, me the electron mass, γ the Lorentz
factor, c the speed of light, and β = v/c [72]. For practical purposes, the tabulated value for
dE/dx can be found in e.g. [73] for different particles and materials. This formula shows that
the energy loss of a particle is higher the lower its energy. Thus, a highly energetic particle
results in different kinds of losses in the material without depositing damaging energy at its
surface, while a particle of lower energy will cause quicker damage if lost in the surrounding
equipment. This is also seen in the shift of the so-called Bragg peak Figure 1.11, where the
relative dose of energy deposit from a particle is closer to the material surface for lower energies
[58].

Figure 1.11: Bragg peaks for protons of energies between 30 MeV and 70 MeV [74].

Therefore, the beam losses in the early sections of the linac have a different damage po-
tential than the later sections, being that they deposit energy quicker and closer to the surface.
Referring again to Eq. (1.12), for a beam hitting a piece of equipment perpendicularly, the time
before permanent damage is

t =
2πσxσyj

I · dE/dx
, (1.13)

where 2πσxσy is the beam size, I the beam current, and j the energy deposition [23]. For a
copper structure (j = 62 J/g) at ESS, with a beam current of I = 62.5 mA and beam size
σz = σy = 1 mm, the melting time could be as low as t = 1.5 µs at E = 2.5 MeV [75]. One
should keep in mind though, that since this is based on the entire beam hitting perpendicularly
on copper beamline equipment, there are only very few cases where this scenario is possible
and relevant.
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1.6.7 Beam Power and Damage Potential

For a pulsed linac, the average beam power is defined as

P = Ipeak · Ebeam · frep · τpulse , (1.14)

where Ipeak is the peak beam current within a pulse,Ebeam is the energy, frep the pulse repetition
rate, and τpulse is the pulse length. The achievement of a high beam power is thus linearly
proportional to the achievement of the beam mode parameters above. ESS aims at delivering a
125 MW peak-power (5 MW average power) proton beam to the tungsten target, which is both
a world record and the cause behind most of the ESS challenges. As seen in Section 1.6.6, the
increase in beam energy is actually relaxing the reaction time requirements on the protection
systems, while the other parameters increase them. However, a higher beam power naturally
means that only a smaller fraction of the beam can be lost along the linac without causing
critical and possibly damaging losses.

Beam losses can be divided into prompt (or immediate) losses that occur quickly and con-
tinuous losses over time. While the prompt losses are typically caused by failures in equipment
and are treated by stopping the beam, the continuous losses require careful monitoring as a very
small portion of the beam that is lost over an extended period of time can lead to equipment
degradation and unwanted activation. As stated above, the higher the beam power, the smaller
portion of the beam can be lost. As an example, a continuous loss of 1% of a 5 MW beam corre-
sponds to 50 kW. If this is lost in the HEBT and contingency at ESS, being 241 meters (Section
1.5.1), the average loss is 207 W/m. It is often claimed [11, 76, 77, 78, 79, 80] that 1 W/m of
beam losses can be allowed for hands-on maintenance, something that in this example would
be largely exceeded. This allowable loss ratio, depending on the beam power, then plays a key
role in the design of the accelerator and the procedures for maintenance by directly affecting
the maintainability (Section 1.7.2) and in extension the availability of the facility.

1.7 Preventing Damage and Downtime of Particle Accelera-
tors

All of the machines that are discussed in Sections 1.4 and 1.5 are very complex and expen-
sive. As their purpose is to serve external users, they need to fulfill the demands of the users,
both in terms of performance and availability. It goes without saying that there are numerous
operational risks to account for. Two of the most imminent are damage to equipment and the
associated downtime of the facility. The increasing beam powers yield an increase in damage
potential, both from the particle beam and through the increased stress on the equipment. In
addition to the unwanted downtime related to damage, there is also a certain cost to consider as
well. It is therefore necessary for accelerator facilities to have a strategy and systems that con-
sider these risks. Such systems are generally referred to as machine protection systems (MPS),
even though the "S" has become more of a strategy, or system of systems (SoS, see Chapter 5),
than a single system.

In order to asses whether machine protection is necessary, a large set of criteria are consid-
ered. These are, among many other things, the damage potential of the beam, the expected beam
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loss levels at different locations of the accelerator, the delicacy (susceptibility for damage) of
the equipment, the beam injection and extraction mechanisms, beam stop procedures, and re-
quirements on availability. On top of this, there is a tendency for unexpected events to occur
as unbeaten paths are taken by modern accelerators. An overview of some MPS strategies and
damages to particle accelerators, including unexpected events, is found in Paper I [1], where
LHC, SNS, and J-PARC from Section 1.4 appear.

1.7.1 Machine Protection "Systems"

The purpose of machine protection (MP) is to reduce the scientific and economic losses as much
as possible. The underlying task is, arguably, to optimize the happiness of the users and facility
employees, meaning that machine damages that cause the users to receive failed experiments
and too little data need to be kept as low as reasonably achievable (ALARA). On the one hand,
this can be done by stopping the particle beam and adjust relevant equipment to avoid damage
and downtime. On the other hand, simply stopping everything in case of any errant situation in
such a complex facility would lead to very little operational time. Instead, MP needs to be able
to handle "minor" problems while still continuing operation.

In addition to protecting equipment and avoiding unnecessary downtime, information on
the cause of the stop can be collected for further analysis, to allow for continuous operational
improvements. The "tasks" of MP for an accelerator facility can then be summarized as to
[81, 82, 83]

• Protect the equipment (by taking action...)

• Protect the beam (... but not too much action)

• Provide the evidence (of what caused the stop)

Protecting the equipment means avoiding damage due to wrong behavior or configurations.
Protecting the beam means that the number of false stops should be kept at a minimum. To
provide the evidence, a so-called post-mortem system is implemented. This is a system that, in
case of a beam stop, collects data on the current machine configuration, time stamps of when
the event occurred, and what part of the system that sent the beam stop signal. MP uses sensors,
some of them described in Section 1.6.5, to measure beam losses, current, position etc. to be
able to act accordingly.

For any particle accelerator user facility, the beam is protected by ensuring it is produced,
bunched, accelerated, steered, focused, and monitored (Section 1.6) to meet the goals of the
facility. A repeated loss of beam would decrease the facility’s reliability, availability, and user
happiness. On the other side, the equipment also needs protection and a failure in meeting this
could result in drastic damage and long shutdowns. These two need to be balanced to keep the
machine operational as much as possible while not jeopardizing any of the delicate equipment.
Thus, a facility-wide reliability and availability strategy should be complemented with a MP
strategy, as a key component for the outcome.
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1.7.2 Reliability, Availability, and RAMI

In addition to the demands on the equipment and the devastating beam power (as well as other
beam parameters) modern accelerator-driven user facilities take on experimental availability
numbers previously only seen in nuclear research reactors [84]. Long and uninterrupted opera-
tion of the equipment and systems need optimized procedures.

A specialized term for this interplay of various demands is found to be quite suitable: RAMI.
The term RAMI abbreviates reliability, availability, maintainability, and inspectability. This par-
ticular grouping of concepts not only includes standard reliability and availability measures, but
also pays attention to strategies for maintenance and inspection, or monitoring. By approaching
the facility, or system, from all of these aspects, RAMI has become an increasingly popular
concept and has been applied to state of the art facilities, such as SNS, IFMIF, and Linac4
[18, 24, 84]. The four RAMI terms are briefly described individually below.

Reliability

Reliability refers to the probability of having continuous and correct operation within a set time
interval [85]. This time interval can vary depending on the purpose of the machine operation.
Typically, one hour or one year is used, but in the case of experimental research facilities, it is
just as common to use the time for one measurement, experiment, or run period. Mathemati-
cally, reliability is written as

R(t) = e−λ(t)t , (1.15)

where λ(t) is the (constant or time-dependent) failure rate of a component or system and t is
the time interval of the calculation. Another way of expressing the constant failure rate is by
using the inversion

λ =
1

MTBF
, (1.16)

where MTBF stands for mean time between failures. However, caution must be applied to
this formulation, as the term is often confused with the actual mean life time of the component,
which is not the case.

Availability

Availability is the probability that a specific component or system (or accelerator) is operating
correctly at a specific moment in time [85]. The formula for its calculation is given by

A(t) = 1 − λ

λ+ 1
MTTR

·
(

1 − e−(λ+
1

MTTR
)·t
)
. (1.17)

Here, MTTR is the Mean Time To Repair and Restore and λ is, as above, the failure rate
of the system or component. After some time of operation, when the system under study has
undergone appropriate adjustments and operation has become stable, the mean availability is
simply defined as

A(t) =
MTBF

MTBF +MDT
=

uptime

uptime + downtime
, (1.18)
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where MDT stands for mean downtime.

Maintainability

Maintainability is a measure of the ability of a system or piece of equipment to be repaired
or replaced. This means that not only the performance needs to be considered in the design
phase, but also how easily accessible the equipment is and how quickly it can be replaced or
repaired. Increasing maintainability keeps the downtime shorter where maintenance is required
for recovery. By reducing the downtime, this yields a higher availability of the equipment and
system.

Inspectability

Inspectability is related to the ability of testing, monitoring, and inspecting the equipment and
systems. By allowing good inspectability, one can get a clear picture on the behavior and status
of equipment and thus make appropriate judgements on how to take, or not take, action. At
the same time, there is a balance between taking action when necessary to avoid downtime and
testing or monitoring too much, which increases complexity that could also lead to downtime.
This balance is also considered within inspectability, which provides the means required to
make relevant maintenance.

Reliability and Availability for Linacs and Synchrotrons

Typically, a linac has less of a connection between reliability and availability than a synchrotron,
as it has the possibility to "restart" as soon as the fault is fixed. Synchrotrons, and specifically
storage rings, need to go through a ramp-up procedure where other synchrotrons and linacs have
to boost the beam energy to the right level before filling the storage ring. As this thesis is mostly
concerned with linac operation, this separation of reliability and availability should be kept in
mind. Paper I [1] has a section where it discusses the difference in downtime between linacs
and storage ring synchrotrons, and how reliability and availability are connected for these.

1.7.3 Risk Management

This chapter has described some of the challenges for modern accelerator facilities, and some
of the main concepts that are associated with these challenges. Clearly, there is a demand for
a systematic and robust approach that can account for the different success measures and the
complexity of such modern research facilities. Beam power, beam energy, complexity, facility
size, investments, and demands are ramping up. Thus, developing a holistic risk management
method to deal with this has become the essential goal of this thesis.

The risk management method benefits from something of a "pre-mortem", as the counterpart
of post-mortem in Section 1.7.1. This would be something that can envision unwanted events
already during the facility design, take measures to reduce these, and implement them before
operation starts. In the following, the ideas spawned in this introduction chapter will be put into
practice in such a risk management method and later applied to ESS.
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Chapter 2

Motivation of This Thesis - Technical
Challenges and Boundaries

This thesis has been developed as an influential part in the MP work at ESS. It has directed
the ongoing technical risk management analyses towards a cost-efficient and availability-driven
design where the substantial technical risks of operating such a high beam power facility as ESS
have been considered and managed. Its main contribution is the functional protection method,
its lifecycle process, and the functional protection analysis technique. These are described in
Chapter 4 and their application to ESS is seen in Chapter 5.

Already at an early stage in the planning of ESS, MP was identified to be a key part in the
success of the facility. The amount of custom-made equipment, system complexity, and un-
precedented performance output call for a necessary but challenging process that goes beyond
the current standards of risk management. The technical challenges motivate a system of sys-
tems approach, as opposed to a conventional and segregated system-by-system approach, where
MP makes use of several systems to achieve its end goal. The systems thus work together to
ensure that ESS stays protected, and one system alone does not carry all of the functionality
required to reach the desired level of protection. Stepping away from one machine protection
system towards a strategic process that affects many systems is unique in the field of accelerator-
driven facilities and the motivation for this thesis.

At the same time as MP for ESS is a facility-wide system of systems, it is important to
confine the efforts within reasonable boundaries. For this thesis, these boundaries only include
global protection. As examples, a magnet overheating due to too high supplied current or col-
lision protection for movable devices are considered local protection and are thus not within
the scope of MP, as addressed in the method in this thesis. This distinction is further discussed
in Chapter 6, where Figure 6.1 exemplifies a local and a global protection function. A failing
accelerator cavity or an inserted wire scanner during full-power beam operation are highly af-
fecting beam losses and further damage to other equipment and are within the scope of MP.
On the other side of the spectrum, completely external events outside the technical operation
of the facility, such as outages in the conventional power grid or intentional (malevolent or
benevolent) damage by people, are not included. By putting these statements together, and by
performing the analysis for ESS presented in Chapter 5, it is found that this global protection
is concerned with beam-related damages and the protection thereof. Consequently, the central
node as confined within MP for ESS is the beam interlock system (BIS).
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Chapter 3

Systematic Approaches to Safety,
Protection, and Risk Management

Robust and reliable protection systems are necessary to successfully handle the protection-
related issues described in Section 1.7. However, as they are associated with protection (of
equipment) rather than safety (of humans), they are not legally required to follow a certain
method or standard. Instead, their development and application is done on a case-by-case basis
and vary, if at all present, between different facilities. A deeper discussion on this issue is found
in Paper II [2].

Despite that the topic of this thesis is not functional safety, many approaches and features
from that field are highly relevant for equipment protection. It is therefore quite useful to look
into some of those standards for inspiration and guidance. Additionally, there is a set of interna-
tionally renowned risk management standards that can be applied as they stand. Finally, there
are some (generally older) quantitative approaches for calculating system performance, which,
combined with some (generally newer) qualitative approaches for systematic performance ana-
lysis, are well suited for the topic of protection management. This chapter will describe some
of these safety and risk management standards together with a few quantitative and qualitative
analysis techniques.

3.1 Functional Safety Standards

The International Electrotechnical Committee (IEC) has developed several safety standards re-
lated to electric, electronic, and programmable electronic (E/E/PE) devices and systems. The
central node in this suite of standards is IEC 61508 [86], which has been the foundation for
other industry-specific standards. Some of these include the IEC 61511 for process industry
[87], IEC 61513 for nuclear power industry [88], IEC 62061 for machinery sector [89], and
IEC 62304 for medical applications [90]. In addition to IEC 61508, the 61511 standard in-
cludes aspects that can be applied to a research facility such as a particle accelerator, where
the "process" encompasses the production of particles for experimental purposes. Hence, these
two standards, that are also a source of inspiration for the functional protection method and its
lifecycle discussed in Chapter 4, will be discussed briefly in this section.

Functional safety, as targeted by the standards, depends on equipment or a system operating
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as designed and in correct response to its inputs. The term safety signifies a "freedom from
acceptable risk" [91], where the word acceptable is key. It is typically not possible to be com-
pletely free from risk, and it should not be the aim either as risk itself also generates operational
benefits. However, it needs to be managed properly and needs to be kept at an acceptable level.

3.1.1 IEC 61508

IEC 61508 is a generic functional safety standard that applies to a broad range of safety systems
and their design. It is used by manufacturers, designers, and suppliers that develop E/E/PE
systems. The initial release of the standard was made in 1998, and the updated (and current)
version came out 2010. It consists of seven parts, where the initial three are normative and the
following four are informative. The standard applies to the entire lifecycle of the system, and
its 16 steps, distributed throughout the system lifecycle, are seen in Figure 3.1. Steps 1 to 5
cover the concept and scope, analysis, and requirement allocation. Steps 6 to 13 implement
the realization of the standard into the system design and operation. Steps 14 to 16 address the
operational adjustments and decommissioning of the complete system [86].

The standard guides in how to set up a system that detects hazardous situations and acti-
vates a protective or corrective procedure, in order to eliminate or mitigate the following con-
sequences. Any safety relying on passive systems, such as shielding or a parameter limitation,
is not included in the term functional safety [91]. The functional safety system achieves its
purpose through so-called safety functions, specifying the sensor that detects the hazardous sit-
uation, the logic that does the decision-making on what action to take, as well as the actuator
(sometimes called final element) that performs the functionality. Additionally, the safety func-
tion often needs to fulfill a predefined timing requirement, from detection to execution, as well
as a safety integrity level (SIL).

The applicability of the lifecycle and the clear definition of analysis steps has made parts of
the standard attractive for MPS applications at accelerator facilities such as CERN and SLAC,
as seen in e.g. [92, 93, 94]. Its generic approach thus makes it suitable within a broad range of
analysis and functionality.

Hazard and Risk Analysis

The IEC 61508 standard accepts both quantitative and qualitative techniques for risk and hazard
analyses, and also guides on a number of these in part 7 of the standard [95]. Some of these
appear further down in this chapter, in Sections 3.3 and 3.4. IEC 61508 also proposes a risk
ranking, in order to determine the likelihood and severity of the risks under analysis, where
their combination generates a two-dimensional risk matrix. Such a risk matrix is expanded to
encompass the method described in this thesis in Chapters 4 and 5.

Safety Integrity Levels

The outcome of the risk assessment is, through a series of steps that are described but slightly
modified in Chapter 4, safety functions with targeted SILs. These SILs appear in four levels,
where SIL1 is the lowest and SIL4 the highest. Depending on the SIL, the standard enforces
certain processes and validation techniques to be compliant with, as well as failure rates and
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Figure 3.1: The IEC 61508 lifecycle [86].

architectural capabilities of the safety systems. These requirements, necessary for the fulfill-
ment of a certain SIL, are described in parts 2 (for hardware) and 3 (for software) of IEC 61508
[96, 97].

3.1.2 IEC 61511

As a development based on IEC 61508, IEC 61511 deals with functional safety for the process
industry, where the terminology and specific applications are adjusted to fit that specific indus-
try. It initially appeared in 1996 as the ISA S84 standard, and was adapted into the IEC family
in 2003. The latest updated version is from 2016. As opposed to IEC 61508, it only considers
safety instrumented systems (SIS), and targets designers, integrators, and users of such safety
systems [98]. For the device manufacturers and suppliers, the IEC 61508 standard still applies
alone. IEC 61511 has three parts, where the first one is normative and the following two act as
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informative [87].
As the IEC 61511 standard is an extension of the IEC 61508 standard, many of the key as-

pects are shared. The process industry, however, tends to place emphasis on layers of protection
and their analysis (LOPA) as well as operational availability, which is recognized in the stan-
dard. IEC 61511 gives guidelines for the development of safety systems, and describes issues
such as (physical and functional) separation, common cause failures, hardware reliability, and
the concept of proven in use [87, 98].

IEC 61511 together with IEC 61508 emphasize that a safe (process) design is essential, and
that this is the main approach to safety. Therefore, the safety mentality and its implications
on the design need to be targeted at an early stage. The SIS should then reduce the remaining
risks to acceptable levels, but not be the sole enforcer of this end goal. Since the process for
an accelerator facility resembles that of process industries, at least on a global systematic scale,
IEC 61511 is in many aspects an appropriate guideline for accelerator facilities.

3.2 Risk Management Standards

The scope of this thesis is the development and conceptual application of a risk management
method. It is therefore useful to look into the generic standards that exist for risk management,
especially from the International Organization for Standardization (ISO). ISO carries out the de-
velopment of standards through technical committees, where each member body of interest has
the right to be represented. The work is also supported by governmental and non-governmental
organizations, and for electrotechnical standardization, much of the work is done in collabora-
tion with IEC, mentioned above. Two relevant ISO standards are the ISO 31000 that contains
principles and guidelines for (general) risk management and ISO 16085 that handles risk man-
agement of lifecycle processes.

3.2.1 ISO 31000

ISO 31000 is, by its scope, not specific to any industry or sector. It therefore provides generic
guidelines and highlights the main aspects of risk management. Unlike the IEC standards in the
previous section, the ISO 31000 is not intended for any type of certification process. Chapter 1
provides the scope and Chapter 2 is dedicated to terms and definitions, to align the risk manager
with the language used in the standard. These terms, where applicable, are used within the
functional protection method, as described in Chapter 4 of this thesis. More specifically, the
term risk, as stated in Note 2 of Chapter 2.1 in ISO 31000 as a "reference to potential events
(2.17) and consequences (2.18)" [99] is the key concept in the functional protection method.

Chapter 3 of ISO 31000 provides a set of principles that need to be considered when man-
aging risk, while Chapter 4 gives the framework of risk management for different levels and
contexts in an organization. Finally, Chapter 5 outlines the risk management process of com-
munication and consultation, context, risk identification, analysis, evaluation, its treatment, and
monitoring and reviewing the outcomes [99]. The process of functional protection is directly
following the process defined in this standard [100], which is seen in Figure 3.2.

An important aspect in the ISO 31000 standard is that establishing a context of the risk
management is critical in order to be able to target the appropriate risks. This varies between
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Figure 3.2: The ISO 31000 risk management process [99].

industries and facilities and cannot be generically applied to different processes. Further, risk
management needs to be part of the organization, its culture, and its decision making, and
cannot be a standalone process done on the side. For it to have the correct effect, it needs to
be done in a "systematic, structured, and timely" manner and tailored to the context where it
is applied [99]. Finally, it needs to be dynamic and iterative, and respond to the changes that
are applied in the organization or system. It is therefore not something that can be done once
and not re-evaluated, which ties back to the lifecycle approach found in the functional safety
standards in Section 3.1.

3.2.2 ISO 16085

The ISO 16085 is a standard specified for risks within lifecycle processes. It is part of the series
of standards for systems and software engineering, but can be used as standalone as found
appropriate. Similar to ISO 31000, it has five chapters, however different in their appearance.
The first chapter gives an overview, including the scope and purpose of the standard. Chapter 2
contains normative references, Chapter 3 definitions as they appear in the standard, and Chapter
4 is a guide on how to apply the ISO 16085 standard. Chapter 5 is describing the actual risk
management process in the lifecycle, where the goal is, just as in ISO 31000 above, to identify,
analyze, treat, and monitor the risks [101].

The ISO 16085 risk management process is seen in Figure 3.3, where the iterative nature
of the process is shown. The standard explicitly states that the process "is not a ’waterfall’
process" and Chapter 5 specifies the content of the different boxes in detail. First, the informa-
tion requirements to make decisions on risk need to be specified (1), which are passed onto the
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planning and implementation of the risk management (2). The project risk profile (3) includes
the sum of all risk profiles and their risk states, and this information is continuously updated as
needed through the risk analysis (4) and the risk monitoring (6). The outcomes for these are sent
to the risk management for treatment (5). As often as required, there is a periodic evaluation of
the risk management process (7), which includes all relevant feedback for improvements of the
process [101].

Figure 3.3: The ISO 16085 risk management process model [101].

ISO 16085 is also applied in the functional protection method, and its iterative process is
found very useful in a changing organization with varying technical demands over time. Clearly,
risk is analyzed and evaluated differently throughout the lifecycle of a research facility, and this
needs to be honored for efficient and successful risk management.

3.3 Quantitative System Analysis Techniques

To verify whether a system design or a piece of equipment fulfills its intended quantitative
requirements, several useful tools can be applied. These tools generally date back to the 50s,
60s, and 70s, and thus come with certain limitations when they are applied to modern, complex,
electronic systems. Despite this, they are found to be handy for quantitative purposes and are
applied at different stages during the verification of isolated system designs in the functional
protection method. This section will quickly elaborate on four of the most commonly used
methods. All of the quantitative techniques in this section are proposed as options within the
safety standards presented above.
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3.3.1 Reliability Block Diagram (RBD)

A reliability block diagram (RBD) consists of a set of blocks connected in series or parallel. A
series configuration requires all of the components to function, while a parallel configuration
implies redundancy and all of the blocks in parallel need to fail for the system to fail. The
diagram is used to determine the reliability of a chain of components or systems depending on
the individual component or system reliabilities. An example RBD, for a combination of series
and parallel configuration, is seen in Figure 3.4.

Figure 3.4: Reliability Block Diagram.

3.3.2 Fault Tree Analysis (FTA)

A fault tree analysis (FTA) looks, opposite to an RBD, on what has faulted or failed in order
to determine an outcome. It is a top-down method, meaning that one first looks at a so-called
top event and then tries to find intermediate and basic events that would lead to this top event.
By building up the fault tree using these different types of events and boolean logic, one can
deductively calculate how and with what probability a system can fail through the top event,
based on the individual probabilities of the other events. FTA first appeared in 1962, in order to
evaluate control system for ballistic missiles within the US Air Force [102]. An example of an
FTA is seen in Figure 3.5, including one top, two intermediate, and five basic events.

3.3.3 Event Tree Analysis (ETA)

Contrary to FTA, event tree analysis (ETA) is a bottom-up method that aims at modeling both
successes and failures. Its forward modeling, as opposed to the backward modeling of FTA,
makes it suitable as the right hand side in a so-called "bowtie analysis" [103], where the FTA
generates a top event and the ETA generates the possible outcomes in case of such an event.
Thus, the assumption for an ETA is that the event has occurred, and one wants to find out
what that might lead to. ETA has its origin in analysis of nuclear power plants, and was first
introduced in 1967, however under a different name. The actual name event tree rather appeared
in the mid 70s [104]. A simple ETA is seen in Figure 3.6.

3.3.4 Failure Modes and Effects Analysis (FMEA)

Failure modes and effects analysis (FMEA) was one of the very first structured and systematic
methods for the analysis of failures. Its origin dates back as long as 1949, where it was described
in the US Department of Defense document MIL-P-1629 [105]. The method has since then
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Figure 3.5: Fault Tree Analysis.

Figure 3.6: Event Tree Analysis.

developed and been applied in fields such as aerospace, automotive, and process industries.
On top of the failure modes and effects, the method often includes criticality or diagnostics,
or a combination. By doing this, the abbreviation sometimes includes a C for criticality, as in
FMECA, or a D for diagnostics, making an FMEDA.

Despite its many versions, it is generally accepted that the abbreviation FMEA can include
any variation or adjustment to it. The purpose is to analyze as many parts and components of a
system as is possible and reasonable, in order to make judgements on whether there are changes
that need to be made or not. The failure mode (a short circuit, open switch, drifting value etc.)
is matched with its effect on the system level in an FMEA worksheet. The worksheet does
not follow any specific design but can be altered for the intended purpose. Despite locating
this method under quantitative methods in this thesis, which it is generally used for, it can
also be a qualitative method by simply excluding the failure rates and allocation of failure
mode probabilities. An example of this method is shown in Figure 3.7, where the analysis of a
transistor in the ESS beam interlock system is seen.
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Figure 3.7: Example FMEA, including criticality and diagnostics, of a MOSFET transistor for
an early ESS beam interlock system version [106].

3.4 Qualitative System Analysis Techniques

As mentioned in Section 3.3, the quantitative analysis tools that are applied are typically several
decades old and cannot completely cope with modern systems and their many features. Due to
this, there are a few newer techniques that have been developed, mainly within an academic
environment, that well suit the challenges and emergent properties of contemporary systems-
of-systems and alike. Research facilities in particular often include newly developed equipment
within untested systems and benefit from qualitative and systematic analyses. These techniques
are not yet implemented within proven safety standards, but still tend to give a robust and
systematic framework to identify weak links and unwanted system behaviors. Two of these,
which have served as inspiration to the development of the functional protection method in
Chapter 4, are described in this section. Additionally, the HAZOP technique, still frequently
used within various genres of engineering, is described as well.

3.4.1 Systems Theoretic Process Analysis (STPA)

STPA [107] builds on systems thinking rather than component-based analysis. It takes the
standpoint that a purely reliability-based theory does not cover all of the possible scenarios
in complex and modern systems, typically referred to as emergent properties of the systems.
Instead, one needs to apply systems theory, recognizing the whole system, in order to perform an
accurate analysis. With consideration of systems theory, accidents are seen as control problems
instead of failure problems. The prevention of accidents is then done through constraining
behaviors and interactions for components and subsystems.

STPA consists of two steps, applied after the control structure has been constructed by
drawing the flow of information. A simplified and generic control structure is seen in Figure
3.8. Step 1 is to identify a set of unsafe control actions (UCA) by using four specific guide
words, similar to those in a HAZOP in Section 3.4.3. The guide words are

• Not providing causes hazard

• Providing causes hazard

• Incorrect timing or order

• Stopped too soon or applied too long

This is stepped through for each signal path in the control structure and for each guide word.
Step 2 is to identify causal factors, meaning that the reasons for each UCA to occur are docu-
mented [85, 107].
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Figure 3.8: The STPA process flow from controller, through actuators acting on the controlled
process, monitored by sensors and then back to the controller.

STPA has been applied in the aerospace, automotive, chemical, and medical industries, as
well as for cyber-phyical systems and the new Linac 4 at CERN [107, 108, 109, 110]. Its broad
areas of application has made it an increasingly popular method in the past years and the method
is now the topic of several conferences and workshops per year. There are also efforts to try to
make it appear in some of the functional safety standards [111].

3.4.2 Functional Resonance Analysis Method (FRAM)

The functional resonance analysis method (FRAM) was developed with focus on the role of
humans within technical systems, but can be applied just as well to purely technical systems.
FRAM is closely related to the area of resilience engineering [112], and identifies that the
sources of failure may in some cases be the same as the sources of success. They are claimed
to be, at least metaphorically, "two sides of the same coin" [113]. The name points at the
idea of resonance in the sense that everyday performance of systems fluctuate with a natural
variability, and that failures are a combination of "resonating" system flaws. Hence, FRAM
aims at identifying and dampening these resonances and thus provide a system design that is
less prone to failures [113].

Besides the resonance concept above, FRAM has three more basic principles. One is that,
at least when people are involved, but also for software and controls, things will not always be
done exactly according to specifications. Depending on e.g. manpower, conflicts, resources, or
information, tasks might be adjusted or fluctuating - called performance variability. Another
principle is that one performance variability alone might not be the pure cause of an accident,
but the combination of several of them might create emergent, rather than resultant, failures.
Finally, the combination, or resonance, of some variable functions can sometimes enforce each
other, so that the effect is larger than what would be anticipated through traditional cause and
effect analyses. An example of several resonating functions, being the foundation for FRAM,
is seen in Figure 3.9.

The process in using the FRAM is to follow breadth first, meaning that it is more important
to understand the situation or system as a whole rather than going into details. From another
viewpoint, the agenda is to rather understand what did not go right than making a claim on
what went wrong. Therefore, it is important to first understand what happens in a situation
where nothing goes wrong, to be able to tell that from an unwanted or unexpected scenario
[113, 114].
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Figure 3.9: Example of four resonating functions, from a FRAM perspective, that lead to a
traffic accident [113].

3.4.3 Hazard and Operability Analysis (HAZOP)

The hazard and operability analysis (HAZOP) aims at identifying and evaluating problems and
hazards that are associated with a certain process or operational system. It has its background
in the chemical process industry in the 1960s, but has since been implemented in all types of
industry. The main focus is not to solve the problems, but rather to point them out and check
them against existing safeguards and design choices. The method is applied in a workshop
setting with a multi-disciplinary team and uses a set of predefined guide words to apply on the
system and its processes.

In order to carry out a successful HAZOP, the system design needs to be mature enough to be
evaluated, but should not be finalized, as the application of HAZOP might reveal flaws that need
to be corrected. Each guide word, which represents a deviation from the design intent, is paired
up with a system parameter and evaluated individually to find its causes and consequences on
the system. While the guide words are of the form more, less, reverse, early, before etc., the
parameters are related to flow, pressure, temperature and so on [115].

3.5 Discussion on Standards and Methods

The standards, approaches, lifecycles, and methods described in this chapter all construct a solid
foundation for developing something like a functional protection method for complex systems.
Many of the ideas and concepts within safety standards have already been seen within academic
research accelerators [92, 93], and it would be beneficial to expand on these applications. Addi-
tionally, ISO has created two generic but useful risk management standards that are successfully
applied in numerous areas, and implementing these in a concept for protection is both robust
and direct. The functional safety standards describe a set of quantitative methods for analyzing
system reliability and the consequences of failures. Those methods are typically straightforward
and their applications are seen in both reliability and systems engineering. However, systems
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have grown increasingly complex, and modern research facilities and particle accelerators are
good proofs of this development. With this, the task of accurately analyzing the system relia-
bilities with all interactions and emergent properties in quantitative detail is found impossible.
By approaching complex systems from both traditional device-by-device methods and newer
systems-as-wholes concepts, the necessary quantitative numbers can be gathered at the same
time as a holistic approach is recognized for the analysis of overall behaviors.
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Chapter 4

The Functional Protection Method and Its
Lifecycle

This chapter describes the functional protection method and its lifecycle for complex systems,
as developed in this thesis. A description of the method and its fundamental aspects are found
in Paper II [2] and its specific application at ESS is described in the ESS Machine Protection
Risk Management Document [100]. The method is largely based on the standards and methods
described in Chapter 3 of this thesis, and the applicability, motivation, and sources of inspiration
are the many facilities and their associated risks seen in Chapter 1.

The structure of this chapter contains first a section on the rationale behind the method,
its intended usage, and incentives. This is followed by a brief description on how the method
was developed and which key concepts and processes that were adapted from other methods,
frameworks, and standards. Next, there is a section describing the framework of the method
itself, and its current scope. The fourth section outlines the lifecycle process, while the last
three sections describe the different parts of this lifecycle. One of these sections (4.5) goes into
more details on the functional protection analysis technique, which is used for the derivation of
protection functions and their requirements.

4.1 Rationale Behind the Method

As seen in Chapter 1 and Paper I [1], modern particle accelerators are increasingly complex
and require robust strategies for them to be operated without damage and with the desired avail-
ability. Due to their complexity and vast number of systems and subsystems, it is argued that
these facilities cannot be analyzed and treated accurately by applying traditional reliability ap-
proaches alone. Instead, they need a system of systems (SoS) mentality as well as a recognition
of the emergent and often incomplete descriptions of its complex properties [116].

The functional protection method aims at being the link between complex systems and ac-
ceptable damage risk. Following functional safety standards (Section 3.1) for protection pur-
poses and connecting the lifecycle steps to proven-in-use risk management (Section 3.2) and
analysis (Section 3.3) methods would give partial confidence in this link. Looking at qualitative
analysis methods for modern systems, as seen in Section 3.4, adds yet another layer of confi-
dence. Finally, the functional protection method is not complete without recognizing the work
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done at other particle accelerator facilities [18, 20], to incorporate the best practices and lessons
learned from the field.

A large portion of the background work for this thesis and the functional protection method
has been done through the study of accidents at accelerator facilities and the application of
functional safety standards. An important remark is that the early conceptualization and men-
tality of protection are important factors in order to reach success several years later, when the
operational phase of the facility starts. The functional protection method has therefore placed
emphasis on the early risk management and continuous interaction with system owners and
stakeholders, which is described in Section 4.3. The lifecycle approach ensures that risk man-
agement is not lost at a later stage when all the design phase analyses are complete, but stays as
a significant and decisive part during the whole facility lifetime.

4.2 Key Concepts and Processes

This section describes the key concepts taken from the functional safety and risk management
standards, as described in Sections 3.1 and 3.2. These lay the foundation for the development
of the method and are tools that help achieving fewer long operational downtimes.

4.2.1 The Lifecycle Process

The first layer of the functional protection method is the lifecycle, closely resembling that found
in the IEC 61508 [86] and IEC 61511 [87] standards for functional safety, described in Section
3.1. For functional protection, the lifecycle is merged with the risk management process de-
scribed in Section 4.2.2. The complete lifecycle is described in Section 4.4. As opposed to the
safety lifecycle, the final decommissioning step is left out here, as the concern of operational
availability is not affected by the method in which the facility is decommissioned. The lifecycle
process ensures that all the necessary steps are followed to derive the functional behavior and to
verify its implementation and follow-up. Applying the proven in use IEC standards generates
an advantage in that it has been successfully applied in many different fields and industries.

The application of a lifecycle process for an actual particle accelerator is also described in
[92], in this case for the LHC, which further confirms its applicability in the field. Just as in
the lifecycle process for LHC, carrying out protection is not legally binding and can therefore
omit the external certification process. The adaptation of safety integrity levels (SIL) into the
language of protection, by calling it protection integrity levels (PIL) [92], is used also in this
method. When matching the functional safety concept for the protection of LHC, the usage of
SIL and PIL (Section 4.5.4) is somewhat dubious and typically only refers to the random failure
rate aspect of the term [82, 92, 94], leaving out the systematic failures with the concepts of safe
failure fraction (SFF) and hardware fault tolerance (HFT). This is adjusted for in the functional
protection method, and the systematic capabilities (SC) of the protection-related systems are
acknowledged as well.
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4.2.2 The Risk Management Process

The second layer of functional protection is the risk management process from the ISO 31000
[99] and ISO 16085 [101] standards for risk management, described in Section 3.2. The setup
for the functional protection risk management method is therefore standard compliant, with the
following structural key concept from the ISO standards:

• Establishing the (external and internal) context describes the facility and its purpose
for the users, which gives an understanding of the overall requirements and global frame-
work for the risk analysis. It also places the risk management process into the organiza-
tional and functional context of the facility.

• Risk assessment is the main focus of the functional protection analysis technique, where
the risks are broken down into components and matched with their respective impact on
the facility. The assessment contains identification, analysis, and evaluation of risks as
key steps. The work involves not only the assessment personnel but all of the relevant
system owners and experts.

• Risk treatment applies the findings of the risk assessment into practice by documenting
necessary functionality and distributing the implementation to the correct systems.

• Monitoring and review is fundamental in establishing confidence that the intended pur-
poses of the risk management are fulfilled, by continuously reviewing principal aspects
of the management process.

• Recording the risk management process highlights the traceability approach of the
method and is vital to a continued development of risk management. This step should
describe how and where such a recording and relevant documentation takes place.

4.2.3 Balancing Protection and Reliability

As described below, the reason for applying functional protection to an accelerator facility is
to achieve a higher operational availability. This can be achieved through avoiding long down-
times by stopping a hazardous process before damage is caused. It is also achieved by not
stopping operation unnecessarily, which is closely related to the reliability concept described
in Section 1.7.2. Unnecessary stops cause less operational time in itself, but might also have
the outcome of frustration and bypassing of important protection features through human in-
tervention. Therefore, it is important to keep the balance between protection and reliability in
mind.

4.3 Framework and Scope

The main intended purpose with the development and application of the functional protection
method is to achieve a high availability, as described in Section 1.7.2. Since there is no legal
obligation to protect equipment and facility operation, one can sometimes improve availability
through slightly relaxing the constraints from protection. Many accelerator facilities apply the
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"as low as reasonably achievable" (ALARA) approach [81, 117, 118, 119], which is a good
foundation for judging whether a certain function should be implemented or whether its cost (in
a broad sense) is too high. This is reflected in the risk matrix categorization in Section 4.5.1.

The functional protection method highlights the organization and the top-level objectives
and requirements, seen in in the next sections, in order to tailor the method for increased avail-
ability and performance.

4.3.1 Organizational Context of the Functional Protection Method

The functional protection method and its lifecycle need to be understood by the organization
that implements the requirements, operates the facility, and creates the necessary culture. Paper
II [2] outlines the different organizational teams and their roles within the analysis, design, and
implementation, where the three main teams are seen in Figure 4.1.

Figure 4.1: The organizational triangle for carrying out the functional protection lifecycle. The
figure is taken from Paper II [2].

One needs to be aware that quantitative analyses alone, such as those seen in [3, 4, 120, 121],
cannot include all of the risks associated with running a complex accelerator facility, which is
discussed in [122]. Thus, the approach needs to be tuned and adjusted to recognize the role of
the organization and its ability to implement the analysis findings, and also operate within the
associated system limits.

Additionally, the time and resources are limited for a particle accelerator project, and car-
rying out tedious analyses for all components and subsystems is not possible. Therefore, an
appropriate method should account for this and ensure that the "incomplete" analyses still make
as much of an impact for protection as necessary and desired. The method should therefore al-
low for continuous adjustments as well as the ability to quickly identify the most pressing issues,
so that those can be handled with priority. This requires good communication and understand-
ing between the different stakeholders and analysts, and the functional protection organization
(Figure 4.1) needs to be set up in a way that facilitates this interaction.
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4.3.2 Objectives and Requirements

The functional protection method takes its starting point in the overall facility objectives and
requirements. Often, these overall objectives are on a high and abstract level and need to be
concretized for usability. In a particle accelerator, the performance requirements (such as beam
power, accelerating gradient, magnetic fields etc.) can be distributed across the facility for each
system, which is done outside the scope of functional protection and generally in a facility-wide
systems engineering setting. However, the top-level performance is dependent on a reliable and
available operation, which presents the objectives for a holistic machine protection approach
where failures and damages need to be considered. This then becomes the objectives and re-
quirements for the functional protection method.

The overall availability goal can be allocated to the facility subsystems, where each subsys-
tem receives a certain unique requirement [123, 124]. As these subsystems interact with each
other, it is not possible to carry out the appropriate analyses in isolation. Therefore, the func-
tional protection analysis technique as seen below takes its starting point in the final outcome
rather than individual failures.

4.4 The Functional Protection Lifecycle

The functional protection lifecycle is described in Paper II [2] and is seen in Figure 4.2. It
includes the concept and overall scope definition followed by two parallel analysis paths. The
left path in Figure 4.2 is performed by the protection analysis team (PAT) in Figure 4.1 and is
described in Section 4.5, while the right path is carried out by the integrated protection team
(IPT) and described in Section 4.6. The paths merge in the specification of protection functions,
whose purpose, definitions, and derivations are adjusted from the safety functions described in
[86] and described in detail in Paper II [2] and in [100]. The protection functions are developed
and agreed upon collaboratively by the PAT and IPT together with the implementation and
design teams (IDT). Once the protection function is specified, it is completely handed over to
the IDT for them to implement, install, and test the functionality and quality (Section 4.7). It
should be noted that several systems are often involved in implementing a protection function,
highlighting the system of systems approach and stressing that the IDT in Figure 4.1 often
corresponds to several system owners. During facility operation, continuous monitoring and
appropriate adjustments are made in order to ensure that the functionality and quality is in
place.

4.5 The Functional Protection Analysis Technique

The functional protection analysis technique is applied to the left analysis path (in purple) in
Figure 4.2 and follows a detailed, top-down, and deductive analysis process. As the functional
protection analysis technique has been the part of focus in the development of this thesis and the
functional protection method and lifecycle, this section is more developed and detailed than the
following two sections, describing the rest of the lifecycle. This section will describe and argue
for the steps, assumptions, and outcomes of this functional protection analysis technique. Figure
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Figure 4.2: The functional protection lifecycle, as found in Paper II [2]. The colored rectan-
gles circling the boxes correspond to the responsibilities of the matching-colored teams in the
organizational triangle in Figure 4.1. The processes within the same-colored rectangles are de-
scribed in Sections 4.5, 4.6, and 4.7. The non-circled boxes are carried out in collaboration
between all of the teams.

4.3 displays an extraction from Figure 4.2 containing the functional protection analysis together
with the concept and overall scope definition and protection function specification surrounding
the left analysis path. The hazard and risk analysis and overall protection requirements are
generic and follow a straightforward order of magnitude mentality through all steps. As the
design, technology, and behavior of the constituent systems and equipment are difficult to verify
beforehand and often lack being proven in use, this generic approach is found suitable in the
protection analysis stages of the facility.

It is important to note that the process is to be carried out in an open-minded and iterative
manner. The first iteration will be suitable for initiating discussions and implementations of
protective measures, but is rarely the final version. It is useful to involve system experts and
engineers to verify the assumptions and analyses in order to ensure that the necessary protection
can actually be implemented and contains solid understanding of the systems and their behav-
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Figure 4.3: The functional protection analysis technique is applied inside the purple rectan-
gle. The figure also contains the concept and overall scope definition above and the protection
function specification below. Extracted from Figure 4.2.

ior. Common sense, good engineering judgement, and continuous communication are required
throughout the analysis, as the complexity and diversity of systems within the facility differ
and the appropriate approaches and measures will not be identical. Appendix B shows the 23
detailed steps of the functional protection analysis process as well as their link to the IEC 61508
and ISO 31000 standards, and a simplified overview is found in Figure 4.9 in this chapter. The
process and steps of the technique are described in this section.

4.5.1 Hazard and Risk Analysis

The hazard and risk analysis is the first of the functional protection analysis technique boxes
in Figure 4.3 and contains two components: the identification and analysis of damage events
("risks") and the following identification and analysis of hazards that would lead to the damage
events. The damage events are evaluated depending on their consequence category, as a combi-
nation of downtime (loss of availability) and cost (loss of operational budget). This evaluation
is done through two linked risk matrices. The identification and analysis of damage events and
hazards are then described under the respective headlines below.

For clarity and to help guiding the reader, an example including the "thinking steps" of the
functional protection analysis technique will follow the steps below. This example is located as
the last paragraph of each step and is written in italics, just as this description. The example
here is for a vacuum gate valve (the device itself is described in Section 5.3.1) in the normal
conducting linac at ESS, that is damaged by beam if it is closed during beam operation. After
the final protection function definition step in Section 4.5.4, all of the steps are summed up for
an overview in Table 4.7.
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The Risk Matrices

The risk matrices represent the allowed risks per damage event, as allocated from the overall
facility availability requirements [85, 100]. The matrices are associated with the risk assessment
bullet point in Section 4.2.2, and apply to all damage events. By combining the associated
downtime and cost for a specific event, one is able to deduct a tolerable occurrence magnitude
(TOM) for the event. The two risk matrices for ESS are seen in Tables 4.1 and 4.2, where
the first generates a consequence (risk) category, and the second translates that category into a
TOM.

In Table 4.2, the red color means that the risk is unacceptable. Measures are then required to
be taken to make the risk acceptable. The green color means acceptable. If the risk is kept here,
the protection is satisfactory. The orange color means undesirable, and the risk should ideally
be moved to a green box. However, if the risk assessment indicates that the required measures
are not possible or extremely costly, there is the option to decide to keep the risk in an orange
box and still comply with the risk management method and system availability goals [124] as
part of the ALARA concept.

Table 4.1: The first risk matrix, combining downtime and cost to generate a consequence cate-
gory. Taken from Paper II [2].

Table 4.2: The second risk matrix, displaying tolerable occurrence magnitudes based on the
consequence category. Taken from Paper II [2].

It should be noted that these matrices are examples from ESS and need to be modified for
each individual facility or system [125, 126]. The derivation of the matrices and their numbers
can be quite a tedious process, and needs to be done in a collaborative effort between the facility
management, the risk assessors, and the facility users [124].
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Damage Event Identification and Analysis

Initially, a set of damage events are selected for each damage device (system or equipment)
under analysis. These damage events clearly state what happens to the device as well as when or
in which operational modes the damage event is relevant. Additionally, an analysis is required
to specify the cost and downtime that are associated with the damage event, as given by the
categories in Table 4.1. For the sake of traceability, these cost and downtime estimations require
a reference to back up their categorization. These two parameters then yield a consequence
category (see Table 4.1), which is transfered to Table 4.2 to produce a tolerable occurrence
magnitude (TOM). The TOM is a number between zero and three and the quantitative value to
be traced through the functional protection analysis technique below.

The introduction of the TOM is a helpful and straightforward tool, that both simplifies the
analysis and creates an obvious traceability throughout. The simplicity in having four discrete
numbers (0, 1, 2, 3) makes the rest of the quantitative analysis less error-prone and more di-
rect. Table 4.3 matches the TOM levels with the mean time between occurrences (MTBO) and
occurrence rates (OR), as they are derived for the example of ESS.

TOM MTBO (y) OR (y−1)
TOM0 5 2 · 10−1

TOM1 50 2 · 10−2

TOM2 500 2 · 10−3

TOM3 5000 2 · 10−4

Table 4.3: The underlying correspondence between tolerable occurrence magnitude (TOM),
mean time between occurrences (MTBO), and occurrence rates (OR) for functional protection
analysis at ESS.

The (closed) vacuum gate valve is damaged if it is hit by beam. This is then our damage
event: "Gate valve is damaged by beam". The cost of a gate valve is somewhere around 15
kAC, which is within the category "< 0.1 MAC" in Table 4.1. The downtime associated with a
damaged gate valve in the normal conducting linac (it is much longer in the superconducting
linac!) is around two days. This ends up in the "1 day - 14 days" category in Table 4.1. We can
then extract the consequence category "Significant" from Table 4.1. Placing this in Table 4.2
gives us a TOM3 level for this specific damage event.

Hazard Identification and Analysis

When the fully analyzed damage event is in place, the next step is to identify the hazards. A
hazard is here defined as a situation or state that would lead to the damage event if not properly
managed. In the first round, all hazards that immediately lead to the damage event (top-level
hazards) are identified and given an expected occurrence (EO) rate, as they are expected to
occur without any protection functionality included, but considering the basic control system
and operational procedures. The EO rate is selected from three levels, as given and described
in Table 4.4. The choice of EO levels is by definition qualitative, which intends to avoid a
dependency on "enforced" quantitative expert estimations for hazard occurrence rates. The
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choices of EO levels therefore contain normal operation (EO0), facility lifetime (EO1), and
unexpected (EO2) as keywords. These levels are used as described in the next step and for the
mode definition of a protection function in Section 4.5.4.

Expected Occurrence Description Reduction
Level Level
EO0 Normal operation 0
EO1 Facility lifetime 1
EO2 Unexpected 2

Table 4.4: Expected occurrence rates for hazards, including their description and awarded re-
duction level.

The hazard identification step might be re-visited after the first functional protection analysis
iteration, in the cases where appropriate or satisfactory protective measures cannot be found or
implemented for the top-level hazards alone, and where sub-hazards are required. Note that if
there is no reason to go into sub-hazards, this should be left out. If re-visiting is needed, the
identification goes one level down to find sub-hazards that lead to the top-level hazards, with the
intent to identify more protection functionality, targeted at these second-level hazards. For this
second iteration, the analysis process follows the same steps as below also for the sub-hazards.

We identify that the damage event from above can happen due to two hazards. Either (1) we
start beam operation when the gate valve is already closed (upstream of the beam destination),
or (2) we operate with beam and all of a sudden the gate valve starts closing (upstream of
the beam destination). These hazards are then qualitatively given an EO level. Do we expect
these things to happen during "normal operation"? For the first hazard, there are plenty of
starts and stops of the beam during a normal year, and gate valves are closed each time there
is maintenance. Therefore, hazard 1 receives an EO0 level. From the function and robustness
of the gate valve system, we do not expect this for hazard 2. How about during the facility
lifetime? This is quite likely as the valves would be automatically triggered to close if we have
bad vacuum conditions (or due to a controller failure), and this is expected a few times during
the facility lifetime. Hazard 1 then receives EO0 (normal operation) and hazard 2 receives EO1
(facility lifetime).

4.5.2 Overall Protection Requirements

Each hazard is assigned one overall protection function (OPF). The OPF specifies, in a generic
way, a certain function to be implemented in order to prevent or mitigate the hazard. However,
it does not specify the technology to be used. An example of how to phrase the OPF is given
in 7.5.2.1 in IEC 61508 Part 1 [86]. Nevertheless, other phrasings might be useful depending
on the purpose of the OPF. The generic feature of the OPF is important as it will prevent the
analyst to be biased towards a certain solution, especially if the system is familiar to her or him.
The OPF receives a FIM (functional integrity magnitude), which is calculated as the TOM of
the damage event minus the EO of the hazard:

FIM = TOM − EO . (4.1)
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While it can now be tempting to directly translate EO levels 1 and 2 into "once every 10 years"
(one order of magnitude) or "once every 100 years" (two orders of magnitude), which is sensible
from the order of magnitude mentality in the analysis process, it needs to be kept in mind
that detailed quantitative estimations have not been made at this stage and that the order of
magnitude approach is fundamental so far.

This approach is not very different from what is described in IEC 61508 Part 5 [127], Annex
F, where Section F.1.2 states that "all relevant parameters are rounded to the higher decade
range". It is important to note though, that this order of magnitude approach is appropriate in
the case of few to several hazards per damage event, but needs to be re-considered if the number
of top-level hazards for a damage event approaches ten or so, as this becomes yet another order
of magnitude and the analysis outcome would be too relaxed.

Looking at the above referenced section (7.5.2.1) of the IEC 61508 Part 1 standard, it is
suggested to phrase the OPF as to prevent something. Our OPFs for the hazards above are
then (1) "prevent starting beam operation when the gate valve is closed upstream of the beam
destination" as well as (2) "prevent closing the gate valve during beam operation if it is located
upstream of the beam destination". They should be kept as generic as that, not going into what
type of technology we can use for these functions. For OPF 1, we get FIM = TOM - EO = 3 - 0
= 3, and for OPF 2 we get FIM = 3 - 1 = 2. These are the values we transfer to the following,
more technology-specific, steps.

4.5.3 Overall Protection Requirements Allocation

Once a set of OPFs are defined for a certain damage event, the FIM is allocated to a set of
technology-specific protection functions (PFs) and other risk reduction measures (ORRM). De-
pending on the analysis outcome, it is not necessary to include both PFs and ORRMs in the
allocation of the OPF. If found appropriate, only PFs alone or in some cases ORRMs alone
can be used to achieve the FIM. In the first iteration of this functional protection analysis tech-
nique, the PFs can be suggested by the analyst. However, before any further analysis proceeds
or implementations are discussed, it is important to initiate continuous communication with the
relevant system owners, whose systems will be either protected by the PFs or are directly in-
volved in implementing the PFs. The allocation of OPFs to PFs and ORRMs is discussed in
details in Section 7.6.2 of IEC 61508 Part 1 [86].

Other Risk Reduction Measures

An ORRM is any non-protection-related functionality that still helps in protecting the damage
device. This could for example be a shielding wall, a protection-oriented control system, dedi-
cated procedures, or sensors not directly connected to the E/E/PE protection-related system. An
ORRM can be credited with a maximum risk reduction (RR) of one order of magnitude (10−1)
for its use to fulfill an OPF1. This is due to that the ORRM does not undergo the same quality
assurance by the PAT, IPT, and IDT (Figure 4.1) for its use, and therefore it is not possible to
award it a PIL requirement (see Section 4.5.4). It is necessary to identify the available ORRMs

1Comparable to or less than the risk reduction of a PIL0 function, see Section 4.5.4.

51



for each OPF before moving on to the the PF specification, discussed in the next section. This
way, any functionality that is already in place to aid in the protection of the damage device is
included in the analysis, which avoids unnecessary conservatism and cost.

The vacuum system gate valves do not have any other risk reduction measures associated
with them. Therefore, the FIMs will be transfered as they are to the next step below.

4.5.4 Protection Function Specification

A PF is a function carried out by one or more E/E/PE protection-related systems that achieve or
maintain a protected state for the damage device, referred to as equipment under control (EUC)
in Section 3.5 of IEC 61508 Part 4 [128]. Most PFs require five features, or criteria, as stated
in Section 3.1.1: 1) Sensor, 2) Logic, 3) Actuator, 4) Timing2, and 5) Protection Integrity Level
(PIL). These criteria can be identified in the first iteration of the protection analysis, or in direct
discussion with the relevant system experts. While the functional protection analysis technique
provides a framework for the derivation of the PFs, it is important that also system or equipment
limitations are considered, as well as the proposed design architecture of the systems. As the
PFs are integrated into the system designs, rather than standalone functions (which is typically
the case for safety functions), it is necessary to apply certain pragmatism in the development of
PFs and their implementation.

Protection Integrity Levels

The order of magnitude approach stays up until the allocation of PIL for the PFs. The IEC
61508 standard includes four PILs (read: SILs), named PIL1-4. As machine protection is not
required to follow a stringent safety standard, an "expansion" of the PIL set is both possible
and also seen in other applications of the IEC 61508 standard, such the EN 50128 standard
for the railway industry [129]. Therefore, a PIL0 (zero) is useful and implemented, where the
probability of failure per hour (PFH) is set to 10−4 to 10−5, being one order of magnitude below
a PIL1.

Including the PIL0 level, there are now five available PILs in the functional protection
method. However, as is further discussed in Section 5.1.9 for the case of ESS, it is sometimes
practical to leave out a few of the higher levels from the analysis to match the actual design and
performance of protection functions. Once a PIL is allocated to a PF, an estimation is required
whether the PF can reach the allocated PIL or not. If it is reachable, the included hardware is
analyzed in detail to confirm this. If not, yet another analysis iteration might be necessary in
order to define sub-hazards to help fulfilling the necessary protection.

The allocation of PIL follows the same order of magnitude approach as the previous func-
tional protection analysis technique steps. This way, the remaining FIM after the ORRM risk
reduction becomes the required PIL for the technology-specific PF if only one PF is used. Nat-
urally, it is possible to include and combine more PFs per OPF to reach the FIM. In this case,

2The timing requirement is sometimes left out, for example where the protection function is associated with
preventing something or keeping a system in a specific state. All of the other four requirements are necessary for
any protection function.
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the PILs of the functions are added and then the number one (1) is added on top of that3. For
example, two PIL0 functions achieve a FIM1 (0+0+1=1), a PIL1 and a PIL2 function reach
FIM4 (1+2+1=4), and so on. Table 4.5 gives some examples of PIL combinations and the FIM
they fulfill together.

PF1 PF2 FIM
PIL0 PIL0 1
PIL0 PIL1 2
PIL0 PIL2 3
PIL0 PIL3 4
PIL1 PIL1 3
PIL1 PIL2 4

Table 4.5: Examples of how two protection functions fulfill the FIM through addition of PILs
and adding the number one.

Protection Function Requirements

For the detailed analysis concerning probability of failure per hour (PFH) or demand (PFD) of
the equipment included in carrying out the protection functions, the discrete order of magnitude
levels are left aside and exact numbers are used. The difference being that the process from
damage event to PF is done in a generic way, where exact hardware failure rates are typically
not possible to estimate since the underlying equipment, functions, or software have not been
identified. By allowing exact PFH or PFD numbers (associated with continuous or discrete
modes in Section 4.5.5) for the PFs once they have received a PIL, one is able to consider and
adjust for the actual technology to be used and can apply estimated, calculated, or proven in
use numbers for the fulfillment of the function.

In addition to the failure probabilities, the protection functions have requirements on safe
failure fractions (SFF) and hardware fault tolerances (HFT), as defined in Section 7.4.4.2 in
IEC 61508 Part 2 [96]. All of the protection functions are regarded to contain equipment of
"Type B", based on the definition of this being that "the failure mode of at least one constituent
component is not well defined; or the behaviour of the element under fault conditions cannot
be completely determined; or there is insufficient dependable failure data to support claims for
detected and undetected dangerous failures" [96], which is applicable here. The determination
of a fulfilled PIL based on the SFF and HFT appear in a matrix relation in the safety standard,
seen in Table 3 of [96]. The combination of PFH, PFD, corresponding mean times between oc-
currences (MTBO), SFF, and HFT for the five PILs within the scope of the functional protection
method is summarized in Table 4.6 below.

We now have a remaining FIM = 3 for OPF 1 and FIM = 2 for OPF 2. OPF 1 can be
achieved by connecting the gate valve position switches (sensor) to a protection-verified inter-
lock system (logic) outside of the control system. In case a gate valve upstream of the beam

3This stems from the multiplication of powers of ten (orders of magnitude), where the exponents are added.
Example: 10−3 (PIL1) · 10−4 (PIL2) = 10−7 (PIL4) .
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PIL PFH (10−x h−1) PFD (10−x) MTBO (kh) SFF HFT
0 4 - 5 1 10-100 < 60% 0
1 5 - 6 1 - 2 100-1000 60 - 90% 0

< 60% 1
2 6 - 7 2 - 3 103-104 90 - 99% 0

60 - 90% 1
< 60% 2

3 7 - 8 3 - 4 104-105 > 99% 0
90 - 99% 1
60 - 90% 2

4 8 - 9 4 - 5 105-106 > 99% 1
90 - 99% 2

Table 4.6: Available protection integrity levels (PIL) in the functional protection method, and
their corresponding requirements. The SFF and HFT numbers appear with a matrix relation
(see Table 3 in [96]) and either the top row numbers or the bottom row numbers can be selected
for PIL1 and PIL4. PIL2 and PIL3 have three options for SFF and HFT.

destination that is not fully open (position switch = "NOT OPEN"), the interlock system pre-
vents beam extraction from the ion source (actuator). In addition, there can be a PF including
a position switch that reads if the gate valve is actually closed (position switch = "CLOSED").
The PIL for these PFs have to combine to reach a FIM3 or more. By following the combination
of PFs in Table 4.5, we find that these two PFs can be PIL1, adding up to the desired FIM.
The PFs do not require any timing requirement as they prevent beam extraction rather than
change a system state. OPF 2 requires a PIL2 function, or splitting between more functions
(see the section above on protection integrity levels). The latter can be achieved by having a
first PF that monitors the gate valve position switches (sensor), and as soon as the valve closes,
the electronics (logic) sends a "stop beam" signal through the BIS that activates the beam stop
actuators (actuator). This PF receives a PIL1 requirement and a timing requirement of 500
ms, which is an approximate time before the gate valve is closed enough for possible beam
impact. The last PF receives the "close" signal from the vacuum pressure monitor (sensor) into
the beam interlock system (logic), and stops the beam (actuator) before the gate valve has time
to close. We give this PF a PIL0 requirement and a timing of 500 ms. From above, we then
achieve the FIM2 through PIL1 + PIL0 + 1 = 2. This step concludes the functional protection
analysis technique. The collection of the damage event, hazards, OPFs, ORRM, and PFs for
this example case is summarized in Table 4.7.

4.5.5 Discussion on the Functional Protection Analysis Technique

The protection analysis is done slightly differently depending on whether one considers a con-
tinuous or discrete mode, as discussed in Tables 2 and 3 in IEC 61508 Part 1 [86], for the
definition of protection functions. In the functional protection analysis technique, this choice is
determined based on the EO of the hazard. If the hazard is estimated as EO0, the continuous
mode is selected, while for EO1 and EO2, the discrete mode is selected for the PIL. The moti-
vation behind this is to separate the probability of failure per hour (PFH) from the probability
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Damage Event Description Risk Category TOM
EX-DE-1 Vacuum gate valve is damaged by beam Significant 3
Hazard Description Linked Damage Expected

Event Occurrence
EX-HAZ-1 Beam operation starts when gate valve

upstream of beam destination is closed
EX-DE-1 EO0

EX-HAZ-2 Gate valve upstream of beam destina-
tion closes during beam operation

EX-DE-1 EO1

OPF Description Linked Hazard FIM
EX-OPF-1 Prevent beam operation if gate valve up-

stream of beam destination is closed
EX-HAZ-1 3

EX-OPF-2 Stop beam operation before gate valve
upstream of beam destination closes

EX-HAZ-2 2

PF Description Linked OPF PIL
EX-PF-1 Prevent beam operation when the gate

valve position switch transmits NOT
OPEN

EX-OPF-1 1

EX-PF-2 Prevent beam operation when the
gate valve position switch transmits
CLOSED

EX-OPF-1 1

EX-PF-3 Stop beam operation when a gate valve
position switch transitions from OPEN
to NOT OPEN

VAC-OPF-2 1

EX-PF-4 Stop beam operation when the vac-
uum pressure interlock signal transmits
a CLOSE signal to the gate valve

VAC-OPF-2 0

Table 4.7: Overview of the damage events, hazards, overall protection functions, and protection
functions for the example analysis of a closed or closing vacuum gate valve.

of failure per demand (PFD) for the two modes [86]. Figure 4.4 shows the analysis process for
a continuous mode, where the FIM receives no reduction from the hazard EO (since it is EO0).
Figure 4.5 on the other hand, shows the same process for a discrete mode, where the EO of the
hazard gives a FIM reduction of 2 and 1 for the two OPFs.

In Figure 4.6, the process is shown for a damage event that includes subhazards. While
this makes the process look a little bit more tedious, it follows exactly the same process for
the subhazards and the consecutive sub-OPFs as for top-level hazards and OPFs. For overview,
Figure 4.6 includes two EO1 hazards, one EO2, and one EO0.

The IEC 61508 standard emphasizes the use of independent systems for the fulfillment of
the safety functions. As the PFs and protection-related systems are integrated into the existing
system design, complete system independence can often not be claimed. An applied discussion
of this is found in Section 5.1.1 as well as in Paper II [2]. Different PFs might use the same
interlock system or actuation method, or some of the systems involved in a PF are also used for
the control system or operator information, organizationally and physically outside the power of
protection personnel. Therefore, the assumption of "Type B" equipment in the PF requirements,
as previously discussed in Table 4.6, is accurate.
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Figure 4.4: The functional protection analysis technique for a continuous mode hazard setup,
where the hazards have been assigned an expected occurrence of EO0 (normal operation).

Figure 4.5: The functional protection analysis technique for a discrete mode hazard setup, where
the hazards have been assigned an expected occurrence of EO1 (facility lifetime) and EO2
(unexpected).
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Figure 4.6: The functional protection analysis technique for a damage event with subhazards,
displaying both continuous and discrete mode hazards.

The analysts need to be aware of these limitations, regardless of it being positive or negative
for a certain situation. It is therefore useful to apply the order of magnitude approach where ex-
act numbers are omitted in the favor of finite estimations, but still aiming at not "overprotecting"
the system.

Further, the IEC 61508 standard deals with clear and independent chains, from accident to
overall safety function and safety function. The safety engineers own all of the constituent sys-
tems and equipment, and the systems are often few and robust (in comparison to the equipment
required to operate complex research facilities). This is the main difference that separates func-
tional protection from functional safety, even though the approach is the same. However, the
note in Section 7.5.1 of IEC 61508 Part 1 [86] still claims that "in application areas where valid
assumptions can be made about the risks, likely hazards, harmful events and their consequences,
the analysis required ... may be carried out by the developers of application sector versions of
this standard", which is an indication that also the safety sector is aware of the necessity to use
pragmatic "common sense" and relevant adjustments in the analyses. By keeping this discus-
sion in mind, it is accentuated that transparency and continuous discussions are beneficial for
the actual implementation of functional protection.

4.6 The Functional System Interaction Process

The functional system interaction process corresponds to the right analysis path (within the
green rectangle) in Figure 4.2 and extracted into Figure 4.7. It is carried out by the integrated
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protection team (IPT) in the green bubble in Figure 4.1. The process contains three main enti-
ties, being the definition of system interface requirements, the system interaction and use case
analysis4, and obtaining the system interaction protection requirements.

Figure 4.7: The functional system interaction process inside the green rectangle, as well as
the concept and overall scope definition above and the protection function specification below.
Extracted from Figure 4.2.

The system interface requirements are defined from the concept and overall scope definition
(top box in Figure 4.7) for the functional protection. The key is to identify the protection-
relevant systems and list the necessary interfaces for these systems.

These interfaces are then transfered to a set of system interaction use case analyses, typically
in the format of dedicated workshops, where the IPT (often with the help of the IDT) go through
signal paths and interactions between the systems under study in order to derive appropriate
and robust solutions for the signal types and interfaces. During the use case studies, it may
be identified that systems perform well as stand alone but that the signal exchange with other
systems is flawed or causes a different action than expected. This analysis may also derive
additional interfaces that are necessary, that are then added to the requirements in the system
interface requirements box above.

The system interaction protection requirements will, similar to the functional protection
analysis technique above, propose a set of protection functions. But these are defined on the
system level and based on the interfaces and interactions between protection-related and other
systems. This analysis path completes the picture of the protection requirements in a way that
is not possible through the damage-based analysis in Section 4.5 alone.

4A use case analysis is a way to identify behaviors and communication links for a system, in order to derive
and specify associated system requirements.
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4.7 The Functional Protection Implementation and Adjust-
ments

The last path in the functional protection analysis lifecycle is the bottom functional protection
implementation and adjustments part (in the orange rectangle) in Figure 4.2. This part is carried
out through the implementation and design team (IDT) in the orange bubble in Figure 4.1. As a
reminder, this part of the lifecycle is extracted in Figure 4.8.

Figure 4.8: The functional protection implementation and adjustments within the orange rect-
angle. Extracted from Figure 4.2.

Once a set of protection functions are defined and analyzed in Sections 4.5 and 4.6 above,
they need to be implemented into the protection-related designs. The design of system ar-
chitectures, electronics, and firmware are naturally done by the system owners, based on the
protection-related requirements given together with the protection function specifications. Be-
fore the systems are built, there should be one or more system design reviews where the IPT
is present as a reviewer to ensure that the architecture and its functionality is appropriate and
accepted for protection purposes.

The systems are then installed, tested, verified, and validated (through both factory and
site acceptance tests) by the IDT, to verify that the systems behave as expected and that the
protection-related functionality reaches the desired levels. This requires proper traceability of
requirements and appropriate storage of information.

Finally, it is critical that the actual operation with the protection-related equipment and sys-
tems contains a portion of adjustments and improvements where necessary. As seen in Chapter
1, there are typically plenty of adjustments and tuning to incorporate into the early operational
phases of a complex facility, and this needs to be recognized as part of the functional protection
lifecycle.
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4.8 Summary of the Functional Protection Method

The method described in this chapter contains a number of key steps. While these steps are
seen in both standardized and less formal risk management processes, they arguably favor from
a summarized outline for the work to be done in the next chapter and in future applications.
Figure 4.9 displays a simplified version of the method, while the extended and detailed process
is found in Appendix B.

Figure 4.9: Summary of the functional protection method.

It is essential to begin by clarifying the concept and scope of the systems to be analyzed, as
well as defining their end protection goal. The risk matrices are straightforward tools to apply in
order to check whether something is ok (green) or not (red). After selecting a scope and system
to analyze, the FPAT is applied as it is seen in Figure 4.9. Once a set of PFs are identified,
they need to be detailed, implemented, installed, tested, and operational. Evidently, this is
performed through an integrated organization and one person or group alone cannot carry out
all of the steps for a complex research facility. The key steps are summarized in the numbered
list below, which can be used for reference when reading Chapter 5 or applying the method to
another complex system.

1. Define the concept and scope of the analysis, by establishing the

• Context

• Objectives

• Requirements

2. Select a system and a damage device from the system to analyze

3. Identify and analyze the damage events (DE), by finding the associated

• Cost

• Downtime
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4. Identify and analyze all immediate hazards for the DE

5. Allocate one overall protection function (OPF) per hazard

6. Define a set of protection functions (PF) to fulfill the OPF

• If required, add more PFs to reach the FIM

• If required, re-iterate the hazards and add sub-hazards

• If required, re-iterate the DEs and start over with a more distributed analysis

7. Allocate the sensors, logic elements, and actuators for the PF and verify that the PIL can
be achieved. Specify the required hardware fault tolerance (HFT), safe failure fraction
(SFF), probability of failure per hour (PFH) or demand (PFD), and (possibly) timing
requirement.

8. Document the implementation of the PF in agreement with the system owners

9. Verify the installation of the PF

10. Incorporate a testing procedure of the PF, through e.g. a dedicated verification and vali-
dation (V&V) plan

11. Monitor the operation and adjust the functionality of the PF
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Chapter 5

Applying the Functional Protection
Method - Proof of Concept

This chapter describes how the functional protection method and its lifecycle, described in
Chapter 4, are applied to ESS. As ESS is currently under design and construction, it has not
been possible to completely follow the lifecycle through to the last steps. This thesis therefore
displays a proof of concept for the first five boxes in Figure 4.2, following the details in the
functional protection analysis technique from Section 4.5. This boundary is seen in Figure 5.1.
As ESS design is ongoing, the scope of this thesis contains a demonstration of how the method
has been applied to the protection-relevant systems in the normal conducting linac as well as
the target station systems of ESS.

Functional protection has been incorporated into the machine protection (MP) strategy at
ESS, which means that the scope definition and analyses are carried out, organizationally, by
the MP team. The development of the functional protection method has thus been running in
parallel with the development of the MP team, both in terms of technical responsibilities and
staffing. This has been successful and the method is now applied and completely integrated into
the design of the ESS machine protection system of systems (MP-SoS).

To put the application and proof of concept into context, the chapter starts with outlining
MP at ESS and its role at the facility. Some concepts are taken from other facilities, seen in
Section 1.4, while some concepts are new. This is followed by the application of the functional
protection method for the normal conducting linac and target station systems at ESS, where
the analyzed systems are briefly described in the respective sections. The functional protection
analysis process, up until the protection function specification, as well as the usage of the MP-
SoS risk register tool are portrayed in the next section. The two following sections describe
the functional system interaction process and functional protection implementation and adjust-
ments for ESS. Finally, the last section shows on the availability and cost impact that functional
protection has at ESS.

5.1 Machine Protection at ESS

ESS identified the need for a robust MP strategy early in the design phase. The unprecedented
beam power, high investment costs, and stringent availability requirements were main drivers
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Figure 5.1: The functional protection lifecycle with the boundary for this chapter’s application
in orange.

for this need. MP at ESS therefore considers these features by keeping close discussions and
recurring meetings with the different system owners.

The key concept for ESS MP is the system of systems (SoS) approach [130], as required
from the physical layout and diverse systems. The central system of the ESS MP is the beam
interlock system (BIS) [131, 132], which is a fast and distributed logic solver system that takes
sensor inputs from the protection-relevant systems as well as the ESS timing system, and gen-
erates outputs for the actuation systems and the same timing system [133]. These concepts and
behaviors are described in this section and seen in Figure 5.2.

5.1.1 System of Systems

The ESS MP consists of five identified system classes, being the (local) protection-related sys-
tems throughout the facility, the proton beam monitoring systems, the beam interlock system
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(BIS), the beam stop actuation systems, and the MP management systems [130]. Referring to
the requirements of a system of systems (SoS), discussed in Paper II [2] and [116], the ESS
MP-SoS complies with this category. This means that the system classes operate together to
carry out more complex tasks and achieve the two main goals of the MP-SoS [130]:

• Prevent and mitigate damage to the machine in any operating condition and lifecycle
phase in accordance with beam and facility related availability requirements.

• Protect the machine from unnecessary beam-induced activation having a potential to
cause long-term damage to the machine or increase maintenance times in any operating
condition and lifecycle phase in accordance with beam and facility related availability
requirements.

5.1.2 The ESS MP-SoS Layout

The MP-SoS is spread geographically over more than 600 m of accelerator, target station, and
neutron science instruments. An overview of the constituent systems, as mentioned in Section
5.1.1, is seen in Figure 5.2. It should be noted that the protection-related systems for accelerator,
target, and neutron science are in fact multiple systems in themselves, as can be seen on e.g.
page 15 of [130].

Figure 5.2: The ESS MP-SoS layout including the protection-related, proton beam monitoring,
beam interlock, beam stop actuation, MP management, control, safety, and timing systems.

5.1.3 Reliability and Availability Requirements for ESS

To reach the ESS availability requirements, the system reliability plays a role, as defined in
Section 1.7.2. The ESS goal is to reach 95% operational availability during the steady-state
operation of the facility, and MP needs to be a significant player in avoiding too long and too
many unplanned stops. Table 5.1 is taken from [123] to show an example of the number and
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length of operational stops in respect to neutron production at ESS. These numbers are then
translated into the risk matrices in Tables 4.1 and 4.2 to generate one of the two (cost is the
other one) factors for the consequence level of the risk.

No-beam Duration Maximum Occurrence
1 second - 6 seconds 24000 per year
6 seconds - 1 minute 8000 per year
1 minute - 6 minutes 1000 per year

6 minutes - 20 minutes 350 per year
20 minutes - 1 hour 100 per year

1 hour - 3 hours 33 per year
3 hours - 8 hours 17 per year
8 hours - 1 day 6 per year
1 day - 3 days 2 per year

3 days - 14 days 1 per year
14 days - 3 months 1 in 5 years

3 months - 10 months 1 in 100 years
more than 10 months 1 in 500 years

Table 5.1: ESS requirements for the maximum number of beam stops, and their no-beam dura-
tion [123].

5.1.4 Fast Beam Interlock System

The beam interlock system (BIS) at ESS is designed from customized electronics to meet the
stringent response time requirements on the scale of microseconds (see Section 1.6.6). In addi-
tion to the response time requirements, the BIS needs to have a high reliability, both in terms of
blind failures (missing to stop when requested) and false trips (stopping when not requested).
The main purpose of the BIS is to verify whether or not all relevant systems are ready for beam
operation. If they are, the BIS allows beam operation. If they are not, beam operation is inhib-
ited or prevented. These requirements, as well as the results for an early design of the BIS, are
discussed in [120]. To meet the BIS requirements, field programmable gate arrays (FPGA) are
used to combine the input signals and produce a binary output signal to the actuation systems,
described in Section 5.1.6.

The BIS is thus a logic solver element for all protection functions at ESS that are related to
stopping the beam. It is the only system that is completely owned by the MP team and it has a
central role in the MP-SoS. As is seen in Figure 5.2, the BIS receives a large number of inputs
from the different proton beam monitoring and other central systems, and sends outputs to the
beam stop actuation systems. These inputs and outputs are briefly described below.

Input Signals

The input signals for the BIS consist of beam permit, operational status, and health information
signals from the MP-related systems required for beam operation, such as the systems analyzed
in Section 5.3.1. This category also includes the safety systems as seen in Figure 5.2, as well
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as the software control system EPICS1. As the timing system is the system that broadcasts the
different modes of the machine, it is a critical input to the BIS as well. There might also be
other relevant signals as inputs to the BIS that will be defined at a later stage. In addition,
the MP-related systems will send their mode configuration, to be matched with the (requested)
mode sent to the BIS through the timing system. The MP-related beam monitoring systems in
Section 5.1.7 send signals about beam losses, beam parameters, and whether the beam reaches
its intended destination or not. Finally, the interceptive devices and vacuum gate valves provide
information about their (open or closed) positions [131, 132].

Output Signals

The output signals of the BIS have the purpose to inhibit or stop the proton beam when nec-
essary. There are three different "types" of beam stop mechanisms, being the beam inhibit,
regular beam interlock, and emergency beam interlock. The beam inhibit occurs if a beam stop
is requested (input signal changes to "not ok") in between beam pulses. The BIS then sends
a signal to the timing system to prevent its delivery of beam pulses, and as a precaution stops
the ion source and activates the LEBT and MEBT choppers. The BIS initiates the regular beam
interlock if a beam stop is requested when there is a beam pulse already injected in the accel-
erator, that needs to be stopped immediately. The regular beam interlock mechanism contains
the same procedures as the the beam inhibit, with one signal being sent to the timing system
and one to activate the choppers, but in addition also interlocks the ion source proton beam
extraction. Finally, as is described in Section 5.1.6 below, the emergency beam interlock takes
place if the two former beam stops are unsuccessful. This interlock interrupts the power to the
ion source plasma generator and proton extraction systems [132].

5.1.5 ESS Timing System

The ESS timing system is the "heartbeat" of the facility that delivers information to all of the
equipment related to the beam. The timing system makes sure that the facility equipment is
synchronized and generates time-stamped signals to define when and how a beam pulse is to
be produced. It is the system to trigger beam injection for the ion source, as well as the signal
that indicates that beam is coming for the linac magnets and RF system to ramp up and produce
the required magnetic and electric fields, respectively. The timing system also distributes the
different operational modes, setting the requirements on beam parameters and beam destination
for the accelerator equipment.

The MP-SoS naturally needs to interface with this timing system. This is done as an input
for the BIS to verify that the equipment is configured as expected, such as for mode consistency
checks, and as an output (actuator) for the BIS to prevent the extraction and acceleration of
beam (pulse inhibit) in a hazardous situation.

1EPICS stands for Experimental Physics and Industrial Control System and is the facility-wide control system
framework at ESS and many other research facilities [134].

67



5.1.6 Beam Stop Actuation Systems

To stop the proton beam in case of a non-nominal situation, ESS MP will implement a set
of beam stop actuators, as briefly discussed in Paper III [3] and Section ??. These include
inhibiting the timing system signal that produces the beam pulse, interlocking the ion source
beam extraction, activating the MEBT chopper to deflect the proton beam into an absorber, and
activating the LEBT chopper, which also deflects the beam into an absorber. The additional
emergency beam stop actuation mechanism completely cuts the power to the ion source plasma
generation and proton beam extraction mechanism. The emergency beam stop is only used in
case the (regular) ion source actuation process is unsuccessful.

The timing system, described in Section 5.1.5, is the system that produces the signal to
extract beam from the ion source. By inhibiting this signal, the extraction of the next beam
pulse(s) will be interrupted.

Interlocking the ion source beam extraction is done through a dedicated beam interlock
input, which interrupts the extraction of protons from the ion source.

By activating the MEBT chopper, the proton beam is steered towards a titanium-zirconium-
molybdenum (TZM) absorber which can withstand about 0.2 ms of full-current beam. The
reaction time of this deflection is a mere 10 ns, which allows for stopping the beam quickly.

Activating the LEBT chopper permanently deflects all of the inserted beam towards its cop-
per absorber, which can take all of the beam at maximum current. The reaction time of the
LEBT chopper is some 300 ns.

5.1.7 Beam Monitoring Systems

To be able to tell if the machine runs as it should and that the beam follows its correct path, a
sophisticated beam monitoring system is needed. Within the scope of MP, the monitors include
beam loss monitors (BLM), beam current monitors (BCM), and beam position monitors (BPM),
as described in Section 1.6.5. There are also other monitors present throughout the accelerator
facility that monitor the different system process variables and the equipment status, but these
belong to the respective systems and are therefore managed by the MP stakeholders.

The BLMs detect beam losses along the linac and send a corresponding signal to the BIS
to stop the beam in case the losses exceed the pre-defined limits. The BCMs are used for two
purposes: one is to perform differential measurements by comparing the beam current at two
different locations, in order to detect if any particles have been lost in the section between the
two monitors; the other is to detect whether there is beam or not at the location of the monitor,
to ensure that the beam reaches its intended beam destination and is not transported further (or
is lost earlier). The BPMs are used to monitor whether the particle beam has the correct shape,
position, and size, to allow for the BIS to take appropriate action in case the beam is incorrect.

5.1.8 Post-Mortem System

MP also contains a port-mortem system that collects information on the machine states at the
time before and during a beam stop. It is thus possible to continuously identify non-nominal
conditions and improve the performance of the machine over time. The usage of a post-mortem
system has proven extremely useful in recent accelerator facilities [78, 82, 135].
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5.1.9 Protection Integrity Levels at ESS

As the work has proceeded with the application of the functional protection method to derive
protection functions (see Section 4.5.4) at ESS, the demand to integrate equipment that would
not achieve the PIL1 requirements, but still contribute to the protection of the facility, is ap-
parent. This equipment, which could encompass e.g. non-certified logic solvers and generic
COTS2 equipment, have then been included in PIL0 functions.

The tough and costly demands on the equipment and systems necessary to achieve the two
highest PILs, PIL3 and PIL4, have caused the ESS MP-SoS to avoid these two levels, either
through re-design or multiple risk treatments. This makes it possible to avoid e.g. safety PLCs
as necessary logic elements of protection functions, avoid impractical redundancies (such as
safe failure fractions above 99% and hardware fault tolerances above 2), and make use of non-
safety classified sensors. In addition, the required pragmatism also grasps that the beam stop
actuation systems and BIS at ESS would not be able to cope with a PIL higher than 2. Table
5.2 summarizes the available PILs at ESS and their inherent PFH, PFD, MTBO, SFF, and HFT
requirements.

PIL PFH (10−x h−1) PFD (10−x) MTBO (kh) SFF HFT
0 4 - 5 1 10-100 < 60% 0
1 5 - 6 1 - 2 100-1000 60 - 90% 0

< 60% 1
2 6 - 7 2 - 3 1000-10 000 90 - 99% 0

60 - 90% 1
< 60% 2

Table 5.2: Available protection integrity levels (PIL) for the ESS MP-SoS, and their corre-
sponding requirements. For the SFF and HFT, either top row or the bottom row numbers can be
selected for PIL1. For PIL2, the same holds but with three options.

The numbers seen in Table 5.2 then need to be allocated to the different constituent systems
within a PF. While the SFF and HFT applies to all parts of the PF, the PFH (or PFD) needs to
be accurately distributed among the sensors, logic, and actuators. From the layout of the MP
at ESS described in this section, this allocation is done as seen in Figure 5.3, being that 70% is
given to the sensors, 10% to the logic systems, and 20% to the actuator systems.

Figure 5.3: The allocation of protection function PFH or PFD for the sensors, logic systems,
and actuator systems at ESS.

2"Commercial Off The Shelf", as opposed to custom-made equipment.
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5.2 Concept and Scope

This section considers the first box in Figure 5.1 and defines the boundaries for the functional
protection method for ESS. The concept is, as described in Section 5.1 above, concerned with
MP of the facility.

Within the scope of this thesis, each system in the normal conducting linac and target sta-
tion systems related to MP has been analyzed. These systems are briefly described under the
respective headline below in this section. The superconducting linac and the neutron science
systems at ESS have not yet had this method applied to them and are therefore not considered
in this chapter.

The identification of damage events, as part of the hazard and risk analysis described in the
next section, has been done on a system by system basis. The relevant damage events are related
to the following damage sources: the proton beam, radiation, electrical, or thermal. All of these
damage sources are concerned with how the systems are affected by external sources. Internal
failures due to e.g. failing components are not treated in this analysis and are delegated to the
system-specific RAMI analyses. Only damages that fit accurately within the risk matrix in Table
4.1 are analyzed. This means that very small damages and degradations that are confined within
the everyday operation of the facility are omitted as well.

5.2.1 Normal Conducting Linac Systems

The normal conducting linac corresponds to the first 48 m of the ESS linac and consists of
an ion source, LEBT, RFQ, MEBT, and DTL. The purpose is to create a high quality proton
beam that is ready for further acceleration in the superconducting linac, by carrying out the five
main functions listed in Section 1.6. For this, the vacuum system, linac magnets (focusing and
steering), interceptive devices (that enter the beam pipe and intercept the beam), and buncher
cavities are identified as protection-related. These systems are described in the introduction to
their analyses in Section 5.3.

5.2.2 Target Station Systems

The target station systems support the production and moderation of neutrons for the experi-
mental stations by keeping the tungsten target wheel cooled and in the correct position (XYZ
alignment directions and rotation), as well as ensuring sufficient cooling of the neutron moder-
ators and reflectors. The target wheel is cooled by a helium system, the moderators have one
hydrogen and one water circuit, and the reflectors have a water circuit similar to that of the
moderators. The setup of the target station systems within the so-called target monolith vessel
can be seen in Figure 5.4. Just as above, these systems are described in the introduction to their
analyses in Section 5.3.

5.3 The Functional Protection Analysis at ESS

The functional protection analysis technique that is applied in this section is described in Sec-
tion 4.5 and corresponds to the purple rectangle in Figure 4.2. It involves a hazard and risk
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Figure 5.4: The target station systems and their locations in the target monolith [136].

analysis, overall protection requirements, and overall protection requirements allocation, and is
managed by the PAT (purple bubble) in Figure 4.1. Additionally, the analysis is concluded with
a definition of a set of protection functions that are traceable back to the initial damage events
for the system.

5.3.1 Hazard and Risk Analysis, Overall Protection Requirements,
and Overall Protection Requirements Allocation

As the functional protection analysis technique is carried out in an iterative manner, the first
analysis was done by the PAT (see Section 4.3.1) alone, followed by a discussion with the
system owner(s) for a second analysis iteration. This is then what is presented in this and the
following section of the chapter.

The analyses and results in this section are presented in Paper III [3] and Paper IV [4],
and their corresponding graphical analysis flowcharts are found in Appendix C. An example of
such a graphical flowchart for the vacuum system is given in Figure 5.6 and the rest are placed
in the appendix. This section will identify and analyze the damage events, hazards, OPFs,
and ORRMs of the systems. These are listed, together with the derived PFs (Section 5.3.2)
for overview and completeness, in Tables 5.3 to 5.11. All of the target station systems have
been analyzed internally by target personnel through dedicated HAZOP workshops (see Section
3.4.3), and the MP analysis is thus based on the outcome of these workshops. Figures 4.4,
4.5, and 4.6 in the previous chapter display the overview of the functional protection analysis
technique and its allocation process.

Vacuum System

The vacuum system has the role to provide satisfactory vacuum conditions for the beam trans-
portation, as well as vacuum shielding for cryogenic purposes in the target station and supercon-
ducting linac (which is not discussed in this thesis). In addition to vacuum pumps, it contains a

71



set of gate valves along the linac beam pipe in order to separate sections from each other when
necessary. This could be in case of a loss of vacuum in some section or due to maintenance
on parts of the linac. The locations of the vacuum gate valves in the normal conducting linac
are seen in Figure 5.5. Additionally, there are two fast vacuum valves, one on each side of
the superconducting linac. These close in case of poor vacuum conditions that could harm and
damage the sensitive niobium cavities, and are much faster (closing in around 20 ms) than the
normal gate valves (closing in around 1 s). The outcome of the functional protection analysis
for the gate valves, which encompass all the damage events for the vacuum system, is presented
in Table 5.3 and Appendix C. The graphical derivation of the vacuum system analysis for the
normal conducting linac, as presented in Appendix C, is also seen in Figure 5.6 for this system.

Figure 5.5: The location and connection of the gate valves along the normal conducting linac.

Figure 5.6: Example of the graphical derivation of the functional protection analysis technique
for the vacuum (gate valve) system. The graphical derivations are all found in Appendix C.
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Damage Event Description Risk Category TOM
VAC-DE-1 Vacuum gate valve is damaged by beam Significant 3

Hazard Description Linked Damage Expected
Event Occurrence

VAC-HAZ-1 Beam operation starts when a gate valve
upstream of beam destination is closed

VAC-DE-1 EO0

VAC-HAZ-2 Gate valve upstream of beam destina-
tion closes during beam operation

VAC-DE-1 EO1

OPF Description Linked Hazard FIM
VAC-OPF-1 Prevent beam operation if gate valve up-

stream of beam destination is closed
VAC-HAZ-1 3

VAC-OPF-2 Stop beam operation if gate valve up-
stream of beam destination starts clos-
ing

VAC-HAZ-2 2

PF Description Linked OPF Sensor Timing PIL
VAC-PF-1 Prevent beam operation when a gate VAC-OPF-1 Position N/A 1

valve position switch upstream of
beam destination transmits NOT
OPEN

switch

VAC-PF-2 Prevent beam operation when gate VAC-OPF-1 Position N/A 1
valve position switch upstream
of beam destination transmits
CLOSED

switch

VAC-PF-3 Stop beam operation when a gate VAC-OPF-2 Position 500 ms 1
valve position switch upstream of
beam destination transitions from
OPEN to NOT OPEN

switch

VAC-PF-4 Stop beam operation when the VAC-OPF-2 Vacuum 500 ms 0
vacuum pressure interlock signal pressure
upstream of beam destination trans-
mits a CLOSE signal to the gate
valve

monitor

Table 5.3: Damage events, hazards, overall protection functions, and protection functions for
the vacuum system (gate valves) at ESS.
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Linac Magnets

The linac magnets in the normal conducting linac, as analyzed in this thesis, consist of eleven
focusing quadrupole magnets, combined with dipole steerer magnets located inside of the
quadrupoles. All of them are located in the MEBT and are water cooled. For completeness,
there is also a set of permanent magnet quadrupoles (PMQs) and corrector magnets in the DTL.
But, as these are not water cooled, nor do the PMQs have power supplied to them, they are ex-
cluded from this analysis. Table 5.4 and Appendix C outline the outcome of the analysis of the
MEBT linac magnets, showing that they are susceptible to both prompt beam losses as well as
slow integrated beam losses causing radiation damage. Also the water cooling system is critical
as the magnets are permanently supplied with current from the power supplies.

Damage Event Description Risk Category TOM
MAG-DE-1 Magnet coil is damaged from overheat-

ing
Significant 3

MAG-DE-2 Magnet is deformed or degraded by ra-
diation from beam losses

Significant 3

Hazard Description Linked Damage Expected
Event Occurrence

MAG-HAZ-1 Magnet receives prompt beam losses
beyond maximum limits

MAG-DE-1 EO1

MAG-HAZ-2 Cooling water flow for magnet is below
acceptable limits

MAG-DE-1 EO1

MAG-HAZ-3 The total beam losses in the magnet are
above acceptable limits

MAG-DE-2 EO0

OPF Description Linked Hazard FIM
MAG-OPF-1 Prevent magnet temperature to increase

above acceptable limits
MAG-HAZ-1 2

MAG-OPF-2 Prevent cooling water flow in magnet
below acceptable limits

MAG-HAZ-2 2

MAG-OPF-3 Prevent beam losses above acceptable
limits in the magnet

MAG-HAZ-3 3

PF Description Linked OPF Sensor Timing PIL
MAG-PF-1 Stop beam operation if thermo- MAG-OPF-1 Thermo- 100 ms 2

switches detect temperature above
acceptable limits

MAG-OPF-2 switch

MAG-PF-2 Stop beam operation and magnet MAG-OPF-2 Current 1 s 0
power supply if cooling water flow
meters detect a flow below accept-
able limits

monitor

MAG-PF-3 Stop beam operation if differential
BCM measurements detect criti-
cal beam losses3 above acceptable
limits

MAG-OPF-3 BCM 30 µs 2
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MAG-PF-4 Stop beam operation if nBLMs detect crit-
ical beam losses above acceptable limits

MAG-OPF-3 nBLM N/A 0

Table 5.4: Damage events, hazards, overall protection functions, and protection functions for
the linac magnets (focusing quadrupoles and steering dipoles) at ESS.

Interceptive Devices

Interceptive devices is a collective term at ESS for all the devices that, on purpose, intercept
the beam in the beam pipe. Therefore, the vacuum gate valves mentioned above do not belong
to this category, as they are not intended to interact with the beam. The interceptive devices
are mostly used for beam parameter measurements, such as the wire scanners, Faraday cups,
and emittance measurement units (EMU). The category also includes the beam stops (BS),
of which some are Faraday cups, the iris for beam current adjustment, as well as the MEBT
scrapers, which act as movable collimators for beam halo removal.

All the interceptive devices (except the LEBT Faraday cup, discussed in Section 5.1.6)
have restrictions on the beam parameters (beam current, repetition rate, beam power) they can
withstand without damage, as well as that they require proper water cooling (except the wire
scanners). Due to the differences in purpose between the interceptive devices, however, the
number hazards and OPFs are slightly larger than for the other systems. The wire scanners are
left out from this analysis, as it was judged that their damage in the normal conducting linac do
not require immediate mitigation, but could be replaced during a longer shutdown period. The
functional protection analysis results are seen in Table 5.5 and in Appendix C.

Damage Event Description Risk Category TOM
ID-DE-1 Interceptive device is damaged by beam Significant 3
ID-DE-2 Interceptive device (EMU, BS, iris,

scraper) is damaged from lack of cool-
ing

Significant 3

Hazard Description Linked Damage Expected
Event Occurrence

ID-HAZ-1 Beam stop or EMU upstream of beam
destination moves into the beam pipe
during beam operation

ID-DE-1 EO1

ID-HAZ-2 Beam exceeds acceptable beam param-
eters when interceptive device is inter-
acting with beam

ID-DE-1 EO0

ID-HAZ-2.1 Scraper blades are inserted into the
beam pipe beyond acceptable limits

ID-DE-1 EO1

ID-HAZ-2.2 Beam is not correctly focused ID-DE-1 EO0
ID-HAZ-2.3 Beam is not correctly steered ID-DE-1 EO0
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ID-HAZ-3 The interceptive device (EMU, BS, iris, scraper)
cooling water flow is below acceptable limits

ID-DE-2 EO1

ID-HAZ-4 The interceptive device (EMU, BS, iris, scraper)
cooling water temperature is above acceptable lim-
its

ID-DE-2 EO1

OPF Description Linked Hazard FIM
ID-OPF-1 Prevent beam stop or EMU upstream of beam des-

tination to move in during beam operation
ID-HAZ-1 2

ID-OPF-2 Prevent beam above acceptable beam parameters if
interceptive device is interacting with beam

ID-HAZ-2 3

ID-OPF-3 Prevent scraper blades to be inserted into beam
pipe beyond acceptable limits

ID-HAZ-2.1 2

ID-OPF-4 Prevent beam focusing outside of accepted limits ID-HAZ-2.2 3
ID-OPF-5 Prevent beam position to be more off center than

acceptable limits
ID-HAZ-2.3 3

ID-OPF-6 Prevent interceptive device cooling water flow to
be below acceptable limits

ID-HAZ-3 2

ID-OPF-7 Prevent interceptive device cooling water tempera-
ture to be above acceptable limits

ID-HAZ-4 2

ORRM Description Linked OPF RR
ID-ORRM-1 Do not allow unused interceptive devices upstream

of beam destination to go in during beam operation
ID-OPF-1 1

ID-ORRM-2 Restrictive scraper position-limits prevent scraper
from moving past accepted limits into the beam
pipe

ID-OPF-3 1

PF Description Linked OPF Sensor Timing PIL
ID-PF-1 Stop beam operation if beam stop or ID-OPF-1 Position 500 ms 1

EMU position switch upstream of
beam destination changes from OUT
to NOT OUT

switch

ID-PF-2 Stop beam operation if wire scanner ID-OPF-2 Position 100 ms 1
position switch upstream of beam des-
tination changes from OUT to NOT
OUT during beam operation above ac-
ceptable limits

switch

ID-PF-3 Stop beam operation if BCM detects
beam above beam mode limits

ID-OPF-2 BCM 30 µs 1

ID-PF-4 Stop beam operation if scraper charge ID-OPF-2 Charge 30 µs 1
deposition monitor detects beam ID-OPF-3 monitor
charge above acceptable limits ID-OPF-4

ID-OPF-5
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ID-PF-5 Stop beam operation if ID-OPF-4 Current 100 ms 0
quadrupole magnets are operat-
ing outside of acceptable limits

monitor

ID-PF-6 Stop beam operation if BPMs
detect that the beam is not cor-
rectly steered

ID-OPF-5 BPM 30 µs 0

ID-PF-7 Stop beam operation if ID-OPF-5 BCM 30 µs 0
differential BCMs detect beam
losses above acceptable limits

ID-OPF-6

ID-PF-8 Stop beam operation if inter- ID-OPF-6 Flow 1 s 1
ceptive device cooling water
flow sensor detects flow below
acceptable limits

sensor

ID-PF-9 Stop beam operation if inter- ID-OPF-7 Temperature 1 s 1
ceptive device cooling water
temperature sensor detects tem-
perature above acceptable limits

sensor

ID-PF-10 Stop beam operation if EMU or ID-OPF-6 Temperature 1 s 0
iris temperature sensor detects
temperature above acceptable
limits

ID-OPF-7 sensor

Table 5.5: Damage events, hazards, overall protection functions, other risk reduction measures,
and protection functions for the interceptive devices at ESS, including beam stops (Faraday
cups), emittance measurement units, beam scrapers, and the iris collimator. Wire scanners are
excluded from the functional protection analysis in the normal conducting linac.

MEBT Buncher Cavities

The MEBT contains three buncher cavities that bunch the beam for optimized acceleration
through the DTL and later the superconducting linac. Beam physics simulations show that
only the second and third buncher cavities can be hit due to a mis-steered or unfocused beam
[137], while all of them are water cooled and can experience poor cooling conditions. Due to
the abrupt aperture transition when entering the buncher cavities, as seen in Figure 5.7, careful
beam steering and focusing is necessary to avoid beam losses. The analysis of the bunchers is
shown in Table 5.6 and Appendix C.
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Figure 5.7: The aperture change from 38 to 30 mm in the MEBT when entering a buncher
cavity, where an unfocused or mis-steered beam (coming from the left) could cause damage
[138].

Damage Event Description Risk Category TOM
BC-DE-1 Buncher cavity is damaged from over-

heating
Significant 3

BC-DE-2 Buncher cavity (2 or 3) is deformed by
critical beam losses

Significant 3

Hazard Description Linked Damage Expected
Event Occurrence

BC-HAZ-1 Buncher cavity cooling water flow is be-
low acceptable limits

BC-DE-1 EO1

BC-HAZ-2 Buncher cavity cooling water tempera-
ture is above acceptable limits

BC-DE-1 EO1

BC-HAZ-3 Beam losses in the buncher cavities are
above acceptable limits

BC-DE-2 EO0

BC-HAZ-3.1 Beam is not correctly steered in the
MEBT

BC-DE-2 EO0

OPF Description Linked Hazard FIM
BC-OPF-1 Prevent buncher cavity cooling water

flow below acceptable limits
BC-HAZ-1 2

BC-OPF-2 Prevent buncher cavity cooling water
temperature is above acceptable limits

BC-HAZ-2 2

BC-OPF-3 Prevent beam losses above acceptable
limits in the buncher cavity

BC-HAZ-3 3

BC-OPF-4 Prevent beam position to be more off
center than acceptable limits

BC-HAZ-3.1 3
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PF Description Linked OPF Sensor Timing PIL
BC-PF-1 Stop beam operation if buncher BC-OPF-1 Flow 1 s 0

cavity cooling water flow sen-
sor detects flow below acceptable
limits

sensor

BC-PF-2 Stop beam operation if buncher BC-OPF-2 Temperature 3 s 1
cavity cooling water temperature
sensor detects temperature above
acceptable limits

sensor

BC-PF-3 Stop beam operation if BC-OPF-3 BCM 30 µs 2
differential BCM measurements
detect critical beam losses above
acceptable limits

BC-OPF-4

BC-PF-4 Stop beam operation if BPMs BC-OPF-3 BPM 30 µs 1
detect that the beam is not cor-
rectly steered

BC-PF-5 Stop beam operation if nBLMs BC-OPF-3 nBLM 30 µs 0
detect detect critical beam losses
above acceptable limits

BC-OPF-4

Table 5.6: Damage events, hazards, overall protection functions, and protection functions for
the MEBT buncher cavities at ESS.

Target Primary Cooling (He)

The target primary cooling system (TPCS) is a helium system that has the primary purpose
to cool the target wheel through continuous heat removal during beam operation, as well as
keeping activated or contaminated fluid enclosed within the system. Its secondary tasks are also
to collect radiated particles in filters and separate particles from the fluid. The system operates
at a maximum pressure of 1.3 MPa and the helium keeps a temperature below 60◦C in the
target wheel inlet and 270◦C at the outlet. The heat within the TPCS is removed through heat
exchangers in the target intermediate (water) cooling systems [139].

An overview of the TPCS is seen in Figure 5.8, where the heat exchange, filters (for contam-
ination and particles), purification system, and target wheel interfaces are identified. The MP
analysis of this system is based on the HAZOP reports in [139] and [140] as well as discussions
with the system owner. The identified and analyzed damage events, hazards, OPFs, and PFs are
listed in Table 5.7, while their detailed graphical derivation is found in Appendix C.
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Figure 5.8: The target primary cooling system and its immediate interfaces [139].

Damage Event Description Risk Category TOM
TW-DE-1 Target wheel overheats due to lack of

cooling
Severe 3

Hazard Description Linked Damage Expected
Event Occurrence

TW-HAZ-1 Helium flow in cooling system is below
acceptable limits

TW-DE-1 EO1

TW-HAZ-2 Helium temperature in cooling system
is above acceptable limits

TW-DE-1 EO1

OPF Description Linked Hazard FIM
TW-OPF-1 Prevent helium flow in system below ac-

ceptable limits
TW-HAZ-1 2

TW-OPF-2 Prevent helium temperature in cooling
system above acceptable limit

TW-HAZ-2 2

PF Description Linked OPF Sensor Timing PIL
TW-PF-1 Stop beam operation if the TW-OPF-1 Pressure 1 s 1

differential pressure measure-
ments in the helium outflow
from the target wheel is above or
below acceptable limits

sensor

TW-PF-2 Stop beam operation if the TW-OPF-1 Flow 5 s 0
helium mass flow out of the tar-
get wheel is below acceptable
limits

sensor

TW-PF-3 Stop beam operation if the TW-OPF-2 Temperature 2 s 1
helium temperature in the out-
flow from the target wheel is
above acceptable limits

sensor
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TW-PF-4 Stop beam operation if the target wheel
monitoring plug infrared monitor shows
temperature above acceptable limits

TW-OPF-2 IR monitor 1 s 0

Table 5.7: Damage events, hazards, overall protection functions, and protection functions for
the target primary cooling system at ESS. The target wheel-related analysis and its numbering
of damage events etc. continue in Table 5.8.

Target Wheel Movement and Rotation

The target wheel movement and rotation is carried out by the target wheel, drive and shaft
system. The system functions are to rotate and control the speed of the wheel, monitor friction,
position, alignment, and suspension of the setup, and connect to the TPCS, as described above
[141]. An overview of the target wheel setup, with the helium cooling inlet and outlet and the
target drive unit for XYZ movement and wheel rotation, is seen in Figure 5.9.

Figure 5.9: The target wheel system setup.

The analysis of the target wheel as the one entity to be protected by MP4 has been done in
collaboration with the system owner and is based on the HAZOP reports in [142] and [143]. A
more detailed view of the system and its interfaces, as analyzed in these HAZOPs, is displayed
in Figure 5.10. The damage events, hazards, OPFs, and PFs are found in Table 5.8 and the
graphical derivation in Appendix C.

4The surrounding equipment is viewed to have the function of supporting the target wheel function.
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Figure 5.10: The target wheel, drive and shaft system setup [144].

Damage Event Description Risk Category TOM
TW-DE-2 Target wheel is damaged from the pro-

ton beam hitting the wrong wheel posi-
tion

Severe 3

Hazard Description Linked Damage Expected
Event Occurrence

TW-HAZ-3 Wheel rotation is out of phase with the
proton beam pulse

TW-DE-2 EO0

OPF Description Linked Hazard FIM
TW-OPF-3 Prevent wheel rotation out of phase with

the proton beam pulse
TW-HAZ-4 3

ORRM Description Linked OPF RR
TW-ORRM-1 Continuous checks of the motor rotation

and bearing friction
TW-OPF-3 1
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PF Description Linked OPF Sensor Timing PIL
TW-PF-5 Stop beam operation if the rota- TW-OPF-3 Magnetic 100 ms 1

tional encoder transmits that the rotational
rotational speed of the target wheel
is below minimum or exceeds max-
imum value

encoder

TW-PF-6 Stop beam operation if the target TW-OPF-3 Optical 2.57 s 1
wheel rotation phase is not phase
consistent with the phase reference
value

monitor

Table 5.8: Damage events, hazards, overall protection functions, and protection functions for
the target wheel movement and rotation at ESS. Note that the target wheel analysis is made for
both cooling and movement together. This makes the damage events in this table start at number
2 rather than 1, which is located in the previous table. The same holds for hazards, OPFs, and
PFs as well.

Cryogenic (LH2) Moderator System

The cryogenic moderator system (CMS) provides the moderating medium, being liquid hydro-
gen, for the production of cold neutrons. The same medium also removes the resulting heat
load from the moderator structures. The hydrogen is circulated at 1 kg/s at a working temper-
ature of 17-20 K. At full capacity, the system is able to remove 28 kW of heat load. The CMS
has an interface with the intermediate cooling water system for cooling the two pumps, and
the target moderator cryogenic plant (TMCP), which provides the cooled hydrogen [145]. The
system itself contains plenty of subsystems and is beyond the scope of this short section, but
the overview including the interfaces is seen in Figure 5.11.

The MP analysis is based on the HAZOP in [146], and the resulting damage events, haz-
ards, OPFs, and PFs are listed in Table 5.9. The detailed and graphical derivation is found in
Appendix C.

Figure 5.11: The cryogenic moderator system and its interfaces [145].
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Damage Event Description Risk Category TOM
CMS-DE-1 Cryogenic moderators are damaged by lack of

LH2 cooling
Significant 3

CMS-DE-2 The CMS is damaged from pressure above ac-
ceptable limits in the system

Significant 3

Hazard Description Linked Damage Expected
Event Occurrence

CMS-HAZ-1 LH2 flow is below acceptable limit CMS-DE-1 EO1
CMS-HAZ-2 LH2 pressure is above or below acceptable

limit
CMS-DE-1 EO1

CMS-HAZ-3 LH2 temperature is above acceptable lim-
its

CMS-DE-1 EO1

CMS-HAZ-4 Vacuum pipe leakage (air) into vacuum
shielding

CMS-DE-2 EO2

CMS-HAZ-5 LH2 leakage into vacuum shielding CMS-DE-2 EO2
OPF Description Linked Hazard FIM

CMS-OPF-1 Stop beam operation if LH2 flow is below accept-
able limits

CMS-HAZ-1 2

CMS-OPF-2 Stop beam operation if LH2 pressure is above or
below acceptable limits

CMS-HAZ-2 2

CMS-OPF-3 Stop beam operation if LH2 temperature is above
acceptable limits

CMS-HAZ-3 2

CMS-OPF-4 Stop beam operation if vacuum shielding CMS-HAZ-4 1
pressure is above acceptable limits CMS-HAZ-5

PF Description Linked OPF Sensor Timing PIL
CMS-PF-1 Stop beam operation if LH2 CMS-OPF-1 Flow 1 s 1

flow in the moderator inlet is
below acceptable limits

sensor

CMS-PF-2 Stop beam operation if LH2 CMS-OPF-2 Pressure 1 s 1
pressure is above or below sensor
acceptable limits (hydrogen)

CMS-PF-3 Stop beam operation if LH2 CMS-OPF-3 Temperature 5 s 0
temperature in the moderator
inlet is above acceptable limits

sensor

CMS-PF-4 Stop beam operation if LH2 CMS-OPF-3 Temperature 5 s 1
temperature in the moderator
outlet is above acceptable lim-
its

sensor

CMS-PF-5 Stop beam operation if the CMS-OPF-4 Pressure 5 s 1
CMS vacuum system pressure sensor
is above acceptable limits (vacuum)

Table 5.9: Damage events, hazards, overall protection functions, and protection functions for
the cryogenic moderator system at ESS.
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Water Moderator and Reflector Systems

Organizationally and physically, the primary water cooling systems (PWCS) for the water mod-
erators and reflectors are designed as two separate and independent systems, but their identical
setup (from an analysis point of view) allows for a collected functional protection analysis to
be carried out and all of the damage events, hazards, OPFs, and PFs are the same for both sys-
tems. The MP analyses for these systems are based on a number of discussions with the system
owners and experts, as well as the HAZOP in [147]. Table 5.10 provides the identified and
analyzed damage events, hazards, OPFs, and PFs for these two systems, as graphically derived
in Appendix C.

The PWCS for the water moderators and reflectors cool the respective system during beam
operation through a steady flow of water. The two systems interface with the intermediate
cooling system through a heat exchanger that cools the PWCS to an operating temperature of
20◦C. The systems contain a delay tank where the water stays for 300 seconds in order to let
short-lived radioactive isotopes decay [148, 149]. There are currently no simplified figures of
the PWCS, and as the piping and instrumentation diagrams (P&ID) are too complex to include
here, the interested reader is directed to [150] for the moderators and [151] for the reflectors.

Damage Event Description Risk Category TOM
PWCS-DE-1 Moderators or reflectors overheat due to

lack of water cooling
Significant 3

Hazard Description Linked Damage Expected
Event Occurrence

PWCS-HAZ-1 Cooling water flow is below acceptable
limit

PWCS-DE-1 EO1

PWCS-HAZ-2 Cooling water temperature is above ac-
ceptable limit

PWCS-DE-1 EO1

PWCS-HAZ-3 Cooling water system pressure is below
acceptable limit

PWCS-DE-1 EO1

OPF Description Linked Hazard FIM
PWCS-OPF-1 Prevent cooling water flow in moderator

or reflector below acceptable limit
PWCS-HAZ-1 2

PWCS-OPF-2 Prevent temperature in moderator or re-
flector above acceptable limit

PWCS-HAZ-2 2

PWCS-OPF-3 Prevent cooling water pressure below
acceptable limit

PWCS-HAZ-3 2

PF Description Linked OPF Sensor Timing PIL
PWCS-PF-1 Stop beam operation if the cooling PWCS-OPF-1 Flow 1 s 1

water mass flow in the moderator
or reflector INLET is below ac-
ceptable limits

sensor
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PWCS-PF-2 Stop beam operation if the cooling PWCS-OPF-1 Flow 0 s 1
water mass flow in the moderator
or reflector OUTLET is below ac-
ceptable limits

sensor

PWCS-PF-3 Stop beam operation if the cooling PWCS-OPF-2 Temperature 10 s 2
water temperature in the moderator
or reflector OUTLET is above ac-
ceptable limits

sensor

PWCS-PF-4 Stop beam operation if the cooling PWCS-OPF-3 Pressure 1 s 2
water pressure in the moderator or
reflector INLET is above accept-
able limits

sensor

Table 5.10: Damage events, hazards, overall protection functions, and protection functions for
the water moderator and reflector systems at ESS.

Tuning Beam Dump

The tuning beam dump (TBD) is located outside of the target area, but belongs to the target
station systems. Its location underneath the target station, as well as the role of the A2T bending
magnets to guide the beam to either the target or the tuning beam dump, is seen in Figure 5.12.
The tuning beam dump is in place to receive proton beam during accelerator tuning phases and
when the tungsten target is not ready for it. This allows for more effective beam tuning and
maintenance as the target station does not have to be vacated before beam can be propagated
along the entire ESS linac. However, the dump can only take up to 12.5 kW of average beam
power, corresponding to 4 nominal beam pulses before a stop is required [152]. This generates
restrictions on the beam parameters and requires monitoring of the beam that goes to the dump.
To be able to handle continuous and prolonged beam operation to the TBD (more than 10 hours),
its radiation shielding houses a small water cooling circuit located about 1.5 m above the TBD
itself. Table 5.11 and Appendix C show the straightforward results from the analysis.

Figure 5.12: The tuning beam dump path, as selected by the bending dipole magnets in the A2T
area [152].
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Damage Event Description Risk Category TOM
TBD-DE-1 The tuning beam dump damaged by

beam
Significant 3

TBD-DE-2 The tuning beam dump damaged by
heat

Significant 3

Hazard Description Linked Damage Expected
Event Occurrence

TBD-HAZ-1 High power beam (hundreds of kW-
MW) is delivered to tuning beam dump

TBD-DE-1 EO1

TBD-HAZ-2 Low power beam (tens of kW, slightly
above acceptable limits) is delivered to
tuning beam dump

TBD-DE-2 EO1

TBD-HAZ-3 Extended beam operation to the tuning
beam dump is carried out without water
cooling

TBD-DE-2 EO1

OPF Description Linked Hazard FIM
TBD-OPF-1 Prevent high power beam to be deliv-

ered to tuning beam dump
TBD-HAZ-1 2

TBD-OPF-2 Prevent low power beam above accept-
able parameters to be delivered to tun-
ing beam dump for an extended period
of time

TBD-HAZ-2 2

TBD-OPF-3 Prevent extended beam operation to the
tuning beam dump without water cool-
ing

TBD-HAZ-3 2

ORRM Description Linked OPF RR
TBD-ORRM-1 If tuning beam dump water cooling is

not functioning correctly, an alarm is
sent to the operators to restrict (in time)
continuous beam to the dump

TBD-OPF-3 1

PF Description Linked OPF Sensor Timing PIL
TBD-PF-1 Prevent beam operation above TBD-OPF-1 Timing N/A 0

acceptable repetition rates and
beam energies when bending
magnets are not deflecting

system

TBD-PF-2 Prevent beam operation if TBD-OPF-1 Timing N/A 0
proton beam mode is inconsis-
tent with tuning beam dump as
destination

TBD-OPF-2 system

TBD-PF-3 Stop beam operation if TBD-OPF-1 BCM 280 ms 0
the dump beamline BCMs de-
tect beam above acceptable
beam parameters

TBD-OPF-2

TBD-PF-4 Stop beam operation if tuning TBD-OPF-2 Temperature 3 s 1
dump temperature sensors no-
tice a dump temperature above
acceptable limits

TBD-OPF-3 sensor
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TBD-PF-5 Prevent beam operation above acceptable TBD-OPF-1 Dipole N/A 0
beam parameters when beam destination power
is set to tuning beam dump supply

Table 5.11: Damage events, hazards, overall protection functions, and protection functions for
the tuning beam dump at ESS.

5.3.2 Protection Function Specification

The specification of protection functions at ESS is performed in close collaboration between
the PAT, IPT, and IDT teams (Figure 4.1). This is essential in order to meet requirements that a)
fulfill the protection needs and b) are implementable. All of the specified protection functions
have been iterated with the system experts, and are found suitable for the goals of MP and the
system design. As ESS is still under development and design, some of the analyses will likely
continue to be iterated, but their current status gives a clear indication on the direction of the
functional protection analysis efforts.

The protection functions at ESS that are associated with stopping beam5 go through the same
logic element (the BIS) as well as the same actuation systems. Following the IEC 61508 stan-
dard (e.g. part 2, Figure 6 [96]), this should mean that these are the same protection function,
but with several sensors. Due to this architecture at ESS, and most other modern accelerator
facilities that stop the beam as a protection measure, the analysis has been carried out by look-
ing at the specific function itself. And then, through the detailed specification of protection
functions, foreseen the same logic and actuators. This does not, however, affect the validity
or outcome of the analysis itself, due to that the BIS and actuators are all given requirements
on the continuous spectrum, or mode, requiring appropriate probabilities of failure per hour
(PFH), given in Table 5.2. Since the dangerous failure rates of the BIS and actuators are stated
in units of time, they are able to cope with the inherent demands no matter if there is one or a
thousand uses of the function per year, despite being included in separate protection functions.

The protection functions for the systems mentioned in Section 5.2 are presented in Paper
III [3] for the normal conducting linac and Paper IV [4] for the target station systems. Their
derivation is found in the graphical form in Appendix C, where they are included as the last step
of the functional protection analysis presented in Section 5.3.1. Tables 5.3 through 5.11 display
the associated protection functions as well as their linked OPF, sensor, timing requirements, and
PIL.

5This goes for all of the protection functions derived in this thesis (Tables 5.3-5.11). The role of the BIS and
the sequence of actuators for these protection functions are as described in Section 5.1.
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5.3.3 Risk Register and Traceability

Traceability is a key feature during the whole risk management process described in this thesis.
This holds for the referencing of information that is used in the analyses as well as for tracking
the definition of PFs from a damage event. This ensures that the method and the analyses can
be anchored in the organization so that the protection requirements that are derived by the PAT
and IPT teams are relevant to the system owners.

The functional protection method at ESS uses the Insight add-on to the Atlassian JIRA tool
[153] as risk register during the design phase. The tool is collaborative and allows versioning,
which fits the needs of a flexible and user-friendly risk register as the analyses are iterative
procedures. An example of the view of a damage event in Insight is seen in Figure 5.13, and a
more detailed description of the tool and its usage is found in [100]. Once the PFs are defined
and agreed, they are modeled in detail in the UML tool Enterprise Architect [154] by the IPT,
and then documented, reviewed, and approved through the ESS document management tool
(CHESS).

Figure 5.13: An example view of a damage event in the Insight risk register: the gate valve after
DTL tank 1 is hit by beam [153].
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5.4 The Functional System Interaction Process at ESS

The functional system interaction process corresponds to the purple rectangle in Figure 4.2 and
is consequently carried out by the purple IPT bubble in Figure 4.1. Its application at ESS has not
been the focus of this thesis, but it is still performed in parallel with the analysis in Section 5.3.
The IPT at ESS has set up a framework for the use case workshops to be able to document and
model the protection-related system interface requirements (first box in the lifecycle in Figure
4.2) and interactions (second box in the same figure).

Besides the definition of system interaction protection requirements (third box in Figure
4.2), the interface definitions and workshops help in the communication of MP at ESS and its
role for the facility. This is an important aspect and the consensus in interface agreements are
critical for the success of the functional protection method.

One example of a protection requirement that has been defined through the system inter-
action use case analyses is the interface with vacuum pressure monitors in the ESS linac. The
increase in vacuum pressure was not found in the first iteration of the functional protection anal-
ysis technique in Section 5.3, as it does not immediately cause a damage event. However, as
increased pressure means an increase in beam losses and is a cause for an eventual closing of
the vacuum gate valves, the functional system interaction process found that vacuum pressure
monitoring within the scope of MP at ESS is beneficial and that this functionality should be
implemented.

5.5 Functional Protection Implementation and Adjustments
at ESS

Once the protection functions are in place and agreed, the following step is to implement them
into the design of the protection-related systems. This implementation is based on the outcome
of the functional protection analysis and functional system interaction process, and thus have
full traceability to motivate their role. As described in Section 4.7, the system owners take over
the responsibility to implement and test the protection-related systems to ensure that they fulfill
the required behavior and quality. However, the PAT and IPT still remain active in discussions
and as reviewers once the system designs are finished and installation is taking place.

The IDT (system owners) will, together with the IPT, develop a verification and validation
(V&V) plan for each system that takes part in a PF. The plan is reviewed during one of the
critical system reviews and is followed up during the site and facility acceptance tests. Finally,
the commissioning and initial operation phases require proper adjustments and tuning to ensure
that the PFs and protection-related systems behave as expected.

5.6 Estimation of the Availability and Cost Impact of Func-
tional Protection at ESS

The functional protection method in this chapter has specified a set of protection functions that
reduce both downtime and cost at ESS. Despite the fact that a detailed quantitative estimation is
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currently not possible, due to the early stage and undefined concept of operation for the facility,
it is still possible to give an indication on the impact that MP has for the analyzed systems in
this thesis [155]. This has been simulated using the ReliaSoft BlockSim 10 software [156] and
the results are described in this section.

It should also be pointed out that the application of MP at ESS in this chapter is relevant for
the normal conducting linac and the target station systems, and any availability estimation does
therefore not give a number that is relevant for the facility as a whole. The functional protection
method has been applied to the systems as they are expected to appear for nominal operation,
where the EOs and TOMs are applicable. By making an estimation of the quantitative aspect
of the EO, and using the numbers given in Table 4.3 for the TOM, it is possible to simulate the
associated operational availabilities for the NCL and target station systems a) without any PFs
applied to them and b) with the PFs defined in Tables 5.3-5.11. As the cost associated with each
DE was estimated during the analysis to derive the specific TOM, it too can be simulated to
obtain the annual impact on the operational budget.

5.6.1 Simulation Assumptions

To be able to assess the qualitative aspects of the method, three assumptions need to be made.
The EO (expected occurrence) rates were estimated to correspond to twice per year for an EO0,
once every ten years for EO1, and once every hundred years for EO2. The average downtime
associated with a PF beam stop, whether to protect against an actual hazard or as a spurious
trip, is assumed to be one hour per trip. Further, the impact from the added complexity and
additional spurious trips of the PFs are assumed to generate ten times more trips with MP in
place than without. The downtime and cost of each DE were analyzed and inserted into the
risk matrices (Tables 4.1 and 4.2), as a part of the analysis described in this chapter, to obtain a
TOM for each event. These numbers are logged in the Insight risk register (described in Section
5.3.3) and the ones used in this simulation [155].

5.6.2 Simulation Setup

The simulation was performed using ReliaSoft BlockSim 10 [156] and included all of the dam-
age events in this chapter. The simulation length was taken to be 200 days (corresponding to one
operational year for ESS), and the simulation was run until convergence, which corresponded
to 10000 simulations. The simulation considered all events to be independent and they were
modeled as series blocks [155].

5.6.3 Simulation Results

The results of the simulation as described in this section yields the availability numbers seen in
Table 5.12. As seen, the availability of the normal conducting linac and target station systems
is increased from 53.1% to 97.3% by implementing the PFs described in this thesis. This
corresponds to a downtime reduction by a factor 17.4, or from 2252 hours to 130 hours per
year. The cost saving per operational year for having the PFs in place is found to be 2.2 MAC.
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Availability Downtime
(hours/year)

Without PFs 53.1% 2252
With PFs 97.3% 130

Table 5.12: Simulated availability and downtime for the normal conducting linac and target
station systems at ESS, with and without the MP protection functions in place [155].

5.6.4 Discussion

As stressed above, a detailed quantitative estimation is not possible at this stage, and is also
not within the scope of the functional protection method, which has accentuated the order of
magnitude approach and lack of detailed estimations. Despite this, the availability and cost
simulation is still able to give a hint on the way that MP can be beneficial for ESS during the
operational phase and it indicates a significant operational improvement.
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Chapter 6

Discussion and Conclusions

6.1 The Functional Protection Method

Many accelerator-driven facilities, some of which discussed in Chapter 1 in this thesis, have
started to implement more and more sophisticated systems and procedures for the protection of
their facility. As also new generations of accelerator facilities are planned and designed, with
even higher performance demands in terms of beam power, beam energy, and availability, the
protection analysis methods and protection system designs need to keep up with this technolog-
ical development. The system of systems approach is a good way forward to fully describe how
a modern protection system is intertwined with the rest of the equipment in the facility.

The functional protection method for machine protection has considered the use of pro-
tection systems in other facilities to highlight and implement the best practices. A systematic
approach is then necessary due to the vast complexity of modern accelerator facilities. Looking
at the functional safety standards, IEC 61508 and IEC 61511 present a complete lifecycle that
covers all phases in the life of a safety system. This gives a solid foundation at the same time as
it gives room for purposeful freedom in the analyses and design of systems. The ISO 31000 and
ISO 16085 risk management standards give a systematic approach to the identification, anal-
ysis, and evaluation of risks, which is a perfect fit to the initial steps in the functional safety
standards. Combining these four has resulted in a method that is straightforward to apply and
has distinct results.

6.2 Differences Between Safety and Protection Systems

The main difference between machine protection as described in this thesis and a typical safety
system is the functional ownership. While safety functions are often completely owned and
implemented by the safety team, protection functions are spread over several systems with dif-
ferent owners. As is displayed in Figure 6.1, the full chain is consequently not controlled by one
team or group. This requires the approach to be flexible enough to implement external sensors,
logic, and actuators to achieve the end goal of machine protection. Therefore, a system of sys-
tems approach is necessary in combination with well-defined protection function requirement
specifications and follow-ups, such as for the compliance of protection integrity levels.

Additionally, a safety system typically has legal restrictions and requirements and therefore
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Figure 6.1: The functional ownership is typically shared among several system owners. The
figure also displays the difference between a local protection function (managed by the system
owner) and a global protection function (managed by facility-wide functional protection).

goes through an external certification process, which is not necessary for a protection system.
This allows the protection methodology to be more flexible and it is possible, and arguably
important, to adjust the method towards the needs of the facility where it is applied.

6.3 Application to ESS

While there have been careful analyses associated with the functionality of ESS machine pro-
tection and its related components in this thesis, there are other, perhaps as important, factors
involved in the successful construction and operation of an advanced facility such as ESS. One
such factor is the interaction between engineers, designers, and researchers, where constructive
discussions and mutual understanding is key. Effectiveness in protection and achieving a de-
sired availability requires decisions and appropriate project management, and a technical risk
management method alone cannot foresee the effects of such aspects.

So far, the functional protection method has been applied during the design phase of ESS.
Despite that the sources of inspiration have been other accelerator facilities and their machine
protection systems, the exact analysis steps and definition of the three protection teams at ESS
are not seen elsewhere. The same goes for the standard-compliant usage of protection integrity
levels, where systematic and architectural requirements are implemented in addition to the prob-
abilities of function failure.

Throughout the application of the functional protection method at ESS, a relatively small
amount of the analyzed events turned out to require additional measures to be taken by the
system designers. This means that for the vast majority of systems, the analysis was able to
identify the appropriate protection functions and decrease the damage risk to an acceptable
level purely through protection functions. This is desired as the protection functions need to be
integrated into the ongoing, and sometimes finalized, design work. Despite this, there are a few
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cases where additional protection-related functionality has been added at ESS, as an outcome
of the functional protection method. Two of these are the usage of BCMs to verify the proton
beam mode and destination as given in ID-PF-3 and the necessity to install beam scraper charge
deposition monitors as defined in ID-PF-4 in Table 5.5. While the former arose due to the
need for an additional protection layer, the latter was based on the strict time constraints to
avoid damage and required a means to quickly take action in case of beam losses above limits.
The stringent time constraints for some protection functions has also defined the requirement
to implement a fast shutdown unit for the ion source, in order to quickly prevent the extraction
of protons in the case of a prompt beam loss. In addition, identified protection functions have
driven requirements on e.g. redundancy, logic setups, and connector types. The definition of
protection functions for the target station systems created a clear indication on which sensors
that require an interface with the beam interlock system. These sensors are already included in
the target station system designs and can, after the protection function specification, be verified
to comply with the facility-wide MP strategy.

The practical implication of the method described in this thesis, and in extension MP at ESS,
is to enhance operational availability. Subsequently, it is possible to trace this back throughout
the analyses. Nonetheless, the effect of including additional functionality also typically implies
a reduced reliability, as more operational stops are expected from both the increased complexity
due to more equipment and because the functionality of this equipment is to stop operation when
required. The task of MP can be seen as "transfering" long downtimes due to significant damage
into shorter downtimes, if still more frequently, and thus increasing the overall availability of
the facility. As a comparison, the availability and cost simulation in Section 5.6 results in a total
downtime of approximately 2252 hours per year for the damage events listed in this thesis. By
introducing the protection functions to handle these damage events, this is instead estimated to
be reduced to 130 hours with a cost saving of around 2.2 MAC per year, and a corresponding
decrease in unavailability by a factor 17.

The functional protection method has based its analysis on the steady-state operation, or
neutron production, phase of ESS. This means that the protection functions are implemented to
cope with operational modes and variations during normal operation, and are not customized for
the commissioning and initial operation phases. This does not mean that they will not be used
in these earlier stages, but rather that their availability-driven approach cannot be extrapolated
to tuning and staged commissioning of equipment. As these phases of the facility do not have
specified protection goals, the concept and scope is not accurately established and the method
rather becomes one of the tools for successful initial operation, but not the only one.

6.4 Live Process and Future Work

It should be noted that risk management is a live process, and that continuous review is neces-
sary to achieve the desired performance. Therefore, the method in this thesis presents a direction
of analysis and protection integration rather than a final stop. Much in the same way as this the-
sis somewhat expands on what has been developed for LHC in [92] on the machine protection
system lifecycle. A substantial portion of work remains in iterating the protection function
requirements that are presented in Chapter 5 as well as applying the method to e.g. the super-
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conducting linac and neutron science systems at ESS. However, as the method developed in
this thesis rests on a stable foundation of proven in use standards, its application to accelerator
protection is merely a natural step towards more advanced applications.

As ESS develops and moves into installation and initial operation, the last boxes of the life-
cycle (orange rectangle in Figure 4.2) will become more developed and involved in the everyday
work. Work is currently ongoing in defining e.g. installation procedures and verification and
validation processes for the MP-related systems, and their outcome will affect the final results
of the protection functionality. This thesis has been successful in initiating and advancing dis-
cussions between system owners and analysts, and in directing the ongoing MP work. However,
it is dependent on further (risk and project) management, as well as systematic engineering pro-
cesses, to be able to complete the application of this method. This work is now launched and the
functional protection method will be useful in defining the focal points of the protection efforts.
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MACHINE PROTECTION SYSTEMS AND THEIR IMPACT ON  

BEAM AVAILABILITY AND ACCELERATOR RELIABILITY 

R. Andersson, A. Nordt, E. Bargalló, European Spallation Source, Lund, Sweden  

E. Adli, University of Oslo, Norway 

Abstract 

Over the last decades, the complexity and performance 

levels of machine protection have developed. The level of 

reliability and availability analysis prior to operation 

differs between facilities, just as the pragmatic changes of 

the machine protection during operation. This paper 

studies the experience and development of machine 

protection for some of the state of the art proton and ion 

accelerators, and how it relates to reducing damage to and 

downtime of the machine. The findings are discussed and 

categorized, with emphasis on proton accelerators. The 

paper is concluded with some recommendations for a 

future high power linear proton accelerator. 

INTRODUCTION 

 As the users of previous generations of research 

accelerators were mainly the actual developers, only the 

accelerator physicists themselves were concerned by the 

lack of protection. However, as the concept of user 

facilities was incorporated in the 70s, research in other 

fields became dependent on the accelerators performing 

as designed [1,2]. With this came higher demands on the 

machines to be more reliable and available [3]. However, 

even up to today, though the concepts of reliability and 

availability are targeted at an early stage, the main goal is 

still to push the beam parameters beyond existing limits. 

Once this goal is fulfilled, the machine reliability and 

beam availability receive more attention. 

 Because of the very high beam powers and energies in 

current and future accelerators [3–7], the risk of beam-

induced damage is significant. In as little as a few 

microseconds, the energy from a deposited beam could 

lead to permanent damage or melting of the equipment 

[8]. For dealing with this, efficient protection systems 

need to be implemented together with appropriate 

monitoring. The beam interlock systems (BIS), receiving 

beam permit signals from the monitors, play a central role 

in these protection systems. The BIS creates an overall 

beam permit signal, which defines if beam operation will 

be continued or inhibited. For hazards not directly related 

to beam-induced damage, more sophisticated and flexible 

local protection systems could be implemented, which act 

between the monitors or sensors and the beam interlock 

system. 

 This paper looks into current state of the art proton 

and ion accelerator facilities and discusses their machine 

protection (MP) based on analysis prior to operation, 

pragmatic changes of the MP, and other measures of 

improvement. 

RELIABILITY AND AVAILABILITY 

 Two figures to measure the performance of a system 

are reliability and availability, and this paper uses the 

following definitions [9]. 

 Reliability is the probability of fulfilling the major 

design function (MDF) of the system, continuously and 

without interruptions, for a predefined period of time – 

for example one hour or one day. Mathematically, 

reliability is defined as � � = �
!!", where λ is the failure 

rate and t the predefined time period. 

 Availability is the probability to find the machine 

fulfilling its MDF, when it is claimed to be in operation. 

Mathematically, and after an extended period of operation 

(years), the availability can be calculated as � � = 1 −

����/(���� +���), where MTBF is mean time 

between failures and MDT is the mean downtime. 

 For user facilities especially, where the users are 

dependent on the accelerator operating as it should, those 

two figures of merit account to a large extent for the user 

satisfaction of the facility, and the aim for MP should be 

to have those numbers optimized.  

STORAGE RINGS AND LINACS 

 The typical solution for MP to avoid beam-induced 

damage is to stop beam operation. Synchrotrons, such as 

the Large Hadron Collider (LHC), have the entire beam 

stored in its storage ring. The only option for protection in 

case of a hazardous fault is to extract and dump the beam, 

and then restart the injection and acceleration process 

[10]. This generally leads to low availability numbers, as 

much of the operational time is needed to inject and 

accelerate the beam up to nominal energy [11]. Therefore, 

the MP reliability has to be very high in order to avoid 

false dumping procedures. 

 Linacs, such as the superconducting linac at the 

Spallation Neutron Source (SNS), tend to aim for high 

average power, meaning a constant delivery of beam 

pulses without major interruptions. The advantage of such 

pulsed machines is, if an error occurs, the ability to ‘skip’ 

individual or groups of pulses or run in a degraded mode, 

e.g. at lower beam current or lower repetition rates. When 

the problem has been resolved, operation can continue as 

before. For this reason, high-power linacs tend to achieve 

higher beam availabilities than high-energy proton and 

ion storage rings. However, putting this simple idea into 

practice needs an advanced strategy for MP. 

 Comparing the two types of machines gives that 

storage rings tend to have a stronger connection between 

accelerator reliability and beam availability, due to the 

inevitable downtime associated with each beam dump. 
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For linacs, on the other hand, accelerator reliability and 

beam availability are less intertwined in that there is no 

required downtime for each beam stop, which puts higher 

pressure on fast beam recovery after a fault. It goes 

without saying, however, that both types need to aim for 

high accelerator reliability figures for satisfactory 

operation. 

ARCHITECTURE OF MP 

 The general architecture for modern MP is a set of 

local protection systems and monitors that send beam 

permit signals into a BIS, which combines the different 

beam permits into a global beam permit, allowing for 

beam operation. There are strict, hardwired connections 

between critical equipment and the BIS, together with a 

software layer for performance optimization.  

 To achieve successful MP, a post-mortem system that 

collects data from the faults that cause a beam trip is 

essential, as well as methods for early fault detection. 

Within the scope of MP, surrounding features such as 

preventive maintenance procedures are also included [12]. 

 

CURRENT STATE OF THE ART 

FACILITIES 

LHC 

 CERN is a research organization that has put time, 

money, and effort into studies and analyses on how to 

achieve high accelerator reliability and beam availability 

numbers for systems related to MP [10]. LHC (operative 

since 2009) has a daisy chain beam interlock system 

design that has been successful in its performance. It 

contains a combination of hardware and software 

interlocks feeding beam permit signals into the BIS. 

 The detailed design of the MP at LHC received much 

attention prior to setup [10,13]. Much effort and 

simulation studies were put together in order to design a 

robust and reliable BIS as well as critical input systems. 

This has led to very few false beam trips and the 

architecture has been the foundation of other machines, 

such as Linac 4 and the European Spallation Source 

(ESS). As LHC has been operational over the past years, 

new ideas and solutions have arisen and been 

implemented, but the basic concept stays the same. 

 One of the major MP issues for LHC is the need to 

push the limits of the hardware in order to reach nominal 

energies. Each small increase in beam energy implies a 

higher damage potential that needs to be considered. Even 

though rigorous analyses were carried out prior to 

commissioning, some problems arose that were not 

accounted for and were hard to foresee. One of these is 

the so-called unidentified falling objects (UFO) [14]. 

These objects, presumed to be dirt particles, obstruct the 

beam path and cause beam losses. 

 To keep track of and analyze beam trips, the LHC 

implemented an e-logbook where the cause for each beam 

dump is noted down in detail. However, some faults are 

not immediately understood and often an expert is needed 

for providing a detailed analysis and finding the root 

cause. This is time consuming and sometimes happens 

several weeks after the actual fault. For the restart of LHC 

in 2015, there is an upgraded and automatic version of the 

e-logbook, which is believed to improve the performance 

of the post-mortem analysis [15]. 

 In 2005, there were substantiated predictions made on 

the failure rate of a number of MP-relevant systems for 

the LHC. These turned out to be very accurate [16], and 

have been used as goals to meet and guidelines on how 

reliable a system needs to be. Through better 

understanding, dedicated tests, and more detailed 

simulations during the operational period, it has been 

found that some of the BLM thresholds were initially set 

too conservatively and that damage or quenches did not 

occur at the beam loss levels that were predicted. With 

this information, the dedicated BLM thresholds were 

relaxed, the sensitivity to false beam dumps was lowered, 

and the reliability of the machine went up. 

SNS 

 SNS is a high-power (1 MW) neutron spallation 

facility that started its operation in 2006. It is a 

collaboration of six labs, involved in and responsible for 

different components and systems. The operational start 

of SNS was not preceded by rigorous MP analyses, which 

became apparent in the first years of operation. However, 

many improvements have been made during the 

operational period and accelerator reliability and beam 

availability numbers have increased steadily [17].  

 SNS took much of their MP design from previous 

experience of other laboratories [5]. However, as SNS 

greatly surpassed previous similar facilities in terms of 

beam power, there were many complications in the first 

years of operation. Many of which were due to the 

collaborative approach of six different labs responsible 

for different areas in the construction, integration, and 

coordination of the machine [18]. 

 The SNS MPS uses the concept of a pilot beam, which 

is a pulse of less than nominal power that checks that 

everything is in order before full-scale operation is 

continued after each beam drop [5]. In addition, there is a 

beam parameter check between each pulse during regular 

operation, which makes sure that the maximum inter-

pulse difference (MAID) of the beam parameters is not 

above threshold [3]. In case of mismatched beam 

parameters, the next pulse is inhibited from being injected 

to the linac. 

 The SNS MPS has a post-mortem system that collects 

data when neutron production is on, but only 

automatically saves the beam trip if it lasts longer than 

three minutes. There has been an effort to implement an 

e-logbook for storing fault information, but since this is 

not automized at this stage and is dependent on operators 

manually entering the information, it is partially 

incomplete [19]. 

 It has been suggested that an automatic reset of the 

linac in case of a fault would be able to keep some 
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downtimes below one second. As of now, there is instead 

a division into the fast protect system between the latched 

system (FPL), needing manual intervention, and the auto 

reset system (FPAR), doing what the name suggests [5]. 

There is also a duality for setting the beam loss 

thresholds, where the integration time for beam losses is 

set in the hardware, and the trip point limits and masking 

capabilities are set in the software, being EPICS [20]. The 

system itself is flexible in terms of possibilities to add and 

delete sensors and to bypass the hardware configuration 

using software inputs. This has helped in the 

commissioning of the machine, but also adds more 

complexity and lack of robustness in the machine 

protection system. 

Other Facilities: 

CEBAF, SLAC, HERA, and J-PARC 

 For the Continuous Electron Beam Accelerator 

Facility (CEBAF), just as for Linac Coherent Light 

Source-I (LCLS-I) and II, flexibility in the beam interlock 

system has been a priority [21–23]. This has been a key 

feature in order to allow for changes and additions to be 

made on the system. The flexibility of the LCLS MP 

(both I and II use the same setup) allows for running in 

degraded mode by lowering the repetition rate of the 

pulses, in order to keep beam availability numbers up 

even when a fault is detected. As soon the fault is 

recovered, the beam is ramped up to nominal power [24]. 

However, the flexibility in LCLS has also made the beam 

interlock system and its connecting devices a complex 

matter, where there are four different kinds of link nodes 

and many layers included in the communication between 

the central link processor and the devices – with the need 

for a special team to support and maintain this system. 

 Throughout the operational period of the Hadron 

Elektron Ring Anlage (HERA), availability increases 

were sought after and achieved through preventive 

maintenance and improved fault diagnostics. Special 

attention was paid towards the new technology in the 

accelerator itself, and the final result was that there were 

actually more problems with the conventional systems, 

something that was claimed to be underestimated in the 

design. The beam interlock system had very low 

flexibility, which caused a lot of trouble combined with 

the old controls software that was ‘reused’ for HERA 

[25,26].  

 J-PARC has a clear hierarchical structure of the MPS, 

where a software control system layer is implemented to 

try to avoid MP actions and excessive use of the actuation 

system, in order to keep a high reliability and availability 

[27]. Prior to operation, J-PARC made detailed reliability 

studies on e.g. the klystrons, and found exact figures on 

the number of component failures per year [28]. They 

also found proofs that these component failures tend to 

follow an increased rather than a constant failure rate 

distribution. 

RECOMMENDATIONS FOR  

FUTURE MP DESIGNS 

 From the experience of current state of the art 

accelerator facilities, the involvement of too many labs in 

the construction and delivery of equipment tends to lead 

to complications in terms of responsibility and 

integration. SNS experienced much trouble in the start 

with failing systems that had to be exchanged [29]. 

However, there is a general experience among accelerator 

facilities that the first few years are much worse in terms 

of reliability and availability [11,26,29]. As child diseases 

are cured, thresholds are adjusted, and the operations 

team has learned from previous mistakes and gets to 

know the machine, the numbers tend to increase.  

 There is also a tendency for unexpected faults and 

beam losses to occur, which were not accounted for in the 

pre-operational analysis – especially when beam energy 

and beam power is increased unprecedentedly. Examples 

are the UFOs in LHC and the slow energy deposit at SNS. 

These problems had to be accounted for once higher 

energies and powers were reached, and it is recommended 

that new machines stay aware and observant of 

unexpected beam losses. On the other hand, as with the 

HERA experience, a too comfortable approach towards 

less advanced conventional systems may also be a danger 

and lead to unforeseen downtimes. 

 Discussions on machine downtime issues often lead to 

the topic of lacking redundancy as an overall flaw among 

accelerators. Adding redundancy is one of the most 

frequent approaches to deal with unstable or error-prone 

equipment, such as power supplies and RF equipment 

[10,15,30]. It is also suggested that a well thought-

through alarm handling strategy is implemented, in order 

to increase the effectiveness of MP. 

 The number of MP inputs is in the region of several 

thousands. Naturally, many of these inputs might fail or 

send spurious signals. To deal with this, especially during 

commissioning, a masking method should be present to 

make operation possible, even with equipment firing 

erroneous signals [12]. 

CONCLUSIONS 

The different ways of stopping beam operation for 

storage rings and linacs give different relations between 

accelerator reliability and beam availability, where 

storage rings have a closer connection between the two. It 

is found that rigorous analyses before commissioning of 

an accelerator is very beneficial to the accelerator 

reliability, and expert experience from other facilities can 

only be a first top-level prediction of the design.  

Newer facilities have unprecedented beam powers and 

energies and the upcoming faults are difficult to foresee. 

This needs to be considered, and planning for redundancy 

at an early stage is crucial to have successful operation. It 

is also recommended to stay observant of unexpected 

problems, as higher beam powers are reached. This 

should be dealt with using a well-designed alarm handling 

system, and making good use of post-mortem analyses. 
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Abstract 
The European Spallation Source faces a great challenge 

in succeeding with its ambitious availability goals. The 
aim is to construct a machine that allows for 95% 
availability for neutron beam production. This goal 
requires a robust protection system that allows for high 
availability by continuously monitoring and acting on the 
machine states, in order to avoid long facility downtimes 
and optimize the operation at any stage. The normal 
conducting section consists of the first 48 meters of the 
machine, and performs the initial acceleration, bunching, 
steering, and focusing of the beam, which sets it up for 
optimal transition into the superconducting section. 
Through a fit-for-purpose risk management process, a set 
of protection functions has been identified. The risk 
identification, analysis, and treatment were done in 
compliance with modern safety and ISO standards. This 
ensures that the risks, in this case downtime and 
equipment damage, are properly prevented and mitigated. 
This paper describes this process of defining the 
protection functions for the normal conducting linac at 
ESS. 

INTRODUCTION 
The high neutron production availability goals of ESS 

require the linear proton accelerator (linac) to produce, 
bunch, accelerate, steer, and focus the proton beam with 
high quality and reliability. The first 48 meters consist of 
normal conducting (NC) structures, and this is the most 
critical part of the accelerator as the options for retuning 
or adjustments are minimal. It is critical that the proton 
beam envelope as well as its beam energy are exact at the 
exit of the last NC structure to allow for further 
acceleration and transport, through the superconducting 
(SC) parts, to the tungsten target wheel. An overview 
schematic of the ESS linac is seen in Figure 1. 

The NC linac, constituting the five leftmost blocks in 
Figure 1, consists of a 75 keV ion source, low energy 
beam transport (LEBT) structure, radio-frequency 
quadrupole (RFQ), medium energy beam transport 
(MEBT), and five drift tube linac (DTL) tanks. After 
leaving the last DTL tank, the beam energy is 90 MeV. 
The proton beam will, at nominal operation and upon 
exiting the MEBT, have a 2.86 millisecond pulse length 
with 14 Hz repetition rate [1]. 

AVAILABILITY-DRIVEN  
MACHINE PROTECTION 

Machine protection (MP) at ESS has been identified as 
an important driver for successfully reaching the 
availability goals of the facility [2]. The MP strategy is to 
identify and analyze systems and devices that play a role 
in this goal and, based on the outcome, adapt their 
functional behavior accordingly. MP is thus classified as a 
system of systems (SoS) [3], recognizing the complexity 
of and interactions between several systems that all need 
to fulfill their role for the overall MP-SoS to succeed. 

In order to identify key functions of the MP-SoS, an 
ESS MP risk management process lifecycle has been 
developed that identifies and analyzes so-called damage 
events throughout the machine [4]. A damage event is an 
event that has a facility downtime (loss of neutron 
production) and a cost associated to it, whose 
combination creates a severity category. Based on that 
severity, the appropriate MP measures are taken. These 
damage events are then associated with a set of hazards 
that are to be prevented or mitigated by overall protection 
functions (OPF). The risk management process follows 
the IEC 61508 standard for functional safety [5], as well 
as the ISO 31000 risk management standard [6]. 

As the NC linac is found to be critical for the quality 
and availability of the proton beam, and in extension 
neutron production at ESS, this part of the machine has 
been analyzed by the ESS MP team together with the 
respective system experts to identify damage events, 
hazards, OPFs, and technology-specific protection 
functions (PF) where applicable. These PFs are then to be 
implemented into the MP-SoS by making use of the 
constituent systems as described below. 

MP-RELATED NC LINAC SYSTEMS  
AND DAMAGE EVENTS 

The MP-related systems in the NC linac are identified 
as the linac magnets, interceptive devices, vacuum 
system, and buncher cavities. In addition, the beam 
monitoring system is included in several PFs as it is able 
to monitor the necessary beam parameters, but it does not 
have any damage events associated to it. These systems 
are briefly described below. 
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Figure 1: The ESS linac with its different sections, including lengths and nominal beam energies. Source: 
esss.se/accelerator. 

Linac Magnets 
The linac magnets consist of quadrupole magnets for 

focusing and dipole magnets for steering the beam. These 
are placed together, where the dipoles are located inside 
the quadrupoles. The quadrupoles are located in FODO 
lattices for alternated focusing in the two transversal 
directions. In the NC linac, there are 11 magnet pairs, all 
located in the MEBT. The damage events associated with 
these magnets are overheating in case of insufficient 
water cooling or overcurrent from the power supplies, as 
well as degradation or damage from particle losses in the 
equipment. 

Interceptive Devices 
The category of interceptive devices (ID) includes 

everything that intercepts (goes into) the proton beam. At 
ESS, these are beam stops (BS), wire scanners (WS), 
emittance measurement units (EMU), beam scrapers 
(movable collimators), and an iris collimator. There is one 
BS in the LEBT, one in the MEBT, and two in the DTL. 
WS are located in three locations in the MEBT, and there 
is one EMU in the LEBT and one in the MEBT. The iris 
is located at the very beginning of the LEBT to adjust the 
beam current. All of these are designed to be able to take 
at least 50 µs of beam at 1 Hz pulse repetition rate, but the 
LEBT BS is able to take the full beam. The BSs, EMUs, 
scrapers, and iris are water cooled, and can thus break 
from lack of cooling, identified as a damage event. All of 
the IDs (except for the LEBT BS) have a damage event 
where they receive too much beam. As a last damage 
event, the scrapers and WSs can break mechanically by 
being crushed against each other in the beam pipe. 

Vacuum System 
The main role of the vacuum system is to keep high 

quality vacuum conditions in the beam pipe and other 
areas, such as vacuum shielding. In order to prevent 
extensive vacuum pollution and equipment damage in 
case of vacuum losses, or during maintenance periods, 
there is a set of vacuum gate valves that separate 
beamline sections from each other when needed. One is 
located before the LEBT and one after, one before the 
MEBT and one after, as well as one after DTL tanks 2, 3, 
4, and 5. These valves, when located upstream of the 
beam destination, cannot be closed when beam is 
operating and the damage event of beam hitting a gate 
valve is included in the MP analysis. Additionally, a 
mechanical damage event of the valves is identified and 
analyzed. 

Buncher Cavities 
There are three buncher cavities at ESS, located in the 

MEBT. Their role is, as the name suggests, to bunch the 
proton beam in order to match the downstream radio 
frequency structures, such as drift tubes and 
superconducting cavities. The buncher cavities are water 
cooled and have the damage event of overheating due to 
lack of cooling. From beam physics simulations [7], it is 
also found that buncher cavity 2 and 3 can be hit by the 
proton beam and deform. 

PROTECTION FUNCTION DEFINITION 
The definition of PFs follow a process defined in [4], 

where the damage events are analyzed for the hazards that 
may lead to damage. Each hazard is then assigned one 
OPF, which is a generic function to prevent or mitigate 
the specific hazard. Depending on the severity level of the 
hazard, the OPF needs to fulfill a certain level of 
robustness. Up until the OPFs, no technology-specific 
systems have been identified to treat the hazards. This is 
instead done in the next PF step, in collaboration between 
the MP analysis team, integration team, and the system 
owners (e.g. the vacuum engineers in the case of the 
vacuum system) in order to define appropriate and 
implementable functions. The hierarchical analysis flow 
is seen in Figure 2, starting at the system level.  

All of the PFs that are associated with stopping the 
proton beam to prevent damage will include the ESS 
beam interlock system (BIS) and a set of beam-stop 
actuators. The actuation consists in (a) inhibiting the 
timing system from generating a beam pulse, (b) 
activating the LEBT chopper and (c) MEBT chopper 

Figure 2: The MP analysis flow, from system, through
damage device, damage event, hazards, overall protection
functions (OPF), and protection functions (PF). 
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continuously, and (d) interlocking the ion source 
magnetron. In the case of an emergency beam interlock, 
also the (e) power for the plasma generation and (f) 
proton extraction mechanisms of the ion source are cut 
[8]. The protection for all systems described in this paper, 
except for the buncher cavities, is coordinated by 
dedicated local protection systems (LPS), controlled by a 
safety PLC.  

Each PF contains a sensor, logic element, actuator, 
timing requirement, and protection integrity level (PIL) 
[4,5]. The logic element for all functions is the LPS PLC 
(except buncher cavities and beam current monitoring) 
and BIS, and the actuators are as stated above. In the 
subsections below, the PFs for each system are mentioned 
and tabulated with their sensor, timing requirement and 
PIL. 

Linac Magnets 
The damage events from the linac magnets are handled 

by PFs that stop beam if the measured beam losses around 
the equipment are too high and that monitor the magnet 
temperature, supplied current, and cooling water flow to 
stop beam and power supply when necessary. 
Table 1: Protection function sensor, timing, and PIL for 
the linac magnets. 

Sensors Timing PIL 
Differential Beam Current Monitors 30 µs 1 

Neutron Beam Loss Monitors - 0 
Thermo-switches 100 ms 1 
Current monitors 100 ms 0 

Cooling water flow meters 1 s 0 

Interceptive Devices 
The hazard and risk analysis identifies that inserting a 

beam of too high current, repetition rate, or too long pulse 
length while an ID is in has to be prevented, just as 
inserting an ID if incompatible beam is already running. 
This can be handled through ID position switches and 
beam mode consistency checks by the BCMs during 
beam operation. The water-cooled IDs have the cooling 
monitored, and the EMUs and iris are also required to 
have temperature sensors. The scrapers monitor the 
charge deposition through a dedicated monitor. Finally, 
beam position monitors (BPM) check whether the beam is 
in the correct path. 
Table 2: Protection function sensor, timing, and PIL for 
the interceptive devices. 

Sensors Timing PIL 
Position switch (out) 100 ms 2 
Position switch (in) 100 ms 1 

Proton Beam Mode Consistency 100 ms 1 
Cooling water flow meters 1 s 0 

Cooling water temperature meters 1 s 1 
EMU temperature sensor 1 s 0 
Iris temperature sensor 1 s 0 

Scraper charge deposition monitor 30 µs 1 
BPM 30 µs 0 

Vacuum System 
The vacuum valves cannot be in the pipe while beam is 

running, and thus have to be extracted before starting 
beam operation. Just as beam has to be stopped if they are 
inserted. This is handled by position switches on the 
valves and through monitoring the dedicated (vacuum 
interlock) signal that closes the valves.  
Table 3: Protection function sensor, timing, and PIL for 
the vacuum system. 

Sensors Timing PIL 
Position switch (out) 100 ms 2 
Position switch (in) 100 ms 1 

Vacuum interlock signal 1 s 0 
Fast valve controller 3 ms 1 

Buncher Cavities 
Protection of the buncher cavities is done through 

measuring the surrounding beam losses in the same way 
as for the linac magnets, monitoring the beam position 
fluctuations through BPMs, and monitoring the cooling 
water flow and temperature and stopping beam if these 
are wrong. 
Table 4: Protection function sensor, timing, and PIL for 
the buncher cavities. 

Sensors Timing PIL 
Differential Beam Current Monitors 30 µs 1 

Cooling water flow meters 1 s 0 
Cooling water temperature meters 1 s 1 

BPM 30 µs 1 
 

CONCLUSIONS 
The tough availability requirements on ESS has made 

machine protection an important tool for the success of 
the facility. By avoiding long downtimes and costly 
repairs, the facility can operate at a high power during 
extended periods of time. The machine protection risk 
management process that has been developed at ESS is 
found suitable for the analysis of damage events 
throughout the facility and ties those to custom protection 
functions. This paper has presented the protection 
functions associated to the normal conducting linac and 
briefly described the process behind their derivation. As 
the design of the facility is ongoing, the analysis and 
implementation of protection functions need to be flexible 
yet robust, and more iterations are foreseen before the 
complete set can be finalized. 
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Abstract 
The European Spallation Source target system is, 

together with the proton linac, the main component in the 
spallation process. ESS will use a 4-ton, helium-cooled, 
rotating tungsten target for this purpose, and its protection 
and availability is paramount to the success of ESS. High 
demands are placed on all of the target equipment, 
including cooling, movement, rotation, and timing, in 
order to reach the facility-wide 95% availability goal for 
neutron production. Machine protection has defined a set 
of protection functions that are to be implemented for the 
target system. This paper describes the development of 
these protection functions through the use of classic 
HAZOPs combined with modern safety standard lifecycle 
management. The implementation of these functions is 
carried out through close collaboration between the target 
system owners and the machine protection group at ESS. 

INTRODUCTION 
The European Spallation Source (ESS) is to be ready 

for the first proton beam on target at the end of 2019. This 
initial operation requires the proton linear accelerator 
(linac) to be ready to accelerate and direct a 590 MeV 
beam to the 4-ton, helium-cooled tungsten target wheel. 
When fully operational, the proton beam will be delivered 
in 2.86 ms long pulses at 14 Hz repetition rate, and the 
energy is to reach 1.3 GeV. The target wheel is divided 
into 36 sections and will rotate so that a new section is hit 
for each beam pulse. The rotating speed is thus 14/36, or 
0.39 Hz. 

 This initial phase will have an average proton beam 
power of 3 MW, which will create spallation and thermal 
neutrons to be moderated to the right energies and 
reflected towards the 15 experimental stations. In the 
process, a large amount of heat load will need to be 
handled by the target cooling system. The exact rotational 
speed is important for successful experiments and to keep 
the ESS operation successful. In order to deliver an 
unprecedented facility experimental availability, a tailor-
made risk management process has been developed to 
cope with the many risks of running such a state of the art 
research facility, in order to balance equipment protection 
and system availability. This paper briefly describes this 
risk management method and its use within machine 
protection, and describes its application on the ESS target 
system. 

 

MACHINE PROTECTION RISK  
MANAGEMENT AT ESS 

Machine protection (MP) systems have held a key role 
in the success of modern accelerator facilities, such as the 
LHC, SNS, and J-PARC [1–3]. Their continuous 
development allows for increasingly fit for purpose 
solutions and MP plays a key role in avoiding lengthy 
facility downtimes due to damaged or activated 
equipment. Building on the success of MP for other 
facilities, ESS has developed a holistic approach to 
equipment protection that recognizes the interplay of 
many systems that are involved in fulfilling the protection 
goals. MP at ESS is viewed as a system of systems (SoS) 
and therefore applies some of these features [4]. 

Risk Management Process 
The risk management process for MP at ESS is 

compliant with the ISO 31000 [5] and ISO 16085 [6] risk 
management standards as well as the key concepts from 
the IEC 61508 standard for functional safety [7]. This 
allows for the same approach, coordinated centrally by 
the MP personnel, to be taken towards all of the systems 
and equipment present at ESS, including the target 
system. The process focuses on managing damage risk, 
defined as a function of the probability of occurrence for 
a certain unwanted damage event, and its consequence. 
Further, the consequence has two parameters: the 
associated cost and downtime.  

By identifying and analyzing each damage event and 
addressing each hazard that could lead to this damage 
event, through so-called overall protection functions 
(OPF), a generic set of objectives is first compiled and 
associated with each system. The OPFs are then subjected 
to audit by the associated MP personnel and system 
experts to derive technology-specific protection functions 
(PF), each containing one or more sensors that monitor 
the hazard, a logic element that takes the decision on 
whether action is required, and one or more actuators to 
carry out this action. In addition, the PFs include a timing 
requirement for how quickly the PF needs to be carried 
out, and a protection integrity level (PIL) that gives 
requirements on the quality of the PF [8]. 

All of the information and risk management process 
steps are required to be traceable and readily available for 
all interested parties. For these purposes, the collaborative 
Atlassian JIRA add-on Insight [9] is chosen as the official 
risk register during the analysis and design process. This 
allows for a continuous online work flow where all 
associated parts can follow and contribute to the analysis 
process. Once a set of PFs has finished its internal 
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iterations and suitability checks, it is documented and 
uploaded to the official ESS document management 
system for approval by the ESS machine protection 
committee (MPC). 

Target System Architectural Setup 
The target system is designed and delivered by different 

in-house and in-kind institutions, each one responsible for 
supplying the necessary equipment and instrumentation to 
operate according to specification. All of the constituent 
systems and their sensors are then integrated into the 
facility-wide control system framework EPICS 7 [10], 
whose interface is the designated target controls PLCs. 
Where relevant, as per the analysis presented in this 
paper, the sensor signals are split and also sent to the 
target protection system safety PLC. This PLC performs 
the initial data analysis and further distributes the signal 
to the ESS beam interlock system (BIS) when a beam 
stop is required, to prevent or mitigate a damage event. 
While all of the sensors are initially selected by the 
respective system designers, the ones involved in a PF are 
also checked for their suitability for protection purposes 
by the system designers and the MP personnel, after the 
first analysis iteration of PFs has been carried out.  

ANALYZED TARGET SYSTEMS 
The target system consists of several subsystems and 

support systems that fulfill specific tasks. The tungsten 
target itself needs to be adjusted to the correct position in 
three dimensions (a) as well as rotating with the correct 
speed during operation (b). The helium cooling system (c) 
needs to provide the correct cooling capacity to the 
tungsten target, while two primary water cooling systems 
(PWCS) provide cooling for the water moderators (d) and 
reflector structures (e). There is also a liquid hydrogen 
cryogenic moderator system (f) and a tuning dump system 
(g) that require attention from MP. These seven systems 
have been analyzed through individual hazard and 
operability analyses (HAZOP) by the target system 
experts, as well as through the ESS MP risk management 
method in collaboration between MP personnel and target 
system experts. Thus, the results presented in this paper 
are aimed at the following target systems: 

 
a) Target wheel XYZ movement 
b) Target wheel rotation system 
c) Target wheel helium cooling system 
d) Primary water cooling system – Moderators 
e) Primary water cooling system – Reflectors  
f) Cryogenic (LH2) moderator system (CMS) 
g) Tuning beam dump 

 
The analyses are grouped so that the target wheel (a, b, 

c) is analyzed as one entity, the PWCS (d, e) as one, while 
the cryogenic moderator system and tuning beam dump 
are analyzed individually. 

RISK MANAGEMENT ANALYSIS AND 
PROTECTION FUNCTION DEFINITION 
The risk management process identifies and analyzes 

the damage events that are to be prevented or mitigated. 
Thus, the support systems, such as the water and helium 
cooling systems, are rather providers of operationally 
profitable settings than systems to be analyzed in detail 
for damage events. It is the responsibility of the system 
owners to design robust and reliable systems in line with 
the ESS requirements. The devices that are vulnerable to 
damage events are thus the target wheel, moderators 
(water and LH2), reflectors, and tuning dump. These 
systems are individually discussed in this section, and a 
table outlines the associated PFs for each system. 

As these systems are already controlled by the control 
system framework and contain certain protection barriers 
of their own, categorized as other risk reduction measures 
(ORRM) in the MP risk management framework, in 
accordance with the IEC 61508 standard, the remainder of 
the protection functionality to be carried out by MP-
specific PFs during operation are associated with stopping 
the proton beam in case of overheating equipment or too 
high system pressure levels. For the sake of brevity, the 
tabulated PFs in the following subsections do not contain 
the description and role of the logic elements (the target 
protection safety PLC and the BIS) and the actuators 
(timing system/ion source, LEBT chopper, MEBT 
chopper) as these are the same for all target system-
related PFs [11]. 

Target Wheel 
Table 1: Protection Functions for the Target Wheel 

Protection Function Sensor Timing PIL 

Stop beam if the 
differential pressure 
measurements in the 
helium outflow from the 
target wheel is too high or 
too low 

Pressure 1 sec 0 

Stop beam if the helium 
mass flow out of the target 
wheel is too low 

Flow 5 sec 0 

Stop beam if the helium 
temperature is too high in 
the outflow from the target 
wheel 

Temperature 2 sec 0 

Stop beam if the target 
wheel monitoring plug 
infrared monitor shows 
too high temperature 

IR monitor 1 sec 1 

Stop beam if the rotational 
speed of the target wheel 
is below minimum or 
exceeds maximum 

Inductive 
rotational 
encoder 

100 ms 1 

Stop beam if the target 
wheel rotation phase is 
erroneous 

Optical phase 
monitor 

2.5 sec 1 
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The target wheel associated damage events are 
overheating from lack of cooling, overheating from the 
proton beam hitting the wrong position, and mechanical 
damage [12–14]. While the mechanical damage can be 
handled to an acceptable level by ORRMs that lock the 
wheel position before operation, appropriate limit 
switches, and mechanical structures, the overheating 
events need to be handled by machine protection PFs. 
These PFs are seen in Table 1. The estimated values for 
timing, as well as the usage of sensors, are based on [15]. 

Water Moderators and Reflectors 
The water moderators and reflectors contain similar 

PWCS water loops and are analyzed identically [16]. As 
they are designed for full beam power as a nominal 
setting, their overheating due to receiving too much 
proton beam is excluded. Their MP-related PFs are thus 
associated with water cooling of the equipment, listed in 
Table 2. 
Table 2: Protection Functions for the Water Moderators 
and Reflectors

Protection Function Sensor Timing PIL 

Stop beam if the cooling 
water flow in the 
moderator or reflector 
inlet is too low 

Flow 1 sec 1 

Stop beam if the cooling 
water flow in the 
moderator or reflector 
outlet is too low  

Flow 1 sec 1 

Stop beam if the cooling 
water temperature in the 
moderator or reflector 
outlet is too high 

Temperature 10 sec 1 

Stop beam if the cooling 
water pressure in the 
moderator or reflector 
inlet is too high 

Pressure 1 sec 1 

Cryogenic Moderator System 
The CMS contains rigorous internal controls and 

feedback and has the role to both supply the moderating 
medium (LH2) and provide cooling. As the system is 
cryogenic with an operating temperature between 17 and 
20.5 K, it requires vacuum shielding and is analyzed for 
pressure increases (due to lost vacuum) and lack of 
cooling for the moderators [17]. The PFs are listed in 
Table 3. 

Tuning Beam Dump 
To run the proton beam to the tuning beam dump, the 

beam power needs to be below 12.5 kW. This means that 
the beam dump can only take four nominal pulses at full 
power [18]. To prevent the event of a powerful beam 
running to the dump, the two dipole magnets in the 
accelerator-to-target area need to confirm that they are 
activated before high-power beam is allowed, which 
would send the beam to the target wheel. However, there 

are two beam current monitors (BCM) in the beamline 
leading up to the beam dump, which are used for a PF as 
shown in Table 4. 
Table 3: Protection Functions for the Cryogenic Moderator  
System

Protection Function Sensor Timing PIL 

Stop beam if LH2 flow 
in the moderator inlet is 
too low 

Flow 1 sec 1 

Stop beam if LH2 
pressure is too high 

Pressure 
(hydrogen) 

1 sec 1 

Stop beam if LH2 
temperature in the 
moderator inlet is too 
high 

Temperature 5 sec 0 

Stop beam if LH2 
temperature in the 
moderator outlet is too 
high 

Temperature 5 sec 0 

Stop beam if the CMS 
vacuum system 
pressure is too high 

Pressure 
(vacuum) 

5 sec 1 

Table 4: Protection Functions for the Tuning Beam Dump

Protection Function Sensor Timing PIL 
Stop beam if the dump 
beamline BCMs detect a 
beam above 12.5 kW 

BCM 280 ms 1 

Stop beam if tuning 
dump temperature 
sensors notice too high 
dump temperature 

Temperature 3 sec 0 

CONCLUSIONS 
To reach the high availability requirements of ESS, a 

holistic approach to machine protection is necessary. The 
method developed and presented in this paper is 
applicable to the target systems as well as the accelerator 
systems, and has derived a set of protection functions 
from the identified damage events related to operating the 
analyzed systems. The protection functions will be 
implemented in the design and commissioning of the ESS 
machine protection system of systems in the following 
years. 
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Appendix B - Steps of the Functional
Protection Analysis Technique

This appendix displays a flowchart of the steps in the functional protection analysis technique
(starting on the next page), as indicated by the left path of Figure 4.2. The flowchart is referred to
on page 45 of this thesis. While the 23 steps in the flowchart can be used as a standalone guide,
many of the questions asked and information to obtain require a deeper reading of Chapter 4 to
make sense. The different steps are categorized into five dashed boxes, where the box numbers
and titles are matched with the corresponding sections in the ISO 31000 standard [99]. To the
very right, the column matches the steps with the lifecycle in the IEC 61508 standard [86]. From
this, the intention is that the matching of the functional protection method to existing standards
is clearified.
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Appendix C - Graphical Functional
Protection Analyses

This appendix displays the graphical views of the functional protection analysis of the normal
conducting linac and target station systems at ESS. The analysis itself, together with the tabu-
lated outcome, is found in Section 5.3. Note that the interceptive device system is large enough
to span over three pages. In this case, a bracket indicates which page of the analysis that is
displayed. The analyzed systems are:

• Vacuum System (page 71)

• Linac Magnets (page 74)

• Interceptive Devices (page 75)

• MEBT Buncher Cavities (page 77)

• Target Wheel - Cooling, Movement, and Rotation (page 81)

• Cryogenic Moderator System (page 83)

• Primary Water Cooling System - Moderators and Reflectors (page 85)

• Tuning Beam Dump (page 86)
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Vacuum System

136



Linac Magnets
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Interceptive Devices (page 1)
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Interceptive Devices (page 2)
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Interceptive Devices (page 3)
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MEBT Buncher Cavities
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Target Wheel - Cooling, Movement, and Rotation
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Cryogenic Moderator System
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Water Moderator and Reflector System

144



Tuning Beam Dump
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