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Abstract 

DNOM (Dissolved Natural Organic Matter) is characterized as a heterogeneous mixture of 

organic macromolecules. DNOM is naturally formed in soils, sediments and natural waters by 

decay and alteration through biodegradation of plant and microbial remains in a process 

called humification. The material has a profound influence on water chemistry and thus plays 

an important role in the natural environment. A main characteristic of DNOM is its weak 

organic acids which allow it to regulate pH and act as a transport medium for pollutants and 

nutrients from the terrestrial to the aquatic environment and as an important source for food 

for aquatic organisms.  DNOM`s ability to absorb light darkens the colour of water resulting 

in a yellow-brownish colour. In natural waters receiving high concentrations of DNOM light 

is inhibited from reaching the deeper parts of the water column. Such conditions may severely 

affects the organisms living there by preventing photosynthesis, but also by affecting the 

waters temperature causing severe changes in both production and species diversity.  

During the past 30 years there has been a widespread increase in colour of surface waters in 

Europe and North-America. In Southern Norway the concentration of DNOM has more than 

doubled in just a few years, while the amount of colour has increased even more. This 

indicates that DNOM is not only increasing in concentration, but is also changing its physical 

and chemical character. The increase and change in DNOM is hypothesized to be driven by a 

number of factors; reduction in the amount of acid rain, changes in anthropogenic land use 

and climate change.  

The objective of this thesis was to test a hypothesis that an increase in precipitation will not 

only increase the transport of DNOM to surface waters, but also supply the waters with 

DNOM of larger molecular weight and greater aromaticity, which could account for the 

change in relative colour. Both objectives were achieved by conducting an episode study 

where samples of water were collected from a 1
st
 order stream in a virgin boreal forest area. 

The samples were collected sequentially during a rainstorm and subjected to analysis to see 

how changes in hydrology from dry base flow through a runoff peak affected the amount and 

chemical character of DNOM. The measurement of total organic carbon (TOC) is used as a 

proxy for the DNOM. Another objective was to improve a method for measuring 

biodegradation using novel instrument to monitor oxygen consumption. 

The results confirmed that concentrations of DNOM increase during episodes. On the other 

hand, the UV-ViS absorption and fluorescence excitation- emission matrix (EEM) spectra, 
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contradicted the original hypothesis by showing a decrease in molecular weight and 

aromaticity. This is likely due to large peat coverage in the watershed. DNOM from mineral 

soils is more aliphatic and of lower molecular weight than DNOM from peat soils. As the 

water levels increases the change in flow patterns through the catchment affects the overall 

contribution of DNOM from the different soil sources, with more water originating from the 

mineral soils. The biodegradation experiments did not revealed any significant differences in 

the DNOM; however by using glucose as a reference the results from extensive method 

development showed a clear improvement in signal output when comparing the original 

method to the improved method. However, more future experiments are required in order to 

verify if the improved method for biodegradation can produce reliable results.      
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1 Introduction 
The overall structure of this thesis focuses on the different aspects of the study and nature of 

natural organic matter (NOM). Chapter 1 gives an introduction to what NOM is and its 

potential positive and negative effects on the environment. Chapter 2 starts by introducing the 

reader to the history of NOM-studies to explain the emergence of various classification 

systems of NOM, but also to illustrate the challenges and thereby the uncertainties related to 

its structural and chemical characterization. Chapter 2 continues by outlining some of the 

latest theories on the source and formation of NOM and how natural physicochemical 

processes continuously alter the NOM-pool residing in soil and water. This is considered 

important in order to see any relation between analytical results and the observed effect NOM 

has on the environment. Chapter 3 lists and explains the experimental design and analytical 

techniques applied to characterize samples of dissolved natural organic matter (DNOM) 

collected in the field. Chapter 4 presents the results from the various experiments and 

discusses them in relation to the theory and challenges presented in Chapter 1 and 2. A 

conclusion based on the results is presented in Chapter 5. Based on the experience obtained 

from this study, Chapter 6 presents thoughts and ideas on how future studies can be improved 

to achieve a better characterization of DNOM. The various calculations, graphs and tables 

resulting from the analysis is listed and explained in Appendix (Chapter 8).            

 

1.1 Dissolved natural organic matter. Source, characteristics and environmental effects 
DNOM is a term describing a heterogeneous mixture of organic macromolecules naturally 

formed in soils, sediments and natural waters by biochemical and chemical reactions during 

the decay and transformation of plant and microbial remains (a process called humification). 

DNOM originate from a great number of different sources and is therefore omnipresent in 

surface waters. The contribution and physicochemical characteristics of DNOM from these 

sources differs greatly in time and space. Spatial differences in biotic, edaphic and 

topographic factors, along with  anthropogenic influence and temporal fluctuations in 

hydrology governed by weather are examples of what governs the characteristics of DNOM 

(Vogt et al. 2004). Each water sample is a mixture of organic molecules of different form, 

size and functional groups composition (Tipping et al. 2016) - causing the complex nature of 

DNOM. The physicochemical characteristics of DNOM dictate its mobility, transport, fate 

and impact. We need therefore to determine DNOMs physicochemical properties in different 

water sources so that we can set those properties in context with its different sources and the 

factor governing its mobility and transport. This is a prerequisite in order to predict how these 
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characteristics will be influenced by changes in the environment, such as global warming and 

changes in land-use and management practices. 

 

 DNOM has a profound influence on water chemistry in the boreal environment by acting as a 

transport medium for pollutants and nutrients from the terrestrial to the aquatic environment, 

as well as regulating pH and light attenuation in surface waters. DNOM is characterized by its 

many weak acid functional groups which generates a low pH in poorly buffered water courses 

and gives the molecules ability to form strong metal-complexations (Rahman et al. 2010) with 

Fe, Al and heavy metals (Hg, Pb, Cd), and to participate in redox-reactions. As a complex 

mix of organic compounds, DNOM has lipophilic sorption capabilities and thus enhances the 

transport of persistent organic pollutants (POPs). Moreover, DNOM plays an important role 

in transporting nutrients through the environment and serves as a source for food for many 

heterotrophic organisms (Amon and Benner 1996).  

DNOM`s ability to absorb light darkens the colour of water and inhibits light from reaching 

the deeper sections of a lake. In doing so it is influencing the organisms living there. 

 

A widespread increase in colour of surface waters in Europe and North-America was in 2003 

reported by the Norwegian Institute for Water research (NIVA) (Skjelkvåle 2003). This 

finding was based on chemical analysis of 189 different lakes which pointed to a significant 

increase in the concentration of dissolved organic carbon (DOC; i.e. the main constituent of 

DNOM) in 60% of the studied lakes. The finding has been hypothesized to result from three 

different factors: 1) Reduction of acid deposition from long-range transported pollutants 

(Garmo et al. 2016). 2) Climate change, involving an increase in global temperature and 

longer growing season, as well as accumulating of reactive nitrogen. This stimulate 

production of more terrestrial biomass (greening) and subsequently more degradation 

products like DNOM in the runoff leading to the increase of discolouration (browning) of 

surface waters (Finstad et al. 2016). 3) In areas influenced by human activities such as 

agriculture and industry, changes in land-use such as grazing, also affect the amount of 

biomass and thus the properties of DNOM (Vogt et al. 2004). 

1.2 The ECCO-project 
In 2013 a research project was launched to study: “Effects of climate change on boreal lake 

ecosystems” (ECCO). This was a collaboration between University of Oslo, University of 

Uppsala, Finnish Environmental Institute and NIVA.  
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The aim of this three-year project was to determine the effects the loads of DNOM have on 

the productivity and community responses in lakes in Norway, Sweden and Finland. This was 

pursued by using existing models and datasets, and also by collecting new data. Additionally, 

the project aimed to increase the understanding of how boreal lake ecosystems respond to the 

different drivers hypothesized to drive the increasing DNOM loading (increasing temperature, 

nitrogen (N) accumulation, decrease in sulphur (S) deposition and greening).     

 

1.3 Aim of master thesis  
The aim of this master thesis was to determine how natural processes such as hydrological 

flow-paths and storage in different soils are affecting the amount and composition DNOM in 

head water stream. In soil water of mineral soils the DNOM concentration, molecular weight 

and hydrophobicity is highest in the organic forest floor and decreases down through the soil 

horizons (Cotrufo et al. 2015). The theory at the onset was that increased flow leads to more 

flow through the organic rich forest floor horizon directly into surface waters, bypassing the 

sorbing capacity of the deeper mineral soil horizons. The hypothesis to be tested is that an 

increase in precipitation due to climate change will thus result in an increase in flushing of 

DNOM into freshwater systems, and that this DNOM is expected to be higher in aromaticity, 

molecular weight and hydrophobicity. Water samples were collected through rainfall episode 

from a small stream in a relatively virgin boreal forest and brought back for analysis. By 

applying various chemical and spectroscopic techniques the DNOM was analysed to 

determine if there is any fluctuations in its characteristics during the episode.  

Allochthounous DNOM is a vital source of food for microorganisms living in the water 

column. A specific attempt was therefore made to see if there were any changes in 

bioavailability of the DNOM during the runoff episode. This was done by applying and 

improving an existing method for determining bioavailability by measuring the consumption 

of oxygen as a proxy for bacterial growth in water samples.     
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2. Theory 

2.1 A brief historic review of NOM research 
Natural organic matter (NOM) is a very broad term incorporating all forms of natural 

occurring organic materials found in nature. The study of NOM dates back to the 18
th

 century 

when some of the first studies of NOM were published (Stevenson 1994; Senesi et al. 2009). 

One publication by Achard in 1786 described a dark brown solution extracted from peat using 

alkali and precipitated with acid. He discovered that a higher content of organic matter was 

extracted from the lower, more humified layers of peat than the upper, less decomposed 

layers. This solution was at the time considered to be one particular type of compound and 

was later named “humus” (latin meaning soil). In 1839, the Swedish scientist Berzelius 

conducted further studies on humus and determined its ability to form metal complexes with 

polyvalent cations (Al, Fe, Cu, Pb, Mn, ect). With the emergence of new analytical methods it 

was by the end of the 19
th

 century widely recognized that humus was in fact a complex 

mixture of organic compounds with weak acidic properties that was largely colloidal in nature 

(Stevenson 1994).   

At the start of the 20
th

 century focus shifted toward determining the molecular structure and 

chemical nature of humus. In 1908, Schreiner and Shorey began a three decade long study to 

determine the different compound that constituted humus (Stevenson 1994) and had already 

by the end of 1910 discovered over 24 different compounds such as organic acids, 

hydrocarbons, fats, sterols, aldehydes, carbohydrates and specific N-containing substances. In 

1930, A. Shmook published a book on pedology explaining some of the characteristics of 

humus and how it was formed by microorganisms (Stevenson 1994). He proposed that the 

nitrogen found in humus was proteins derived from microorganisms and an important part of 

the humus structure. The other part of the structure was aromatic rings derived from plant 

material (Stevenson 1994 and references therein).  

Due to the discovery of an increasing number of constituents in humus it became necessary to 

infer a classification system based on a fractionation related to their general chemical 

properties. The first classification was simply to separate humus into two groups. First were 

the non-humic compounds belonging to well-known classes of organic chemistry. Second was 

the humic substances (HS), consisting of High Molecular Weight (HMW; i.e. 500-10000 

Daltons)(VanLoon and Duffy 2011) compounds with a characteristic dark colour (Lehmann 

and Kleber 2015). After HS were determined to be a complex and heterogeneous mixtures of 

polydispersed materials a further sub-classification was necessary. It was already established 
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by Achard that humus was soluble in alkali and precipitates in acid and studies performed by 

many of Schreiner and Shorey`s contemporaries (Stevenson 1994) found that different 

compounds were soluble at different pH. After some refinement it became the classification 

system still used today (Table 2.1). 

Table 2.1: Classification of humic substances.   

(Aiken et al, 1986;VanLoon and Duffy, 2011). 

Compound group Solubility 

characteristics 

Humin, HU In-soluble at all pH 

Humic acid, HA Soluble at pH > 2 

Precipitate at pH < 2 

Fulvic acid, FA Soluble at all pH 

 

Data generated by the large number of studies made it clear that humic substance consists of a 

highly varied continuum mix of different compounds for which no single model will suffice. 

However, a molecular model representing the generic structure of HA and FA was necessary 

to infer chemical reactions. From the 1930s, scientist began to propose various generic 

molecular structures to describe HA and FA. One of the first proposed structures of HA was 

published by W. Fuchs in the beginning of 1930s (Stevenson 1994; Al-Faiyz 2013) and 

illustrated a condensed ring-system with carboxylic (COOH-) and hydroxyl (OH-) groups 

attached (Figure 2.1). 

 

Figure 2.1: Proposed HA structure by W. Fuchs. Adapted from Al-Faiyz (2013).  (Al-Faiyz 2013). 
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However, widely accepted and cited by literature, this structure does not take into account 

alkyl chains, carbohydrates, proteins or nitrogen atoms. Introduction of X-ray diffraction 

analysis also revealed that Fuchs molecule was too condensed and a new model was required. 

Two new structures were proposed a few years later by Dragunov  (Al-Faiyz 2013; Kononova 

2013)  (Figure 2.2) and Flaig (1960) (Figure 2.3). 

   

Figure 2.2: Structure of HA, by Dragunov. Adapted from Al-Faiyz (2013).  (Al-Faiyz 2013)  

 

Figure 2.3: Structure of HA, by Flaig (1960). Adapted from Stevenson (1994) (Stevenson 1994) 

Both models illustrated a more open structure in according with findings by X-ray diffraction 

and took into account the functional groups missing in the Fuchs model, but a fully acceptable 

model must also take into account a large number of COOH-groups to explain the acidic 

properties. In 1982, a hypothetical structure of HA was proposed by F. J. Stevenson (1994) 

(Figure. 2.4). (Stevenson 1994) 
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Figure 2.4: Hypothetical structure of HA by F. J. Stevenson. Adapted from  Al-Faiyz (2013) (Al-Faiyz 2013) 

This has become the most common model cited in modern literature and will also be used as a 

reference for HA in this thesis. This model has an open structure in accordance with X-ray 

diffraction studies and contains functional groups most commonly associated with HA, 

including a larger number of COOH-groups. In addition to this model of HA, a second 

accepted model of FA was proposed a few years earlier in 1977 by J. A. E. Buffle (Stevenson 

1994; Al-Faiyz 2013) (Figure 2.5). The average composition of HS is 45-60% carbon, 25-

45% oxygen, 4-7% hydrogen, 2-5% nitrogen and 0.5-5% inorganic elements (VanLoon and 

Duffy 2011). 

  

Figure 2.5: Structure of FA by J. A. E. Buffle. Adapted from Al-Faiyz (2013) (Al-Faiyz 2013) 

This model implies a smaller molecule with much higher oxygen content than HA, but they 

are largely accounted for in known functional groups such as COOH- and OH-groups while in 

HA oxygen is more incorporated in the nucleus. The model also implies a higher number of 

acidic groups compared to aromatic rings which explain its ability to remain in solution 

regardless of pH (Table 2.1). More recent experiments have also confirmed that FA contains a 

proportionally higher number of acid groups than HA (Perdue and Ritchie 2003).  

2.2 Soil organic matter (SOM) 
Soil organic matter (SOM) is a term referring to natural organic matter (NOM) found in soil. 

Many of the studies presented in Chapter 2.1 were actually performed on extracts of SOM. 

Recent studies reveal that there is a huge geographical and temporal variation in molecular 
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size, structure and elemental composition of SOM (Tipping et al. 2016). SOM affects many 

biogeochemical processes in soil due to the acidic properties and the ability to form metal 

complexes (VanLoon and Duffy 2011). SOM originate from all organisms in an area and is 

comprised of incomplete biotic and abiotic decomposition of their organic material as well as 

excretions from plants and animal. Plant remains are recognised to be the major source of 

SOM in forest areas (Nieder et al. 2008; Cotrufo et al. 2015). Moieties of SOM are known to 

be very recalcitrant and may persist in the environment for thousands of years (Schmidt et al. 

2011; Lehmann and Kleber 2015; Barré et al. 2016).  

The degradation pathways leading to SOM formation are referred to as the humification 

process (Cotrufo et al. 2013). The humification process was considered to be both a abiotic 

and biotic degradation of animal and plant remains, as well as an abiotic polymerization of 

low molecular weight (LMW) phenolic- and carboxylic molecules through concomitant ring 

cleavages forming aliphatic polymers (Hardie et al. 2009) and metal-LMW ring formation 

(Aiken et al. 2011). However, more recent studies questions the polymerization theory 

(Schmidt et al. 2011; Lehmann and Kleber 2015). This study emphasize that previous studies 

have used various extraction techniques to derive SOM from soil and later analysed and 

interpreted the results in the lab. However, this sample preparation has later shown to be 

inadequate in giving a quantitative representation of the size distribution of SOM. By 

observing SOM in situ using non-destructive extraction and analysis techniques it became 

possible to interpret SOM primarily as a collection of relative simple biomolecules (Figure 

2.6). This weakens the theory of SOM formation by polymerization due to the lack of 

observed macromolecules in situ. 
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Figure 2.6: Illustrating how historic interpretations of SOM were influenced by method. In situ observations change the 
interpretation of the composition of SOM. Adapted from Schmidt et al. (2011). (Schmidt et al. 2011) 

These findings are interesting but require more data to be verified by the scientific 

community. However, modern studies incorporating this new insight have given traction to 

two other models explaining the formation of SOM (Cotrufo et al. 2013; Cotrufo et al. 2015): 

1. At the initial phase of plant decomposition the more labile compounds found in litter 

rapidly dissolves in water and leaches into the soil. The compounds are then readily 

available as food for microorganisms living there. This process has been described as 

a “microbial filter” (Figure 2.7) separating labile products from the more stable 

recalcitrant moieties (Wickland et al. 2007). The efficiency of the microbial filter 

depends on many factors such as amount of water available to dissolve the SOM and 

transport DNOM, temperature influencing the activity of microorganisms, substrate 

quantity and substrate quality such as the content of carbon and nitrogen (Wickland et 

al. 2007; Allison et al. 2010; Cotrufo et al. 2013; Kellerman et al. 2014). 
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Figure 2.7: Illustrating the microbial filter separating the labile OM from the stabile OM.                                                   
Adapted from Wickland et al. (2007). (Wickland et al. 2007)  

 

2. The second model on the formation of SOM is the abiotic incorporation of the DNOM 

onto the soil structure (Figure 2.8). This takes place by an interaction between DNOM 

and the various components in the soil matrix. The adsorption may be directly to clays 

(phyllosilicates) or Al-, Fe-, Mn-oxides/hydroxides/sesquioxides - and using 

polyvalent cations such as Al
3+

, Fe
2+/3+

 and Ca
2+

 to name a few, as a charged bridge to 

bind negative charged DNOM to negative charged soil particles (Cotrufo et al. 2013). 

The binding of DNOM to soil stabilizes the organic compounds and makes part of 

SOM recalcitrant regardless of the chemical properties of the DNOM. 
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Figure 2.8: Illustrating the two theories of SOM formation: 1. Microbial filter to the left and 2. Abiotic incorporation of 
OM into the soil structure to the right. Adapted from Cotrufo et al (2015). (Cotrufo et al. 2015)  

Assuming the second path of SOM formation, a consequence is longer residence time for both 

stabile and labile compounds in soil. Traditionally the term “recalcitrant” has been used to 

describe moieties with particular chemical properties that make them resistant against 

decomposition. However, based on the physical transfer path the term recalcitrant should 

actually refer to compounds stabilized by the environment regardless of their chemical 

properties (Schmidt et al. 2011). A large number of studies have showed that there is a 

distinct correlation between persistent OM and the lack of high-energetic C-H bonds in the 

molecular structure. This supports previous finding that the humification process creates more 

H-depleted OM that instead becomes enriched in oxygen due to the oxidation process (Barré 

et al. 2016). 

 

2.3 Soil structure and composition 
The International Organization for Standardization (ISO) lists 28 distinct soil types in the 

world and divides them further into 153 sub-divisions based on their structure, texture and 

chemical composition (International Standard 1998). Types of soil found in an area are 

determined mainly by the areas geological and climatic history, but are often influenced by 

human activity such as agriculture, industry and urban development. As a result soils develop 
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into a variety of different physical and chemical properties with depth. A description of these 

features is called a soil profile (VanLoon and Duffy 2011). 

 

Figure 2.9: Illustrating the 5 main horizons that are generally found in a soil profile.                                                             
Adapted from: Biggs and Nambiar (2016)(Biggs and Nambiar 2016) 

As illustrated in Figure 2.9 a typical soil profile consists of one or more of the following 

generic horizons (Maier et al. 2009): 

O- The soils top layer consisting of organic materials such as litter and animal remains in 

various stages of decomposition. 

A- Have a higher content of mineral materials such as clays, but also iron- (Fe) and 

aluminium- (Al) oxides compared to the O-horizon. OM has been decomposed beyond 

recognition and is constantly supplied from the O-horizon. The high content of OM, Fe and 

Al gives this layer a dark colour. 

E- Zone of eluviation. OM bound to clays and metal oxides are removed from this horizon 

due to heavy leaching. The soil is often bleached and has a greyish to white colour. 

B- Also named zone of illuviation. Clays, metal oxides and OM leached from the E-layer 

accumulates in the B-layer. The horizon is often brown in colour. 

C- Has often a more coarse texture than the other horizons due to poorly weathered minerals 

from the underlying bedrock. 

R- Solid bedrock and an important source of minerals to the soil although, not considered as 

part of the soil profile.     

As litter and animal remains accumulate and starts to decompose in the O-horizon, OM 

dissolves in water as DNOM and percolate downwards. This leads to that the OM is slowly 
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relocated deeper into the soil. SOM in deeper soil horizons is mainly formed by abiotic 

incorporation of DNOM into the soil matrix (Schmidt et al. 2011; Cotrufo et al. 2015). The 

SOM is subjected to various forms of decomposition in the different soil horizons. In the 

upper part of the soil profile communities of microorganisms readily degrade the more labile 

fractions of the SOM, while in the lower parts the bioactivity is slower (Fierer et al. 2003) as 

there is less bioavailable material available.  This entails that at any given time the SOM 

located in the upper part of the soil are chemically different from the SOM in the deeper 

layers.  

2.4 Environmental impact of dissolved natural organic matter (DNOM) 
Dissolved natural organic matter (DNOM) or dissolved organic matter (DOM) are two similar 

terms referring to the dissolved NOM described earlier that occurs ubiquitously in surface 

waters as well as in soil- and groundwater (Vogt et al. 2004; VanLoon and Duffy 2011).  

Once dissolved, DNOM can have a profound impact on the water chemistry beyond lowering 

the pH. As mentioned earlier when describing humic substances, DNOM does not refer to 

single compounds but to a heterogeneous mixture of organic molecules too complex to be 

studied on the level of a single molecule. The observed properties of DNOM in the field or in 

the laboratory must therefore be considered as a weighted average for the whole mixture 

(Perdue and Ritchie 2003) or of a fraction of the material. 

2.4.1 Acidic properties of DNOM 

Because of the acidic properties OM may dissolve in water thus lowering the pH in the 

process (Oliver et al. 1983): 

𝑂𝑀−𝐻(𝑠)
+ +  𝐻2𝑂(𝑙)  ↔  𝑂𝑀(𝑎𝑞)

− +  𝐻3𝑂(𝑎𝑞)
+         (2.1) 

As illustrated in the generic models of HA and FA (Figure 2.4 and 2.5) the acidic properties 

of OM are largely associated with weak carboxylic- and phenolic acid functional groups. The 

former mainly have a pKa-value between 2.5 and 5 depended on the molecular structure, 

while phenolic groups usually have a pKa-range of 9 to 10 (VanLoon and Duffy 2011; 

Blackman and Gahan 2014). According to Henrys Law and given the average concentration 

of CO2 in the atmosphere, pure water in equilibrium with atmospheric gases has a pH of about 

5.6-5.7 (Appelo and Postma 2010; VanLoon and Duffy 2011). Under such circumstances OM 

are readily dissolved compared to waters with lower pH. However, the actual pH in various 

ground- and surface waters will vary considerably depended on soil composition. An example 

of this are soils containing a high concentration of acid cations such as Fe
3+

, Al
3+

, i.e.
 
 cations 
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with a high ionic index (charge-to-ionic-radius-ratio; Z
2
/r). These ions can be exchanged for 

H
+
 in the soil thus increasing the concentration of Al

3+
 and Fe

3+
 in the soil water while 

removing H
+
. (Appelo and Postma 2010; VanLoon and Duffy 2011): 

(𝑆𝑜𝑖𝑙 − 𝑀𝑏+)(𝑠) + 𝑏𝐻+
(𝑎𝑞) → (𝑆𝑜𝑖𝑙 − 𝐻𝑏)(𝑠) + 𝑀(𝑎𝑞)

𝑏+                             (2.2) 

Other examples are areas rich in carbonate minerals, such as limestone and dolomite, where 

the carbonate (CaCO3) dissolves in water and make it more alkaline (Appelo and Postma 

2010): 

𝐶𝑂2(𝑔) +  𝐻2𝑂(𝑙) +  𝐶𝑎𝐶𝑂3(𝑠)  →  𝐶𝑎(𝑎𝑞)
2+ +  2𝐻𝐶𝑂3(𝑎𝑞)

−       (2.3) 

As the concentration of bicarbonate (HCO3
-
) increases it acts as a buffer by consuming H

+
-

ions thus elevating the pH: 

HCO3
-
(aq) + H

+
(aq) → H2CO3(aq)         (2.4) 

2.4.2 Chromophoric Dissolved Organic Matter (CDNOM) 

An important property of DNOM is its ability to absorb light, thus darkening the colour of the 

water. Light is absorbed by the excitation of electrons surrounding the nuclei to a higher 

energy state. For most molecules the electrons of lowest energy surrounding the nuclei are 

those involved in single (σ-orbitals) and double (π-orbitals) bonding between atoms. Electrons 

not involved in bonding (n-orbitals) are at higher energy level while electrons involved in 

anti-bonding (σ
*
- and π

*
-orbitals) are at the highest energy levels. These energy levels are 

separated by gaps that need to be overcome in order for the electron to be excited. The larger 

the gap, the more energy are required. The nuclei determine the strength with which the 

electrons are bound and thus influence the energy spacing between their original and excited 

state (Lampmann et al. 2010). This means that the energy of a transition and thus the 

wavelength absorbed is determined by a group of atoms and their chemical environment 

(Senesi et al. 2009). The most probable transitions are n → π
*
 and π → π

*
 which requires low 

energy for their occurrence and thus occur readily in both the UV- and visual region of the 

electromagnetic spectrum (200-750 nm). As transitions require more energy they become 

increasingly rare at higher wavelengths (Senesi et al. 2009). The parts of a molecule that 

absorb radiation in the UV and visual spectrum are referred to as chromophores. The moieties 

of DNOM that have this ability are referred to as Chromophoric Dissolved Organic Matter 

(CDNOM) and can be a sizeable fraction of the mixture (Stedmon et al. 2000). As illustrated 

in Figure 2.4 and 2.5 the DNOM compounds contain many aromatic rings and aliphatic 
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groups constructed by conjugated double-bonds. It is these conjugated double bonds that 

exhibit chromophoric properties (Xiao et al. 2015). This allows DNOM to absorb light 

primarily in the UV-region with a gradual reduction of absorbency towards the red region 

(Stedmon et al. 2000). The longer the length of the conjugated chain the higher the 

absorbency is at higher wavelengths. 

This effect has a major impact on an aquatic environment with high concentration of 

CDNOM. Its absorption of light reduces the sunlight’s ability to penetrate through the water 

column thus leaving the lower depths deprived of photosynthetically active radiation, often 

abbreviated PAR. Phototrophic aquatic organisms are depended on PAR to maintain their 

lifecycle and will be unable to survive in lower parts of the water column. Similarly, predators 

depending on seeing their prey are unable to hunt in the dark environment. Forced upwards, 

the ecological niches of the euphotic zone is narrowed which can have a major impact on the 

amount and diversity of species in the aquatic ecosystem.  

2.4.3 Metal complexation with DNOM 

In the range of pH values commonly found in surface waters a substantial fraction of the weak 

acid functional groups on the DNOM are dissociated as indicated by the pKa-values given in 

Chapter 2.4.1. This leaves the DNOM compounds negatively charged and thus prone to 

complexation with metal cations, particularly forming chelates with trivalent cations such as 

Al
3+

and Fe
3+

. In a complex mixture of compounds such as those found in natural waters the 

various elements compete for available binding sites on DNOM. When analysing correlations 

between organic carbon and metals, those metals forming the most stable complex tend to 

have a high correlation with total organic carbon (TOC). Conditional stability diagrams show 

that trivalent cations with a high ionic index (Z
2
/r) and transition metals with a high covalent 

index (X
2
/r) are favourable (VanLoon and Duffy 2011) but this trend can be obscured if the 

concentration of one or more elements are higher than the average (Oliver et al. 1983), thus 

manage to outcompete the other elements for the most favourable binding sites. The overall 

abundance of inorganic anion ligands in water is also important as they will react with metals 

thus inhibiting metal-DNOM formation. Humic materials ability to bond to metals is therefore 

inversely related to the waters ionic strength (VanLoon and Duffy 2011).  

A concern related to metal-DNOM formation is when organic matter forms complexes with 

toxic `soft` or `type B` metals with high covalent index, such as Pb, Hg and Cd. Since the 

start of the industrial revolution there has been report of large atmospheric deposition of 

heavy metals in the environment (Fitzgerald et al. 1998). In Norway long-range transported 
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air pollution has led to the accumulation of these toxic metals in the organic forest floor 

horizon. Bound to the organic matter they remain largely inert and are stored making little 

impact on the environment, but when forming covalent bonds with DNOM they may be 

suspended in the water column and subjected to transport and chemical reaction (Jordan et al. 

1997; Haitzer et al. 2002). The increase of dissolved heavy metals may have a toxic effect on 

the aquatic life, pertly through methylation processes, and could affect the entire ecosystem, 

including humans who may depend on the aquatic environment for food, industry or 

recreation (Fitzgerald et al. 1998; Zheng et al. 2012). 

2.5 The hydrological cycle and climate change 
Water covers 73% of the earth’s surface with the oceans making up about 97% of the total 

mass of earths water (VanLoon and Duffy 2011). The hydrological cycle is the cycling of the 

world’s freshwater and encompasses all forms of water above ground and much of the water 

below ground. An important driver for the hydrological cycle is atmospheric temperature 

which causes evaporation from the ground surface to the atmosphere. As the vapour reaches 

lower temperatures in the higher atmosphere or further north, vapour condensates into clouds 

and precipitates back to the earth surface. Due to the importance of temperature, a change in 

the annual precipitation is considered a robust indication of global warming (Hov et al. 2013). 

However due to the large uncertainties linked to the measurement of precipitation and drought 

the numbers presented must be considered only as indicators of change and evaluated with 

care (Seip 2016).  

Precipitation for northern Europe has on average increased between 10 and 40% during the 

20
th

 century while in some parts of southern Europe it has decreased by 20% (Dore 2005). In 

Russia, Canada, Norway and Poland there has been a 5 % increase in the amount of mean 

summer precipitation during the last century. Moreover, the probability for extreme rain-

events has increased with more than 20% (Groisman et al. 1999). In Norway there are huge 

geographic differences in annual precipitation (200-2000 mm) due to topography (Groisman 

et al. 1999) but the overall trend points to an 18 % increase in annual precipitation for the 

whole country between 1900 and 2015 (Hanssen-Bauer et al. 2015). For the far northern 

regions, such as Svalbard there has been reported a 30% increase in annual precipitation from 

1912 to 1996. This is believed to be caused by change in atmosphere circulation patterns due 

to increased greenhouse effect (Hanssen and Forland 1998). An annual temperature increase 

has also been observed along the east coast of Norway starting from the middle of the 1980s 

(Jensen et al. 2017). 
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2.6 Hydrogeology. Transport and hysteresis 
Hydrogeology is a discipline that encompasses a broad and interdisciplinary study of water in 

the earth’s crust (Hiscock 2011). As water precipitates on to land surface, most of it will 

percolate down into the soil, saturating the different soil horizons (Figure 2.10). The waters 

ability to move through the soil is measured as the hydraulic conductivity, K and is highly 

depended on the porosity and permeability of the soil matrix. In general, unconsolidated 

deposits such as those found in glacial bottom moraines tend to have a relative high K, and 

quickly absorbs rainwater thus preventing overland flow (Hiscock 2011). As the soil becomes 

saturated during rainfall event, water begins to move laterally. The movement of water in the 

soil, both vertically and horizontally can be described by Darcy`s law:   

𝑄 = −𝐾𝐴
(ℎ1−ℎ2)

𝐿
           (2.5) 

Where Q is total flow, K denotes hydraulic conductivity, A is the cross-section area of flow, 

(h1-h2) is the difference in height between two geographical points in the terrain and L stands 

for the distance between those two points. 
ℎ1−ℎ2

𝐿
 is also referred to as the hydraulic gradient 

and can be re-written as 
𝑑ℎ

𝑑𝑙
 which gives the equation: 

𝑄 = −𝐾𝐴
𝑑ℎ

𝑑𝑙
            (2.6) 

The negative sign indicates that the direction of flow is dictated by decreasing hydraulic 

gradient.  

In situations with little rain the soil profile is unsaturated. The water then percolates through 

macropores through the soil profile and accumulates as ground water in the deeper 

unconsolidated deposits in the valley floor (Appelo and Postma 2010). This slow seepage of 

matrix flow through the ground water gives rise to base flow conditions. This water has had 

ample contact with the soil allowing for enhanced weathering and for practically all the 

DNOM to be lost through sorption. There is thus only a restricted transport of organic 

compounds to the stream from the lower part of the soil profile only – typically less than 2 mg 

C/L of DOC. As the amount of rain increases, the water levels in the soil rise and saturate the 

upper horizons. This causes interflow conditions (sub-lateral flow) and allows for a broader 

vertical and horizontal mixing of chemical compounds as well as of different microorganisms 

thriving near the ground surface (Fierer et al. 2003). Moreover, this sub-lateral flow allows 

for water passing through the organic rich forest floor O-horizon to drain directly into the 

stream, thereby by-passing the sorption capacity of the deeper mineral soils. The more 
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hydrophobic moieties of DNOM released from the SOM may then enter the stream as it is not 

sorbed to the mineral soil. Overland flow occurs if the intensity of rain surpasses the soil 

capacity to absorb or the amount of rain is so high that the soil becomes completely saturated 

with water. The soil profile in topographic depressions is the first to become water logged. As 

the rainfall continues the zone of saturation moves up along topographic gradients until all the 

soils are saturated with water (Figure 2.10). Then the water is no longer transported through 

the soil, but instead serves to dilute the chemical constituents in the streams and rivers 

(Hiscock 2011). 

 

 

Figure 2.10: A schematic presentation of the different flow regimes induced by an increase in precipitation. 

 

As the water moves sub-laterally through the soil it will eventually start to accumulate in 

topographic depressions (Figure 2.10). Rivers fed with water from the surrounding area, 

called a catchment, may serve as a “chemical fingerprint” for that catchment. It is possible to 

get an impression of the ongoing hydro-biogeochemical processes taking place in the 

watershed by sequentially collecting water from its rivers over a rainfall episode (from dry to 

wet – to dry) and analyse its composition  (Austnes et al. 2010; Moravcová et al. 2010). 

However, the various concurrent geochemical processes in a catchment influence the water 

quality differently. At base flow the compositional changes in a stream occur slowly. This 

indicates a single large source of ground water slowly seeping out. Due to its long residence 
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time and good contact with the soil the base flow water is typically relatively richer in 

weathering products (silica and base cations), low in DNOM and with a rather high pH. When 

the water flow is increasing more water is entering the stream that has had shorter residence 

time and only been in contact with the shallow soil horizons. This water will be poorer in Si, 

richer in DNOM and with a lower pH. This causes the concentration of Si and base cations to 

decrease, while DOC and H
+
 increases with increasing flow. When the soils become saturated 

and overland flow predominates the water dilutes all constituents causing all concentrations to 

decline. Higher concentration (c) of constituents in the rivers during increasing discharge (q) 

than during the same runoff intensity at decreasing runoff (Moravcová et al. 2010) is a 

phenomenon known as hysteresis and can be studied by plotting the c-q relationship in a 

diagram.    

Hysteresis can be observed when a physical system (water catchment) is influenced by both 

an external source (precipitation) and by the systems history (accumulation and storage of 

elements and compounds in the soil) (Hornberger et al. 2001; Moravcová et al. 2010; Fovet et 

al. 2015). During a rainstorm, the discharge in a river will respond faster to the onset of heavy 

rainfall, but respond slower to the decline in rainfall. As the water start to percolate through 

the macropores of the soil it dissolves and flushes the soluble chemical compounds that have 

accumulated in the soil horizons since the last rainfall episode. These constituents are flushed 

out into the river. The water chemistry in the stream will therefore depend on the accumulated 

amount of soluble compounds in the different soil horizons and the predominant water flow-

paths (described above) through the watershed into the stream during the different 

hydrological regimes over a rainfall episode. Temporal changes as the discharge increase or 

decrease lead therefore to an increase or decrease in concentration of different chemical 

constituents. By plotting the c-q relationship in a diagram we can see the positive or negative 

response of the different water chemical constituents to an increase in flow depending on 

what compartment of the catchment (i.e. end-member) is contributing water to the runoff. 

This is reflecting the changes in predominant water flow-paths. By also drawing arrows 

connecting each point in the diagram in accordance with the time the sample was collected, a 

hysteresis trajectory emerge showing a specific loop pattern (Hornberger et al. 2001; 

Moravcová et al. 2010). It is possible to identify the various geochemical processes in the area 

by analysing the elements hysteresis trajectories creating the different loop patterns 

(Moravcová et al. 2010).  In general there are three different loop patterns: 
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Clockwise loops, CW (Figure 2.11). Seen when the amount of a compound stored in soil is 

small or is slowly accumulating. In such cases, as the river discharge is increasing, the soil is 

emptied for that particular compound giving the highest concentration in the rising limb of the 

hydrograph than in the lowering limb (Hornberger et al. 2001).  

 

Figure 2.11: An example of a clockwise hysteresis loop. 

Counter clockwise loops, CCW (Figure 2.12). This phenomenon is seen when the q- peak 

arrives before the c- peak, giving a c/q-ratio that is lower on the rising limb on the hydrograph 

than on the falling limb (Williams 1989). As the soil is flushed, the storage is too great for the 

soil to be emptied or the compound is accumulated rapidly, replenishing the system. In such 

cases the concentration is steadily increasing in the river as more and more are flushed from 

the soil. As the rainfall stops, the river only receives water from soil seepage saturated by the 

compound. The river receives the same amount of the chemical while the discharge drops, 

giving a higher concentration on the descending limb of the hydrograph than the rising limb 

(Hornberger et al. 2001). 

 

 

Figure 2.12: An example of a counter clockwise hysteresis loop.  
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Figure eight loops (Figure 2.13). Often referred to as ambiguous, they normally do not give 

clear information of any specific process (Hornberger et al. 2001) . These loops are often seen 

when there are several sources for a compound providing the river with overlapping waves of 

water containing high concentrations (Tananaev 2015).  

 

Figure 2.13: An example of an ambiguous hysteresis loop. 

 

2.7 Diffuse double layer and acid rain 
The DNOM suspended in the water column has a net negative charge (Equation 2.1). A 

negatively charge molecule has the potential to attract positively charged ions. As the positive 

ions are attracted to the surface they form a layer surrounding the molecule thus creating a 

diffuse double layer (DDL) of positively charged outer- and negatively charged inner layer 

extending out some distance from the surface of the molecule, gradual loosing charge as the 

distance increases. A property of DDL is that it repels other compounds thus inhibiting the 

molecules to get close enough to aggregate into larger, settle able units. As a consequence the 

DNOM remains suspended in the water column. The thickness of DDL is defined as the 

distance from the surface to where the charge is reduced to 1/e (0.37) of the charge on the 

surface of the molecule (Appelo and Postma 2010; VanLoon and Duffy 2011). In water with a 

low ionic strength the low concentration of ions means the DDL extend further out from the 

surface before it has attracted enough ions to reach the value of 1/e, thus creating a thicker 

DDL. However, when the ion strength is high, more ions are available to be attracted to the 

surface which means the DDL reaches the value of 1/e before it reaches significant thickness. 

This result in a thin DDL that is less able to repel other compounds suspended in the water 

thus allowing for compounds to aggregate and precipitate out from solution.      
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One of the major environmental problems in the 1970-90ties was acid rain (VanLoon and 

Duffy 2011). Long-range transport of anthropogenic emissions of sulphur and nitrogen to the 

atmosphere lead to the formation of sulphuric – and nitric acids when mixed with rain water 

and consequentially lowered the pH (Appelo and Postma 2010). As a consequence 

precipitation caused an increased acidification of streams and lakes, especially in northern 

Europe and North-America. The increased concentration of H
+
-ions and sulphate in 

freshwater lakes and streams had two distinct effects on DNOM.  1) Increase in the waters ion 

strength which affected the thickness of DDL surrounding the DNOM molecules. 2) An 

increase in waters acidity leads to an increase in the dissolution of trivalent cations from the 

soil such as Fe
3+

 and Al
3+ 

(Chapter 2.5.2). As a result DNOM became less soluble which 

reduced the concentration of total organic carbon (TOC) and colour in freshwater lakes and 

streams. However, due to public pressure the emissions acid oxides have been reduced. By 

1986 a weak increase in pH and a decrease in sulphate in freshwater lakes were observed all 

over Norway. In correlation with the decrease in sulphate were numerous observations of a 

change in colour and increasing reports of elevated concentrations of TOC (Skjelkvåle 2003; 

Fasching et al. 2015; Finstad et al. 2016; Garmo et al. 2016). Given how the solubility of 

DNOM is influenced by the waters ions strength a question arises if it is possible to separate 

the effects of reduced acid rain from the effects of changes in flow paths due to changes in 

climate.            
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2.8 Biodegradation. A theoretical framework 
 The interaction between DNOM and microorganisms has been a well-known topic amongst 

scientists since the early days of DNOM- studies (Stevenson 1994), but research has yet to 

provide a full understanding (Hessen and Tranvik 1998; Cotner et al. 2010) nor does it seems 

to be any standard method for doing research.  

Microorganisms that utilize organic carbon as a substrate for biosynthesis are called 

heterotrophs (Maier et al. 2009). They have the ability to either digest labile DNOM directly 

or transform recalcitrant DNOM to more labile forms (Hessen and Tranvik 1998). As DNOM 

is consumed by smaller organisms, they themselves become food for other larger organisms. 

Thus, DNOM becomes a part of a larger food-chain which sustains organisms on many 

trophic levels. As the microorganisms and larger organisms die, they themselves decompose 

and slowly turn into DNOM which becomes available for microorganisms. This process of 

DNOM sustained organisms who in turn becomes DNOM as they die is referred to as the 

microbial loop (Azam et al. 1983). In dystrophic lakes, DNOM seems to play a key role in 

bacterial activities which indicate that DNOM could in some cases be vital in sustaining an 

aquatic ecosystem. 

In literature, a mathematical description of biodegradation rate is often given using the Monod 

equation (Neidhardt et al. 1990; Appelo and Postma 2010; Maier 2010).  

𝑑𝑆

𝑑𝑡
= Growth rate =  Kmax * 

𝑆

𝑆+𝐾1/2
        (2.7) 

Where S denotes substrate concentration in mg/L, dt is the incubation time in seconds, Kmax 

is maximal growth rate and K1/2 denotes the half saturation constant and represents the 

bacterium’s affinity to the substrate being consumed. Thus, K1/2 depends on both type of 

substrate and species of bacteria.  

A graphical representation of Equation 2.7 is illustrated in Figure 2.14. 
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Figure 2.14: Illustrates the bacterial growth rate curve based on Equation 2.7.  

As illustrated in Figure 2.14, when the substrate concentration is high it induces a high 

bacterial growth rate and sub-sequentially; when the substrate concentration is low it causes a 

low growth rate. If the observed increase in colouration of freshwater is due to increased 

concentration of bioavailable DNOM compounds it could lead to improved living conditions 

for heterotrophic bacteria. 

However microorganisms cannot survive on an organic carbon source alone, but require a 

range of different nutrients to sustain growth. Inorganic elements such as nitrogen (N) and 

phosphorus (P) have proven to be particularly vital if bacteria are to generate biomass (Correll 

1999; Elser et al. 2007; Hall et al. 2008). The mean molar biomass composition in bacteria 

taken from ocean samples is106C:16N:1P (Arrigo 2005). This has also been shown to be 

generally the case for freshwater bacteria (Cotner et al. 2010). This composition has become 

known as the Redfield ratio based on the work of Alfred C. Redfield (Redfield 1934) who 

first described such a relationship and gave an indication of what the substrate must contain of 

organic and inorganic nutrients in order to sustain growth. Given the average molar 

composition of humic substances (Chapter 2.1) it could potentially provide well as a substrate 

for bacteria. Studies have shown that there is a strong correlation between bacteria growth and 

the degree to which the substrate is reduced or oxidized (Sun et al. 1997): 

Growth = 38.4 + 10.6 
𝐻

𝐶
 - 70.9 

𝑂

𝐶
 + 183.2 

𝑁

𝐶
           (2.8) 

Where 
𝐻

𝐶
, 

𝑂

𝐶
 and 

𝑁

𝐶
 are element concentration ratios. 
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As illustrated by Equation 2.8 the higher the oxygen content the more difficult it is for the 

bacteria to utilize the substrate for growth (Vallino et al. 1996). Since higher oxygen content 

is associated with older and more degraded DNOM (Hessen and Tranvik 1998) it is easy to 

deduce that bacteria will prefer freshly produced DNOM, but resent experiments have also 

found evidence of the contrary (Kellerman et al, 2015).  

The aerobic microbial oxidation of substrate of substrate by bacteria can be described using 

Equation 2.9 below (Maier 2010): 

a(C6H12O6) + b(NH3) + c(O2) → d(C5H7NO2) + e(CO2) + f(H2O)     (2.9) 

where a, b, c, d, e, and f represents mole numbers of substrate, nitrogen source, oxygen, cell 

mass, carbon dioxide and water respectively.. In Equation 2.9 the substrate is pure glucose 

(C6H12O6) and the formula for cell mass (C5H7NO2) does not represent a particular molecular 

structure but serves as a stoichiometric representation of a bacterial cell. Phosphorus is also 

vital for bacterial growth, however the concentration in bacterial cells is very low (Redfield 

ratio) and is thus exempted from Equation 2.9. The mole numbers varies from substrate to 

substrate, but can be determined by measuring the flux of one or more of the compounds in 

Equation 2.9 during a biodegradation experiment using batch cultures (Maier 2010). The 

letter d represents cell mass and is determined by the cell yield (Neidhardt et al. 1990): 

Cell yield, Y = 
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑒𝑙𝑙𝑠 𝑝𝑟𝑜𝑑𝑢𝑐𝑒𝑑

𝐴𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒 𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑
                 (2.10) 

This means that the more efficiently the substrate is consumed the more bacterial cells are 

produced. The cell yield is determined experimentally for each compound and is depended on 

the structure of the substrate. The cell yield for aliphatic compounds such as octadecane 

(C18H38), which contains only aliphatic carbon and hydrogen, is around 1.49. A more 

recalcitrant compound, such as pentachlorophenol (C6HCl5O) with a high content of halogens 

has a cell yield of 0.05. Glucose, a compound considered as highly bioavailable has a cell 

yield of 0.4 (Maier 2010).  

Balancing Equation 2.9 for different values of d reveals that at higher values of d the O2 

consumption and the production of CO2 are reduced while the consumption of NH3 increases. 

If the substrate is more recalcitrant (i.e. giving a low value for d) the opposite is the case. The 

bacteria are then unable to incorporate the organic carbon into their cell structure and instead 

the carbon is used to produce CO2. The overall consumption of the substrate remains the same 

(calculations presented in Appendix, Chapter 8.1). This suggests that the structural character 

of organic matter being decomposed by bacteria may have a significant influence on the gas 
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exchange between soil, water and the atmosphere (Dijkstra and Cheng 2007). The application 

of the Monod equation and cell yield constants has received some criticism for being 

inadequate in describing how DNOM quality affects bacterial growth (Vallino et al. 1996). 

However, with the emergence of new technologies it is now possible to monitor more 

precisely the consumption of oxygen that occurs during biodegradation. This may be used as 

a proxy for bioactivity and subsequently the consumption of substrate.  

The consumption of substrate is intimately linked to the growth of the bacteria culture. The 

different growth phases of a bacteria culture after being exposed to bioavailable substrate is 

shown in Figure 2.15: 

 

Figure 2.15: A typical growth curve for a bacterial population. Reconstructed and adapted from (Maier 2010). 

Usually there is an initial lag phase after a bacteria culture is exposed to substrate. In 

monocultures the lag phase is defined as the time it takes for the number of bacteria to double 

from its initial population. However, in the natural environment the initial population that can 

utilize the substrate is often very small thus neither the initial disappearance of substrate nor a 

significant increase in cell number are observed for several generations. This can lead to lag 

times lasting from several days to even years. The length of the lag phase may vary depended 

on how different their new surroundings are to their previous. Large differences in pH, 

temperature, type of substrate or the availability of inorganic nutrients can give quite lengthy 

lag phases where bacterial growth is minimal. But as bacteria is added to a substrate medium 

they start to adjust to their new surroundings, an phenomenon known as adaptation. As the 

number of bacteria increases the lag phase is usually overcome when the culture reaches 

about 10
6
 bacteria pr. mL sample (Maier 2010). At this stage the bacteria have adapted to the 
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substrate and are capable of multiplying at an exponential rate and substrate are consumed 

accordingly.  

The rate and length of the exponential phase are depended on the available substrate and other 

nutrients such as O2, N and P. Studies have also shown that the bacteria will consume the 

most labile parts of the substrate first before they start to consume other more recalcitrant 

moieties. When the labile parts are consumed, they enter a new lag phase while they once 

again adapts before enter into a new exponential growth. This is called a diauxic growth rate 

and gives a bi-phasic growth curve (Figure 2.16) (Madigan and Martinko 2006):  

  

Figure 2.16: Illustrating a bi-phasic growth curve. Reconstructed and adapted from (Madigan and Martinko 2006). 

   

As the amount of bacteria reaches a certain number nutrients become scarce and competition 

increases. This is called the stationary phase where there is no net increase or decrease in 

bacteria. Nutrients are consumed at a steady rate until depletion. As the amount of nutrients 

diminishes to a level that cannot sustain the existing number of cells, the bacteria culture 

enters the death phase where there is a net decrease of cells. Data generated by biodegradation 

experiments can be related to Figure 2.15 and 2.16 to understand microbial processes in the 

samples. 

2.8.1 Aquatic priming effect 

In soil studies, a process referred to as priming effect (PE) has been observed (Dijkstra and 

Cheng 2007). PE is a mechanism where a pool of recalcitrant OM becomes more or less 

biodegradable with the addition of labile OM. The exact mechanism behind PE is not fully 

understood but since PE has never been observed in sterile samples it is believed to be 

microbial mediated (Catalán et al. 2015). PE could be of particular interest in episode studies 
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since the hydrological processes influencing an area will mix together different pools of 

DNOM that are normally separated in the soil horizons. However, while PE has been reported 

for DNOM in soil pore water, recent studies related to surface water presents a more 

ambiguous picture (Guenet et al. 2010; Danger et al. 2013; Guenet et al. 2014; Catalán et al. 

2015; Bengtsson et al. 2015a). One argument against PE in aquatic systems is the effect 

presented in Figure 2.16; Due to the mixed nature of DNOM the microorganisms will simply 

consume the more labile fractions first before turning towards the more recalcitrant moieties 

(Bengtsson et al. 2015b). The number of microorganism’s increases while the more labile 

fractions are consumed, thus presents the appearance of increased degradation. It would be 

interesting to see if biodegradation experiments performed on DNOM-samples from an 

episode present a classical Monod response as illustrated in Figure 2.16 or just an overall 

higher degradation rate which could indicate PE.    

2.8.2 Analytical methods 

There exists several different methods for determination of the amount of biodegradable 

dissolved organic matter (BDNOM) (Marschner and Kalbitz 2003; Grinhut et al. 2011; 

Fasching et al. 2015). This adds on to the complexity of this issue (Amon and Benner 1996). 

Determination of BDNOM has traditionally been measured based on the change in DNOM 

concentration in the sample (Badis et al. 2009), increasing number of bacteria (Vallino et al. 

1996), changes in spectroscopic characteristics (Badis et al. 2009; Kothawala et al. 2012), the 

production of CO2 (Wickland et al. 2007) or the consumption of O2 (Gundersen et al. 2014). 

Each method has significant strengths and weaknesses. Measuring the concentration of 

DNOM and its spectroscopic characteristics is a very direct way of not only determining the 

bioavailability, but also which part of the DNOM is consumed by assessing the changes in the 

UV-/Visual absorption or fluorescent radiation. However, especially regarding recalcitrant 

materials the measure of changes in DNOM concentration or spectroscopic characteristics 

will require an experiment of significant duration as the bioactivity is often too low in natural 

samples to induce any measureable changes in a short time span (< 20 days).  

Counting the increasing number of bacteria is perhaps the most effective way to measure the 

bioavailability of DNOM as the results can be directly correlated with Equation 2.10 and sub 

sequentially Equation 2.9, 2.8 and 2.7, thus allowing for accurate determination of the 

bioavailability. However, this requires access to specialized training and equipment. The 

measurement of CO2-production or O2 consumption can be correlated with Equation 2.9 and 

used as a proxy for bioactivity, however measuring CO2 requires the user to regularly open 
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the container in which the sample are degraded thus exposing the sample to the environment. 

Only the measurement of O2 can be done in a closed environment with the use of specialised 

equipment. In this experiment a system developed by PreSens for measuring O2-consumption 

were chosen. This allowed for a continued, real time measurements and assessment of the 

bioactivity in the samples.  

 

2.9 Structural characterization of DNOM by spectroscopy 
As explained in section 2.5.2 DNOM exhibit certain optical properties related to parts of the 

molecular structure referred to as chromophores. By using spectroscopic techniques to 

measure the absorbance or emission of radiation by these moieties it is possible to determine 

the amount and density of these molecular structures in the DNOM. As these properties may 

have an environmental impact, they also allows for the application of various spectroscopic 

techniques to determine the functional characteristics of the DNOM in a sample.      

 

2.9.1 UV/ViS absorbency 

Due to the complex mixture of different organic molecules, a DNOM sample contain a large 

pool of various chromophores exhibiting overlapping light absorbing properties covering  

both visual and UV light over a broad spectrum of wavelengths (Korshin et al. 1997; 

Peuravuori and Pihlaja 1997; Chen et al. 2002). This generates a continuing absorbance 

spectrum with few if any distinct peaks (Senesi et al. 2009; Leeben et al. 2010). As the 

spectrum is a continuum across the different wavelengths, calculating specific absorbance 

ratios (SAR) and spectral slope ratios (Sr) are often preferred to quantify the data (De Haan 

and De Boer 1987; Stedmon et al. 2000; Twardowski et al. 2004; Helms et al. 2008b). Studies 

have shown that certain DNOM properties influence different parts of the UV-/ViS-spectrum. 

Low molecular weight (LMW) organic compounds absorb at a lower wavelength than high 

molecular weight (HMW) organic compounds. By scanning the absorbency of radiation in the 

range of 200-800nm (i.e. UV-/ViS spectrum) by a DNOM sample a distinction can be made 

of the relative amount of each size fraction in the sample (Senesi et al. 2009; Lampmann et al. 

2010). A relatively high absorbance in the lower wavelengths of the spectrum indicates a 

higher amount of LMW organics compared to HMW. At higher wavelengths the HMW 

molecules containing a larger number of conjugated double bounds, shifts the absorbance 

towards the longer wavelengths. Analogously, the addition of aromatic rings in the chemical 

structure causes the same shift. This is an effect called a bathochromic shift (Senesi et al. 
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2009; Lampmann et al. 2010). By using the ratio of the absorbance at 250nm and 365nm, 

referred to as E2:E3, it is thus possible to determine the relative size and the degree of 

aromaticity of the molecules in a sample. As the size and number of aromatic rings increases, 

E2:E3 decreases because the absorbance shifts towards longer wavelengths (De Haan and De 

Boer 1987; Peuravuori and Pihlaja 1997). The SAR-values can be obtained by calculating the 

ratio of 254/400nm (SARUV) and 400/600nm (SARViS). Low SAR correlates with a high MW 

(Hautala et al. 2000), but as oxygen content increases SAR will also increase due to more n→ 

π
*
 and π → π

*
 transitions induced by C-O bonds (Chen et al. 1977). A shoulder on the 

declining peak in the UV range is often observed at 254nm. This is related to conjugated 

double bonds of C=C and C=O (Abbt-Braun and Frimmel 1999) which are characteristic for 

aromatic compounds. By dividing the absorbency found at this wavelength with the 

concentration of DOC in the sample the specific UV absorbency index (sUVa) is obtained. 

This index correlates well with percent of aromaticity of the DNOM sample (Weishaar et al. 

2003).  

It has also been recommended to calculate the ratio between different spectroscopic slopes 

using the ratio of 275-295nm and 350-400nm, referred as SR. This ratio has been correlated 

with MW and to photochemical induced shifts in MW, and can thus be used to classify the 

water as it facilitates comparisons between dissimilar water types such as CDNOM-rich forest 

waters recognised by low values of SR and CDNOM-poor coastal waters usually having a 

high SR-value (Helms et al. 2008b). 

 

2.9.2 Fluorescence spectroscopy  

   As a contrary to UV/ViS- spectroscopy techniques that measure the absorbance of light as it 

travels through the sample, fluorescence spectroscopy analyse the fluorescent light emitted 

from the sample as each molecule is excited by an external light source. The molecules are 

excited using one wavelength at the time in a consecutive order and then the instrument scans 

for fluorescence at all wavelengths. This creates a three dimensional excitation-emission 

matrix (EEM) with excitation wavelengths and emission wavelengths on the x-and y-axis and 

the fluorescent intensity at those wavelengths on the z-axis. The obtained spectra are often 

represented in the form of a coloured contour map (Chapter 8.3.2). As with UV-ViS-

absorbency, information about the structural characteristics can be obtained by assessing the 

intensities at certain wavelengths and correlate this with known spectroscopic properties of 
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organic compounds. Figure 2.17 illustrates where the fluorescence from different compound 

classes generally found in DNOM are distributed in an EEM spectra. 

 

Figure 2.17: An illustration of how the different compound classes often found in DNOM are distributed in an EEM 
spectra. Adapted from Chen et al. (2003) and modified using information from Baker (2001). (Baker 2001; Chen et al. 
2003) 

By studying the relative intensity and position of the fluorescent peaks found in each section 

in the EEM spectrum it is possible to determine the relative amount of each class of 

compound in the sample (Chen et al. 2003). 

Another widely used method for quantifying fluorescence spectra is the determination of the 

fluorescent index (FI). FI can be determined as the ratio between the emission intensity at 

470nm and 520nm excited at 370nm (Cory and Mcknight 2005) and is strongly correlated 

with various sources of DNOM. FI can be used to determine if the humic matter in the sample 

are derived in situ by microbial activity or supplied from the terrestrial environment. Another 

useful value can be obtained from the EEM spectra by calculating the ratio between the 

intensity at 380nm divided by the maximum intensity observed between 420-435nm, excited 

at 310nm. This is called the freshness index because it indicates how decomposed or newly 

derived the humic matter is in the sample. Written as β:α, where β represents the recently 

derived DNOM and α the more decomposed DNOM. A high freshness index indicates newly 

derived DNOM that has not yet been decomposed by microorganisms or other abiotic 

processes (Fellman et al. 2010).     
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3. Materials and methods. 

3.1 Field site description: Langtjern 
Langtjern is a boreal lake catchment located in a remote area in the southern of Norway 

(Figure 3.1). Due to the remote location it has been left largely unaffected by human activities 

(with the exception of long-range air pollutants and climate change) for more than 200 years 

and is thus a suitable location for investigating natural changes in the environment. The area 

was established as a climate station by NIVA in 2010, and has also been used for monitoring 

the effect of acid rain on water chemistry and biota since the 1970s (de Wit 2015).  

 

 

Figure 3.1: The location (top left) and boarder of the Langtjern drainage basin (red line) and the sampling site (black 
circle). Source: NVE (2017). (NVE 2017).  

3.1.1 Sampling site description 

The lake catchment covers an area of 4.69 km
2
 and is situated between 516 - 760 meters 

above sea level (m.a.s.l). Langtjern watershed has a surface area of 0.227 km
2
, has an average 

depth of 2 meters and is partly supplied by a small river located at the sampling site (Figure 

3.1) to the north-east of the lake. The surface area surrounding the lake is largely covered by 

trees (63%) such as birch, pine and spruce while the remaining open areas consists of bogs 

(16%) with histosols and exposed bedrock (16%) (Henriksen and Grande 2002). The bedrock 

is largely of granites and gneisses. On the slopes a well-drained thin layer (typically less than 

50 cm) of unconsolidated morraine or glaciofluvial deposits have developed into cambisol 
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and podsol soil profiles. The surface area displays a wavy pattern of small hilltops and 

depressions characteristic of glacial erosion. Along stream banks and bogs the soil profiles 

consists of water saturated histosols (Vogt 2005).     

The stream at the sampling site has been equipped by NIVA with sensors to monitor 

parameters such as temperature, water level and CDOM. The data are recorded every two 

hours through the whole year and made publically available at the online Aquamonitor 

website: www.aquamonitor.no/langtjern/. 

The frequent and long term recording of data from this river makes it an ideal sampling site 

for an episode study in that it makes it possible to correlate laboratory findings with data 

recorded by the sensors at the time of sampling. The river is also equipped with a V-notch 

weir which is used as a reference point for the water level. This helps to determine how the 

water level is calculated. 

3.1.2 Water sampling 

Water samples from the stream were collected using an ISCO water sampler; (US model 

2900).The sampler collected 1 L of water split into two bottles (0.5 L each, 24 bottles in total) 

every hour for the duration of the episode. The sampling time were synchronized with the 

timer on the sensor installed in the river to ensure consistency with sensor data. Every 12th 

hour the sampler was emptied by the author and a fellow researcher from NIVA and the water 

samples were store in HDPE bottles in the dark on site until the end of the episode. The 

samples were later divided between NIVA (250mL) and UiO (500mL).  

3.1.3 Sample selection and conductivity field measurements 

The rainfall episode lasted for two days. This resulted in a large amount of water samples 

being collected. Due to practical reasons, a total of 26 different samples were kept while the 

rest was discharged at site. Selection of samples were made based on precipitation intensity at 

the time of sampling (high intensity was favoured) and conductivity of the samples. A large 

span in conductivity value was targeted as well as tracing the temporal changes in 

conductivity. 

  

http://www.aquamonitor.no/langtjern/
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3.2 Sample pre-treatment 
Upon arrival at the University of Oslo (UiO), the samples were stored in the dark at 

approximately 4°C. This was done to slow down any chemical and/or biological degradation 

of the DNOM. 

3.2.1 Filtration 

On the following day of arrival the samples were brought to the laboratory and left there in 

the dark until they reached room temperature (approximately 21°C). The samples were then 

filtered through 0.2µm membrane filter (cellulose acetate, Sartorius) using a water vacuum 

pump. This was done both to separate the particulate matter (PM) from the DNOM(< 

0.45µm) and to sterilize the samples by filtrating out bacteria (>0.2µm) (Madigan and 

Martinko 2006; Maier 2010) . The filters were pre-rinsed with 150mL (Type 1) water to 

remove any traces of carbon on the filters (Khan and Subramania-Pillai 2006) . Loss of 

organic matter from the samples was observed during filtration as staining of the filter papers 

and reduced colour in the filtrate compared to the raw water sample. This is to be expected 

due to the very fine filters used. Frequent clogging of the filter papers was experienced which 

led to a prolonged filtration process lasting 2 hours pr. 500 mL sample.  

After filtration a small volume (5 mL) of each sample was immediately analyzed for UV-Vis 

absorbency (se section 3.5.1). This was done to determine the structural character of each 

sample. The rest of the samples volumes were transferred to amber glass bottles and stored at 

4°C until analysis.  

 

 

 

 

 

 

 

 

  



43 
 

3.3 Water characterization 
The water characterizing analyses were conducted both at NIVA and the UiO. 

3.3.1 Conductivity 

Field measurements of conductivity and temperature were conducted using a Mettle-Toledo 

AG FiveGo
TM

 conductivity- and temperature sensor. The instrument was calibrated before 

departure from the University using a standard 85µS cm
-1

 calibration colution. 

Conductivity was measured in the lab by NIVA according to ISO 7888 with a WtW inoLab 

Level 3 Conductivity meter using a WTW TetraCon 325 cuvette with a 10mm pathlength. 

3.3.2 pH  

pH measurements were conducted potentiometrically by NIVA using a GK 2401 C combined 

glass- and calomel electrode according to NS 4720. For measurements a Metrohm Titrino 799 

GPT titrator were used with an GK 2401 C Radiometer electrode connected to a 789 Robot 

autosampler. All measurements were conducted at 25°C. A Metrohm temperature probe were 

used to correct for any temperature fluctuation during measurements. 

3.3.3 Alkalinity 

Total alkalinity was determined potentiometric by NIVA with a Metrohm Titrino 700 GPT 

automatic titrator and HCl. Sample aliquots of 50mL were titrated to pH 4.5 and 

measurements were conducted using a GK 2401combined glass electrode from Radiometer 

connected to a 789 Robot autosampler.  

3.3.4 Colour 

The samples colour (mg/L Pt) was determined by NIVA and is measured on samples filtrated 

at 0.45µm according to NS 4787. The absorbance is measured at 410 nm with a Perkin-Elmer 

Lambda 40P UV/VIS Spectrophotometer in a 5 cm special glass cuvette, using deionized 

water as reference. The results is given as unit less numbers but is compared to a calibration 

solution of potassium hexachloroplatinate and cobalt chloride which is measured as mg/L Pt.  
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3.4 Elemental composition 

3.4.1 Anions 

Major anions consisting of chloride (Cl
-
), sulphate (SO4

2-
), nitrate (NO3

-
), fluoride (F

-
), 

bromide (Br
-
) and phosphate (PO4

3-
) were determined in accordance with Standard Method 

for the Examination of Water and Wastewater, Method 4110B. A Dionex ICS-2000 ion 

chromatographic system at the Department of Geosciences, UiO was used for the analysis. 

This is a two channel ion chromatography system capable of analysing both anions and 

cations. Samples were injected sequentially with a Dionex AS40 autosampler and separated 

using a Dionex AS18 column. The anions were separated based on their ion character which 

is a summary of their ion charge and hydration radius. The anions were detected using a 

Dionex Conductivity DS6 cell Detector. The signal-to-noise-ratio was improved using a 

Dionex ASRS300 4mm Anion self-regenerating suppressor to remove potassium from the 

eluent and replace it with H
+
 thus converting KOH that has a high conductivity to H2O with a 

low conductivity. This lowers the background noise created by the eluent. Finally, a computer 

running chromatography software produced a chromatogram and quantifies the data by 

converting each peak area in the chromatogram to a sample concentration. 

The charge contributions from organic acids (DOC-[A
-
]) were determined using a model 

developed by (Oliver et al. 1983).     

3.4.2 Cations 

Analyses of major cations (sodium (Na), potassium (K), calcium (Ca) and magnesium (Mg)) 

were conducted on two separate occasions. First analysis was conducted at the Department of 

Geosciences in together with analysis of major anions (Section 3.4.1). The samples were 

injected using a Dionex AS40 autosampler and separated in Dionex IonPac CS16 Analytical 

self-regenerating column using methane sulfonic acid as an eluent. A Dionex CSRS300 self-

regeneration suppressor was used to improve signal-to-noise-ratio by removing methane 

sulfonic anion from the solution and replace it with OH
-
. This converts the eluent to H2O with 

a low conductivity, thus lowers the background noise. The cations were detected with a 

Dionex Conductivity DS6 cell Detector. 

Second analysis was performed at the Department of Chemistry using a Varian VISTA 

Inductively Coupled Plasma Optical Emission Spectrometer (ICP-OES) to determine total 

aluminum (Al), Iron (Fe), manganese (Mn), Na, Ca, K and Mg. Sample aliquots of 20mL 

were preserved prior to analysis by adding 0.2 mL of a solution containing 32.5% nitric acid 

(HNO3) and 4.6% cesium (Cs) as an ionization buffer to a final concentration of 
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approximately 3.3% HNO3 and 463 mg/L Cs. The instrument is equipped with an echelle 

polychromator for wavelength selection and a Charged Coupled Device (CCD) detector to 

detect light emanating from atoms and ions excited at 6000-10000 kelvin. Samples were 

analyzed axially to maximize sensitivity. 

The H
+
 -concentration were calculated from pH. 

3.4.3 Iron 

Samples were conserved by lowering the pH (< 2) prior to analysis with nitric acid (HNO3) 

and analyzed with a ICP-Mass spectrometer (MS) (Perkin-Elmer Sciex ELAN 6000) by 

NIVA. Samples were introduced sequentially with a P-E AS-90 autosampler and a peristaltic 

pump to a nebulizer where it is transformed into an aerosol. The aerosol is then atomized and 

ionized in argon plasma and transported to a low pressure compartment were the argon gas is 

removed. The charged ions are retained with an electric current and transported through an 

ion lens, focusing the current into an ion beam before it reaches the quadrupole mass 

spectrometry. Here the iron is separated from the other ions based on its charge-to-mass-

ration and detected using a discrete electron multiplier detector.  

3.4.4 Silica 

Determination of silica (SiO2) was conducted by NIVA by mixing each sample in a solution 

of HCl and molybdate (MoO2
-4

) (Grasshoff et al. 1985). Under acid conditions silica reacts 

with molybdate to form silicomolybdic acid, SMA (H4SiO4*12MoO3). SMA is then reduced 

using ascorbic acid to give the solution a blue colour (molybden blue). The degree of blue 

colour is proportional to the amount of molybdate reactive silica and is measured 

spectroscopically by the absorbance at 830 nm. The analyzation was performed using a Skalar 

autoanalyzer (model not available).  

3.4.5 Total Organic Carbon (TOC) 

TOC were analyzed both at UiO and NIVA on samples filtrated at 0.2µm and 0.45µm 

respectably.  

At NIVA samples were analysed according to ISO 8245 using a Tekmar Dohrmann (Apollo 

9000 HS) carbon analyser and a method of non-purgeable organic carbon (NPOC). Samples 

are acidified by added phosphoric acid (H3PO4) and then purged with high purity air for 4 

minutes to remove traces of CO2. The organic carbon left in the sample is then decomposed to 

CO2 using a platina catalyst at 680°C. The CO2 is then transported to the detector using 
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synthetic air as the carrier gas and finally determined by a non-dispersive infrared (NDIR) 

detector.   

At UiO TOC was determined using a Shimadzu TOC-VCPH Total Organic Analyser. The same 

method of NPOC was applied. The final determination of CO2 was conducted with a similar 

NDIR detector using argon instead of air as the carrier gas.  

3.5 Structural characterization 

The structural characterization of dissolved organic matter (DNOM) was conducted using 

spectroscopic analysis and performed primarily on samples filtrated at 0.2µm. Some analysis 

was also performed on aliquots filtrated on 0.45µm to correlate with existing datasets.  

3.5.1 UV-/ViS absorbency 

Each sample was analysed at UiO by recording full spectrum absorbency immediately after 

filtration on 0.2µm. The spectrum was recorded on a Shimadzu UV-1800 UV-Visible 

Spectrophotometer. The instrument is background corrected prior to analysis using cuvettes 

containing Type 1 water. During the scan one cuvette with Type 1 water is kept as a 

reference. The instrument starts measuring absorbency at 800nm using a tungsten hydrogen 

lamp and then scan the sample sequentially through each single wavelength. At 341 nm the 

instrument changes the light source automatically to a Deuterium lamp and then continues the 

scan to 200nm. Data are then extracted from the instrument via USB as csv-files and treated 

in Microsoft Excel. 

At NIVA sample aliquots filtrated at 0.45µm were measured using a Perkin-Elmer Lambda 

40P UV/VIS Spectrophotometer. Absorption was measured at every wavelength between 200 

and 700nm. 

Values of absorbency at λ = 254nm and λ = 400nm were used to calculate specific UV 

absorbency, sUVa (Abs254nm/[TOC]*100) and specific visual absorbency, sVISa 

(Abs400nm/[TOC]*1000) respectively. The same wavelengths were also used to calculate the 

specific absorbance ratio, SAR (Abs254nm/Abs400nm). The absorbency ratio known as E2/E3 

were determined by dividing the absorbance at λ = 250nm with the absorbance at λ = 365nm. 

The E2/E3-ratio was then incorporated into models to determine the numbered average 

molecular weight of DNOM and the degree of aromaticity (Peuravuori and Pihlaja 1997); 

Lognumbered-averaged MW = 5.341-0.401E2/E3       (3.1) 

Aromaticity = 52.509-6.780E2/E3        (3.2) 
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Slope ratio, SR were determined by dividing the slope in the absorbance region of λ = 275-

295nm with the slope of λ = 350-400nm. 

3.5.2 Fluorescence  

Measurements of EEM spectra of the DNOM were performed at in cooperation with a fellow 

researcher NIVA on samples filtrated at 0.2µm at UiO. The analysis was conducted using a 

Cary Eclipse Fluorescence Spectrophotometer from Agilent Technologies. Due to the 

complex nature of DNOM and the large number of samples it became necessary to use 

instrument parameters that struck a balance between scanning time and resolution. Instrument 

parameters are presented in appendix. 

3.5.3 Rate of biodegradation 

The rate of biodegradation, known as the respiration rate (RR), in each sample was 

determined by calculation the reduction of oxygen during exponential oxygen consumption 

rate divided by the incubation time (Amon and Benner, 1996). 

𝑅𝑅 =
𝑂2(𝑖)−𝑂2(𝑓)

∆𝑡
                          (3.3) 

Were 𝑂2(𝑖) is the initial oxygen concentrations in the samples at the start of exponential 

oxygen consumption, 𝑂2(𝑓) is the oxygen concentration at the end of the incubation and ∆𝑡 is 

the time (h) between 𝑂2(𝑖) and 𝑂2(𝑓). The start of exponential consumption is defined as the 

point at which the measured values are more than three times standard deviation lower than 

the initial measurements during lag time. During method development, for the first approach 

to biodegradation a clear transition from no consumption to exponential consumption could 

not be made. Therefore the RR was calculated from the time of stable temperature to the end 

of the incubation. 
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3.6 Biodegradation experiment 
The lack of an established method at UiO for conducting biodegradation assessments of 

DNOM necessitated a shift in focus from determining the bioavailability of DNOM to 

develop a method that produces reliable biodegradation data for future experiments. The 

method development consisted of four stages: 

- Induce bacterial growth in the samples by inoculation 

- Improve signal-to-noise ratio 

- Extracting and interpreting the data 

- Correlate method and results with literature for verification 

 

Biodegradation experiments were conducted using two different approaches. The first 

experiment focused on absolute degradation while trying to mimic conditions found in the 

natural environment at the time and place of sampling. Degradation was performed on each 

sample at low temperatures and adding few nutrients to stimulate bacterial growth. As the 

knowledge and understanding for bacterial growth increased, a second experiment were 

conducted, focusing on the relative difference of degradation rate between the samples. 

Degradation during the second experiment was performed at a higher temperature while 

adding more nutrients to stimulate for higher growth rate, thus improving signal-to-noise 

ratio. Minor changes to the instrument set-up were also necessary to improve the results and 

will be explained in this section.         

3.6.1 SensorDish® Reader 

The SensorDish® Reader (SDR) is an analytical tool 

developed for easy and convenient measurement of 

oxygen levels in liquids. The system consists in 

principal of three main components: The SensorVials 

containing the samples, the SensorDish Readers and a 

computer with designated software for data processing 

and operating the system. 

The SensorVials consists of 5mL vials made of 

borosilicate glass. The vials are closed with screwcaps 

and a rubberized septum to ensure it is properly sealed 

Figure 3.2: Illustrate the PSt5-sensor used to 
measure oxygen. Used with permission 
(PreSens 2016). 
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from the outside air. At the bottom of each vial is a 5mm sensor spot type with the 

designation SP-PSt5 (Figure 3.2).  

This spot is made of a hydrophobic silicone, doped with rubidium and contains a luminescent 

dye that becomes excited by a blue light emanating from the SDR-plate. Once excited the 

sensor spot will emit a luminescent light detected by the SDR. Its luminescent lifetime 

depends on the oxygen partial pressure in the sample. Here the oxygen acts as a quencher, 

reducing the luminescent lifetime. This relationship can be calculated by the computer by 

converting the sensor response to an oxygen value using a variant of the Stern-Volmer 

equation (PreSens 2017):  

𝐼0

𝐼
= 1 + 𝐾𝑠𝑣 ∗ [𝑂2]                  (3.4) 

I0 denotes luminescent lifetime with no oxygen, I is actual luminescent lifetime of sample, 

Ksv denotes quenching rate and [𝑂2] is the oxygen (quencher) concentration. 

The computer uses SDR_v38 software to convert the data and to control the system during the 

experiment. During the experiment the software received an update to SDR_v4. Before each 

run, a few parameters need to be set. The SensorVials are calibrated by PreSens before 

shipping and given a specific batch number.  A software package matching the batch number 

are downloaded from the PreSens webpage and uploaded into the software. Finally, before 

start the measurement temperature must be entered into the software. This ensures an accurate 

interpretation and conversion of the sensor read-outs. Stable temperature during 

measurements is crucial for both accuracy and data interpretation. According to Dr. Sarina 

Arain, product manager at Presens (personal email received 30.09.2016) a 3% measurement 

error must be expected if the temperature fluctuates with more than 1°C. At stable 

temperature the instrument technical data reports of a resolution of +/- 0.4% O2 with a 

precision of +/- 1% O2.  

3.6.2 Inoculum 

Inoculum is the term used for a culture of bacteria added to another solution to initiate 

biological activity.  

All fresh samples were filtered through a 0.2µm filters to remove microorganisms. The 

moment when inoculum was added gave the experiment a “time zero”. To produce an 

effective inoculum several approaches were tested using glucose solution of 10 mg C/L as 

substrate due to its high and predictable bioavailability (Maier 2010). The test of the various 
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approaches is presented in Table 3 and the results are presented in Figure 20.Filter papers 

were added to help the bacteria develop a biofilm which in theory could accelerate the 

generation of new bacteria. The experiments lasted for approximately 110 hours and were 

conducted in room temperature. The oxygen consumption rate measured between 10 and 110 

hours when the temperature was most stable were used for calculations. Inoculum 2 and 4 

yielded close to half the response compared to Inoculum 1 and was discarded. Inoculum 1 

was slightly better compared with Inoculum 3, though this could be a coincidence given the 

similar results. However due to the higher response, low standard deviation and the 

convenience of not having to use filter paper the method used to make Inoculum 1 was chosen 

for future experiments.    

Table 1.1: Different experimental designs for production of inoculum that were testes: Filter water to remove 
microorganisms except bacteria. Phosphate added to stimulate bacterial growth. Filter paper put in the water to act as a 
solid surface for which the bacteria can form biofilm. Results show the average oxygen consumption in the water after 
added the inoculum 

Inoculum 1 2 3 4 0 

Sample water Filtered, 

2.0µm 

Filtered, 

2.0µm 

Filtered, 

0.2µm 

Un-filtered Blank 

Nutrients Phosphate No Phosphate Phosphate Phosphate 

Filter Paper No Yes Yes No - 

Results 0.87 ± 0.04 

µmol/h.  

0.37 ± 0.04 

µmol/h 

0.69 ± 0.05 

µmol/h 

0.42 ± 0.05 

µmol/h 

0.02 ± 0.05 

µmol/h 

Replicates 4 4 4 4 4 

    

 

Figure 3.3: Illustrates the oxygen consumption in glucose solutions after adding different types of inoculums. 

Based on the results shown in Figure 3.3 the Method 1, outlined in Table 3.1, was selected for 

the production of inoculum. The inoculum was thus prepared as follows: 
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A sample of raw water from Langtjern was filtered through 2.0 µm membrane filter 

(polycarbonate, Isopore) to allow for bacteria to pass the filter (Maier et al, 2009) while 

removing predatory animals and microorganisms larger than 2.0 µm that could feed on the 

bacteria. This is to ensure that bacteria are the dominant organism in the inoculum. Then, 100 

mL of the filtrate was transferred to a 250 mL Erlenmeyer flask. To ensure optimal conditions 

for exponential growth, Phosphate (PO4
3-

) and Nitrate (NO3
-
) in the form of K2HPO4 and 

NH4NO3, respectively were added to a final concentration of 0.1 mM, and a headspace of 150 

mL was set to ensure that the bacteria had enough oxygen. The inoculum was incubated at 

room temperature for two days on a shaking table at medium shaking speed to ensure the 

inoculum was properly saturated with oxygen. To avoid growth of algae the solution was 

covered with aluminium foil to remove light. 

To ensure that ample bacteria were added to the samples to induce rapid degradation a volume 

of 2 mL were added during the first experiment. In the second experiment this volume was 

reduced to 250 µL in order to avoid excessive addition of organic carbon.  

3.6.3 Nutrient solution 

Adding nutrients such as phosphate and nitrate stimulate bacterial growth during 

biodegradation, thus improving signal-to-noise ratio when measuring oxygen consumption 

(Hall et al. 2008).  

PO4
3-

 and NO3
-
 are considered important nutrients for bacterial growth (Correll 1999; Elser et 

al. 2007). However in freshwater ecosystems PO4
3-

 is usually the limiting nutrient (Correll 

1999). The decision was made to only add 0.1 mM of PO4
3-

 to the samples to stimulate for 

exponential growth. 

However, results from anion analysis revealed that neither PO4
3-

 nor NO3
-
 were present at 

detectable levels in the samples. As NO3
-
 is essential for constructing bacterial cells had to be 

added to the samples in addition to PO4
3-

. Previous studies have shown that bacterial response 

is equally depended on nitrate as they are on phosphorous (Elser et al. 2007; Hall et al. 2008). 

It was therefore decided to add equal amounts of NO3
-
 and PO4

3-
 to both the samples and 

references.     

The stock solutions of nutrients were prepared in the following way: 

Dipotassium hydrogen phosphate (K2HPO4) and ammonium nitrate (NH3NO4) was dried in 

the oven at 105
o
C for 24 hours to remove any trace of water and then left for cooling in a 

exicator for an hour before weighing out the correct amount using a Ohaus Discovery semi-
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micro and analytical balance. For the first experiment a solution containing 10 mM (Kiikkilä 

et al. 2011) of phosphate was prepared by dissolving 2.282 g K2HPO4 in 1L of Type 1 water. 

For the second experiment a solution containing 10 mM of phosphate and 10 mM of nitrate 

was prepared by dissolving 2.282 g K2HPO4 and 0.8 g NH3NO4 in 1 L of Type 1 water. The 

solutions was then stored in a cold room until needed. 

3.6.4 Reference material 

With the establishment of the inoculums effect on glucose (Table 3.1 and Figure 3.3), a 

solution containing 10 mg C/L glucose became the reference of choice for future experiments 

in order to verify the presence of bacteria. Another advantage of using glucose as a reference 

is its well documented chemical properties (Blackman and Gahan 2014) and biological uptake 

(Neidhardt et al. 1990; Maier 2010; Brooker et al. 2011) which allows for a more quantitative 

analysis of bacterial response (Chapter 2.9). 

An amount of anhydrous D(+)-Glucose was first dried in an exicator for 24 hours before 

weighing the correct amount. The reference for the first experiment were prepared by 

weighing 0.05 g glucose using a Ohaus Discovery semi-micro and analytical balance and 

dissolve it in 2 L type 1 water to a concentration of 10 mg 
𝐶

𝐿
. For the second experiment the 

concentration of glucose was doubled to 20 mg 
𝐶

𝐿
 to better match the average concentration of 

carbon in the samples.  

3.6.5 Blanks 

To compensate for instrumental drift two types of blanks were applied. First a theoretical 

blank were calculated by using the temperature fluctuations during measurements and 

Henry`s law.  

KH = 
𝑝𝑂2(𝑔)

𝐶𝑂2(𝑎𝑞)

 * 
𝐿𝑤𝑎𝑡𝑒𝑟∗𝑎𝑡𝑚

𝑚𝑜𝑙𝑔𝑎𝑠
       (3.5) 

Were KH is the Henrys law constant at a given temperature, 𝑝𝑂2(𝑔)
denotes the partial pressure 

of oxygen in the atmosphere and 𝐶𝑂2(𝑎𝑞)
is the concentration of oxygen in water (Atkins and 

De Paula 2010). 

The table value of KH at standard conditions can be calculated for every given temperature 

using the following equation: 
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𝐾𝐻(𝑡) =  𝐾𝐻(298.15𝐾)𝑒
(−𝐶∗(

1

273.15+𝑡
− 

1

298.15
))

                         (3.6) 

KH(t) is the Henrys constant at temperature t, 𝐾𝐻(289.15𝐾) denotes the Henrys constant at 25
o
C, 

-C is a constant in Kelvin (NIST 2016). 

By applying Equation 3.5 to Equation 3.6 and then re-arranging Equation 3.5 to Equation 3.7, 

the concentration (
𝑚𝑜𝑙

𝐿
) of oxygen in water at any given temperature can be calculated: 

𝐶𝑂2(𝑎𝑞)
 = 

𝑝𝑂2(𝑔)

𝐾𝐻(𝑡)
                   (3.7) 

The second blank was made using vials containing Type 1 water as real blanks. For the first 

experiment the blanks were added nutrients and inoculum to account for O2 consumption 

caused by bacteria feeding on the inoculum. However, as the bacterial activity in those blanks 

resulted in loss of oxygen, those blanks could not account for instrumental drift or used to 

evaluate if there is any leakage of oxygen into or from the vials. Therefore, for the second 

experiment only pure Type 1 water were used.  
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3.6.6 Sample preparation 

The set of samples were prepared in 25 mL volumetric flasks by adding 250 µL of nutrient 

solution to each flask using an automatic pipette. A small aliquot of sample were then added 

to each flask to dilute the nutrients before adding inoculum. This was done as a precaution to 

avoid adding bacteria to a solution containing too much salt (nutrients) in fear of killing them, 

but also to ensure that an accurate volume of inoculum, nutrients and sample were mixed 

together. The flasks were then topped to the mark with sample and shaken by hand for 30 

seconds to ensure proper mixing. Aliquots of 5.2 mL were extracted from each flask using an 

automatic pipette and transferred to 5 mL sensor vials. The surplus volume in each aliquot 

ensured no headspace was formed inside the vials during sealing. The vials were then sealed 

using designated screw caps and parafilm (Figure 3.4).     

 

Figure 3.4: Proper sealing requires both the designated screw cap and a layer of parafilm to prevent leakage of oxygen in 
or out of the vial during measurements. 
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The vials were then systematically arranged on the SDR in a 4x6 grid before measurement 

(Figure 3.5). 

 
Figure 3.5: Illustration of how the vials were arranged on the SDR. All vials were sealed with parafilm before 
measurements. 

 

3.6.7 Sealing test 

Accurate measurements of the oxygen concentration in the samples depend to a large extent 

on proper sealing to avoid any gas diffusion. After the first biodegradation experiment had 

been conducted the PreSens provided a new type of screw caps for testing. According to Dr. 

Sarina Arain, product manager at Presens (personal email received 30.09.2016), these new 

caps have shown to improve the sealing. Results from tests performed at Presens are 

presented in Figure 3.6. A second test was performed at UiO comparing old caps with new 

caps and the effect of using parafilm as a precaution against leakage. Two samples of Type 1 

water were prepared in 250 mL Erlenmeyer flasks. One sample was left in equilibrium with 

atmospheric O2 while the other had the O2 content purged from the water using nitrogen gas. 

The samples were then distributed on to the SDR as outlined in Table 3.2. 

Table 3.2: Outlining how the vials were arranged on the SDR during test of sealing method. Each row contains 4 
replicates of the same sample. By comparing the results from the different rows it is possible to see how the new caps 
compares to the old caps, but also to see the effect of using parafilm as a precaution against gas diffusion.   

Row A B C D 

1 Old Cap 

O2-saturated 

Old Cap 

O2-saturated 

Old Cap 

O2-saturated 

Old Cap 

O2-saturated 

2 New Cap 

O2-saturated 

New Cap 

O2-saturated 

New Cap 

O2-saturated 

New Cap 

O2-saturated 

3 Old Cap 

O2-purged 

Old Cap 

O2-purged 

Old Cap 

O2-purged 

Old Cap 

O2-purged 

4 New Cap New Cap New Cap New Cap 
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O2-purged O2-purged O2-purged O2-purged 

5 Old Cap + 

Parafilm 

O2-saturated 

Old Cap + 

Parafilm 

O2-saturated 

Old Cap + 

Parafilm 

O2-saturated 

Old Cap + 

Parafilm 

O2-saturated 

6 Old Cap + 

Parafilm 

O2-purged 

Old Cap + 

Parafilm 

O2-purged 

Old Cap + 

Parafilm 

O2-purged 

Old Cap + 

Parafilm 

O2-purged 

 

The results of this test are presented in the Table 3.3 below. Before calculating the average of 

each row, the values were standardised by calculating the Z-score: 

Z = 
𝑋− 𝑋̅

𝑆𝐷
                  (3.8) 

Z is the standardised value, X denotes the measured value, 𝑋̅ denotes the average value of all 

the measurements and SD is the standard deviation of the population of measurements 

(Moore et al. 2012). Standardisation is a linear transformation that transforms the data to fit a 

standard scale of z-score with a mean of 0 and a standard deviation of 1. With all the values 

centred on x = 0 helped to clarify which sample had a net increase or net decrease in oxygen 

content during the measurements.    

Table 3.3: The results from the sealing test presented as Z-scores. The values measured after 5 hours when the 
temperature had stabilised and again after 40 hours at the end of the measurements. 

Row Z-score (5h) Z-score (40h) ΔZ Standard Deviation 

1 8.56 -11.1 -19.66 0.15 

2 0.64 -4.25 -4.89 0.59 

3 -50.88 48.80 99.68 0.10 

4 -56.32 58.57 114.89 0.13 

5 5.08 -6.74 -11.82 0.85 

6 -5.58 4.69 10.27 0.42 

 

By comparing the results from Row 1 to Row 5 and the results from Row 3 to Row 6 

presented in Table 3.3 demonstrate that using parafilm as a precaution against gas diffusion 

gives an improvement in signal-to-noise ratio with ΔZ-values closer to zero (little net gain or 

loss of oxygen during measurements). Using the new caps compared to the old gave mixed 

results with a clear improvement with oxygen saturated water (Row 1 vs Row 2) and 

somewhat poor results for the water sample purged of oxygen (Row 3 vs Row 4). A similar 

test was conducted by PreSens of the new caps before they were delivered to UiO and the 

results that were kindly provided (Figure 3.6) illustrates that the new caps provides the vial 

with significant better sealing. 



57 
 

 

Figure 3.6: Test results comparing old and new caps. On the x-axis h is an abbreviation to hours and on the y-axis % a.s. 
denotes the present air saturation (alternative measurement unit in the Presens software)   Courtesy of Dr. Sarina Arain, 
PreSens GmbH, Germany. Used with permission. 

3.6.8 Temperature control 

Once properly sealed the samples were put inside an incubator with temperature set to 18°C 

to ensure stable temperature during measurements. The PreSens instrument measures and log 

the temperature in the samples and uses this to calculate the concentration of oxygen. This 

makes the experiments particular sensitive to temperature fluctuations (Figure 3.7) and 

necessitates the use of an incubator. For the first experiment two different incubators were 

used. For the first half of the samples the biodegradation were conducted inside a Samsung 

Compression Refrigerator with a glass panel door (Figure 3.8). For second half of the samples 

a Termaks KBP-6395F Environmental Chamber with an isolated metal door were used with 

temperature set to 18
o
C (Figure 3.9). 

There were some technical difficulties with both incubators. The Samsung refrigerator was 

unable to maintain a stable temperature at its maximum settings of 18°C (Figure 3.8). 

Fluctuations in temperature caused similar variations in signal output, thus making it more 

difficult to separate oxygen consumption due to bacterial activity from noise caused by the 

fluctuation.   The experiment where therefore moved to be conducted inside the Termaks 

incubator. Termaks had previously experienced several technical breakdowns which lead to 

the removal of the cooling element used to lower the temperature inside. As a result the 

incubator were placed inside a cool room (t < 15°C) to allow for measurements at 

temperatures below that of normal room temperature. However, the incubator was unable to 

maintain a stable temperature at the correct settings (Figure 3.9).  As a result a third incubator 
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(INCU-Line IL 56 Prime) was acquired (Figure 3.10). The temperature set for the experiment 

was also changed to 25ºC as this is the temperature at standard conditions for determining 

physicochemical constants for various compounds. By performing the experiment under 

standard conditions it is possible to use the results as a reference for later experiments 

performed under non-standard conditions for example when mimicking natural conditions.  

 

Figure 3.7: Illustrating how the temperature is causing fluctuation in the signal output. These measurements were 
performed without an incubator.  

 

 

Figure 3.8: The Samsung refrigerator manages to keep the temperature approximately at the pre-set temperature of 
18°C. However, significant temperature fluctuation could affect the stability of the signal output. 
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Figure 3.9: A dedicated environmental chamber provides with the most stable temperature, but technical difficulties 
prevented the temperature reaching 18 ºC. 

 

 

Figure 3.10: The combination with increased temperature, better sealing and adding more nutrients gave a much 
improved response in the signal output. The glucose solution in this experiment was doubled from 10 to 20 mg/L to 
match the average TOC-values of the samples. 

When comparing the results presented in Figure 3.8 and 3.9 with Figure 3.10 it appears that 

the new approach has improved the signal output. When correlating the oxygen consumption 

in Figure 3.10 with the bacterial growth curves in Figure 2.15 and 2.16, Figure 3.10 illustrates 

in the beginning of the measurements a clear lag phase where the signal creates a flat line. 

This is where there is little to no oxygen consumption. Then follows a clear transition to 

exponential growth that rapidly consumes the oxygen in the vials. In Figure 3.8 and 3.9 the 
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response is more ambiguous. After the temperature has stabilised there is an apparent lag 

phase, but it is not represented as a straight line. Instead there is a gradual decent that slowly 

increases in steepness with a weak transition to what is supposed to be exponential growth, 

but the steepness is to shallow. The lack of an exponential curve in Figure 3.8 and 3.9 is most 

likely due to oxygen diffusing into the vials from the surrounding air as the concentration of 

oxygen inside the vials is reduced (see Table 3.2 and 3.3 and Figure 3.6). As oxygen diffuses 

into the vials it replaces the oxygen consumed by the bacteria thus reducing the signal output. 

The effect is a curve with a shallow steepness that does not represent the actual oxygen 

consumption rate. The end result is a perception of very low bioactivity and that the samples 

are poorly biodegradable. 

An interesting observation is the large variation in lag time between the identical replicates of 

the reference samples (Figure 3.10) detected using the optimum experimental design. This 

emphasise the importance of assessing the data from each replicate individually and detecting 

at which time during the degradation the number of bacterial cells reach a sufficiently high 

number to induce exponential growth. As mentioned in Chapter 2.9 this number is on average 

10
6
 cells pr. mL (Maier et al. 2009). The cause for this variation is probably that the inoculum 

is added as a volume and not as a known number of cells. It is therefore impossible to ensure 

that each vial receives the same number of bacteria. By ensuring proper sealing to avoid 

diffusion of gas it becomes easier to detect when exponential growth begins and separating it 

from the lag time. This makes it easier to apply Equation 3.1 and calculate RR during 

exponential growth. 

The improvement in results by using the optimum approach compared to initial experimental 

design is further appreciated when assessing at the differences between real blanks and 

theoretical blanks used to test: 1) the stability of the temperature; 2) the effect of adding 

bacteria to the blanks and; 3) if the vials were properly sealed. The results are presented in 

Table 3.4. The effect of incubating the sample at 25°C compared to using no incubator at all 

is clear with a much less fluctuation in the signal. When comparing the response in Samsung 

and Termaks the addition of inoculum to the blanks makes it impossible to determine if there 

is any leakage as the oxygen is consumed. The large differences in response between the two 

measurements are also a testament to the inconsistencies generated by the addition of an 

unknown number of bacteria. Given that the difference between the real blank and the 

theoretical blank in the INCU-Line is so small it could be argued that the use of a real blank is 
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un-necessary, however more experiments are needed to be performed before this is 

confirmed.    

 

Table 3.4: Results from testing the effect of using different temperatures and incubators in the biodegradation 
experiment. RR denotes respiration rate. 

Incubator Blank, RR Flux (min-

max) 

Theoretical 

Blank, RR 

Flux (min-

max) 

ΔBlank, RR 

No 

incubator 

(20-21°C) 

0.02 2 -0.02 3.2 0.04 

Samsung 

(18°C) 

0.14 3.9 0.02 0.7 0.12 

Termaks 

(~17°C) 

0.25 10.5 -0.003 0.2 0.253 

INCU-Line 

(25°C) 

-0.0006 0.8 -0.007 0.4 0.0064 
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3.6.9 Summary 

A summary of the experimental set-up and conditions used for the initial and optimized 

approaches to biodegradation assays are presented in Table 3.5. 

Table 3.5: Summary of experimental set-up for initial and optimized biodegradation measurements. 

Parameters Initial approach Optimized approach 

Software SDR_v38 SDR_v4.0.0 

Measurement temperature 18°C 25°C 

Incubator Samsung Compression 

Refrigerator, Type 1 

+ 

Termaks KBP-6395F 

Environmental Chamber 

INCU-Line IL 

56 Prime 

Sealing Carl Roth PTFE coated, 

silicone rubber septum 

Screw caps 

+ 

Parafilm 

Carl Roth TY89.1 PTFE grey 

Screw caps 

+ 

Parafilm 

Blank control Type 1 water 

+ 

Inoculum 

+ 

0.1mM Phosphate 

Type 1 water 

Reference D(+)- Glucose 

10 
𝑚𝑔 𝐶

𝐿
 

D(+)- Glucose 

20 
𝑚𝑔 𝐶

𝐿
 

Nutrients 0.1 mM phosphate 0.1 mM Phosphate 

+ 

0.1 mM Nitrate 

Inoculum 2 mL  250 µL 

Measurement Sequentially from sample 1 

to sample 26 

In batches of 4 samples at the 

time. Each batch contains 

samples with similar TOC-

values. 
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3.7 Calculation and statistics pertaining to the episode study 

3.7.1 Analysis of correlation 

In order to investigate any correlation between the different parameters measured in the 

different samples, the Pearson correlation coefficient, R
2
 and test of significance, P were 

calculated. The choice of correlation coefficient was made based on determining any linear 

relationship between the parameters as they changed during the episode and to see if it could 

be correlated with changes in the respiration rate during biodegradation.  

3.7.2 Determine statistical significance.  

To determine if there is any significant changes in the parameters measured during the 

episode a two sample t-test comparing S1-S12 with S13-S25 is performed. The division 

between samples was selected based on Figure 4.9 in Chapter 4.4 that illustrates an increase 

in TOC after S12. An F-test is conducted before the t-test to check if the variance in each 

sample pool is equal or unequal. This ensures that the right form of t-test is performed.    
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4. Results and discussion 
In the following discussion, the results will be presented sequentially starting with a general 

description of the captured storm flow episode and how the changes in hydrological flowpaths 

through the watershed influence the chemical characteristics of the water in the stream. 

Following this, the fluctuations in chemical and structural characteristics of DNOM over the 

discharge episode will be presented and discussed in correlation with existing theories 

regarding natural processes governing the quality and quantity of SOM and DNOM. There 

next, the results from biodegradation will be examined quantitatively and qualitatively before 

finally correlating these results with its solution- and intrinsic properties with the aim of this 

assessment is to identify natural processes that may significantly influence the 

biodegradability of DNOM.   

4.1 Storm flow episode. Weather conditions and flow characteristics   
The storm flow episode occurred in the midst of summer between 24.08.15 and 26.08.15. The 

average air temperature during that month was about 13°C, fluctuating between a maximum 

temperature of 20.6°C during daytime and a minimum temperature of 3.7°C at night. Prior to 

the episode the area had received little or no rain for 20 days. The area was thus relatively dry 

with little or no moisture in the top soil. In the stream in which samples were collected the 

flow had stagnated completely with the water level being only a few centimetres deep (Figure 

4.1). The water had a strong dark yellow to brown colour. The first sample was collected at 

mid-day on the 24
th

 at13:00, about 4 hours before the rain started and the water level began to 

rise in the stream. 

The rain started rather abruptly around hr. 17:00, causing the water levels to rise within the 

hour (Figure 4.2), followed by a steady increase until peaking 28 hours later on the 25
th

 at 

21:00 (Figure 4.2 and 4.3). The short time lag (flashiness) between rainfall and water increase 

in the stream reflects the short travel distance for the soil water before it reaches the 1
st
 order 

stream, but could also indicate that the soil has high permeability, allowing for rapid transport 

of water through the soil matrix. Figure 4.4 illustrates how the changing flow in the stream 

affects the concentration of silica. In between two storm flow events there is often a dry 

period of some duration where there is little or no water transported through the soil matrix 

(Figure 2.10).  Under these conditions the concentration of silica increases due to weathering. 

During flash floods the silica is flushed out from the soil and into rivers and streams causing 

significant fluctuations in concentration that can be monitored, thus making silica suitable as a 

tracer for determining the contribution of ground water to the stream water flow (Hornberger 
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et al. 2001). As the flow starts to intensify, the Si concentration begins a slow increase as 

soluble silica build up in the mineral soil through weathering since the last episode and is 

flushed out from sequentially shallower mineral soil horizons and transported to the stream. 

About 20 hours into the episode, the concentration makes a sudden jump to its peak 

concentration likely due to “piston effect” or i.e. “plug flow”. This jump is characteristic of a 

plug flow effect caused when the flow velocity is high enough to prevent dilution by 

molecular diffusion (Hiscock 2011), thus conserving the higher concentration in a body of 

water moving forward. This creates a sharp front where water containing higher concentration 

replaces water with lower concentration (Appelo and Postma 2010). When the front reaches 

the sampling point, it is registered as a sudden peak in concentration. 

After peaking, the concentration decreases rapidly indicating the water that replenishes the 

soil water is from peats and organic forest floors. This soil water has not been in contact with 

mineral soil and is thus poor in Si (Hornberger et al. 2001). Figure 4.5 illustrates the drop in 

Si concentration by showing a typical clockwise (CW) loop as the concentration is generally 

higher before the flow peak than after.  

 Figure 4.1 and 4.2: Photographs showing the water level before the episode (left) and at flow peak (right). Note the   
instrumental set-up with autosampler.  
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Figure 4.3: Graph illustrating precipitation and water level in the stream during the episode. Stage = water level in the 
stream. 

 

Figure 4.4: Changes in silica concentration during the episode. Note the concentration peak followed by a rapid decrease 
in concentration. 
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Figure 4.5: Changes in silica concentration related to changes in stream 
discharge. The graph illustrates a typical clockwise (CW) hysteresis 
loop. 
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4.2 Electrical Conductivity (EC) and Total organic carbon (TOC) 
Conductivity was measured in all of the samples at the time of collection. Because 

conductivity measurements were used to select which samples to bring back to the lab and 

which to be discarded, more samples were measured in the field than in the lab. In Figure 4.6 

the samples selected for further analysis are marked and labelled with abbreviates S1-S26 for 

Sample 1- Sample 26. As the water level started to raise so did the conductivity (Figure 4.6). 

At this stage there were no overland flow indicating that anions and cations are dissolved in 

the soil water and transported through the soil matrix to the sampling site. TOC seems to 

follow the same trend as the conductivity (Figure 4.7) indicating they both originate from the 

same source, i.e. the top organic rich layer of the soil and peats (Chapter 4.1). This explains 

the observation that neither the conductivity nor TOC follow the same concentration pattern 

as silica, but having a concentration peak arriving several hours later and more in conjunction 

with the peak in water level. EC and TOC also display a strong statistical correlation (R
2 

= 

0.98, P < 0.05) indicating that using EC-measurements as a proxy for DNOM is a reliable 

method.  

 

Figure 4.6: Graph illustrating changes in conductivity during the episode. Both field measurements (black line) and lab 
measurement (grey line) are shown. Note when the samples were collected. 

 

Figure 4.7: Graph illustrating how TOC changes during the episode. Note the similarities in peak concentration between 
TOC and conductivity (Figure 4.6).  
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4.3 pH 
Results from pH measurement are presented in Figure 4.8 and illustrate three distinct shifts in 

value. In the beginning of the episode the pH remains relatively stable around 4.8 until 

influenced by piston (or plug) flow as described in Chapter 4.1. Rainwater in equilibrium with 

atmospheric gases have a pH around 5.6 (Appelo and Postma 2010). As the plug flow is 

caused by increase in precipitation, water flushes through the soil and in the process washes 

out soil water containing weathering products that has accumulated since the last rain storm. 

This pool of weathering products consists of soluble oxides and carbonates that consume the 

acidity upon dissolving and elevating the pH in the soil water (Chapter 2.4.1). This is evident 

from the sudden decrease in acidity correlating with peak concentration in silica (Figure 4.4) 

(R
2
 = 0.97, P < 0.05). After the plug flow effect acidity increases rapidly. The increase is in 

conjunction with increasing TOC (Figure 4.7). By recalculating pH to the concentration of 

H
+

(aq) and correlate with measured TOC-values it becomes evident that pH is governed by 

DNOM (R
2
 = 0.92, P < 0.05). This is consistent with previous reports (Garmo et al. 2016) 

stating that the pH at Langtjern are kept at a natural low level due to a high content of humic 

matter.     

The following discussions primarily focus on results obtained from samples filtrated through 

0.2µm filters. This procedure was necessary in order to remove innate bacteria, sterilizing the 

sample for the biodegradation study. Chemical analyses of the filtrates revealed elevated 

concentrations of Cl
-
 and Ca

2+
 combined with lower concentrations of TOC in samples 7, 18, 

23 and 26. This is consistent with contamination from tap water used to create vacuum during 

filtration. An analysis of the tap water using ICP-OES and IC revealed high concentrations of 

precisely Cl
-
 and Ca

2+
. These samples were therefore omitted from the results and instead 

presented only in Appendix.  

 

Figure 4.8: Graph illustrating changes in pH as water level increases. A peak is observed correlating with plug flow. 
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  4.4 Total Organic Carbon 
The concentration of organic carbon in each sample after filtration on 0.2µm is presented in 

Figure 4.9. The standard deviation between replicates is shown as error bars.  

The figure illustrates an over 50% increase in TOC-loading into the stream as the rainstorm 

persists. A two sample t-test assuming equal variance determines there is a significant change 

in the amount of organic carbon during the episode (tcalculated = 9.5 > ttable = 1.7, P < 0.001). 

This increased loading of organic matter is strongly correlated with increasing water 

discharge (R
2
 = 0.73, P < 0.05). However, since an increase in water content would only 

dilute the content of DNOM the increased concentration of TOC is a sign of a shift in flow 

paths that incorporates the upper organic rich soil horizons. Hysteresis analysis of TOC is 

presented in Figure 4.10 and illustrates a regular clockwise loop indicating the concentration 

is lower after the flow peak compared to before due to a slow replenishing of organic matter 

in the soil (Hornberger et al. 2001). Figure 4.11 illustrates hysteresis of the amount of CDOM 

and presents a more ambiguous picture indicating that the source of colour is not just the 

amount of organic carbon but may be due to changes in structural characteristics of organic 

molecules, chemical composition of organic matter (auxochromes) or perhaps influence from 

inorganic compounds such as iron (Fe) or aluminium (Al).  

 

Figure 4.9: Graph illustrating how TOC increase during the episode. 
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Figure 4.11: Hysteresis of CDNOM presents a more ambiguous graph indicating it’s not only the amount of organic 
carbon that is affecting the colour in the stream. 
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Figure 4.10: Hysteresis of TOC illustrating a typical clockwise (CW) loop. 
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4.5 Charge distribution of anions and cations 
Overall, the ionic strength of the stream water is quite low and similar to concentrations found 

in rainwater (Appelo and Postma 2010). Several ions were either below limit of detection 

(LOD) or below limit of quantification (LOQ). Ions below LOQ are presented in Appendix. 

Figure 4.12 illustrates the charge balance of the cations above LOQ and is coupled with the 

charge contribution from DOC-[A
-
] and H

+
. DOC-[A

-
] was the only anion detected above 

LOQ and therefore is the only anion in the samples that can be reliably quantified. The charge 

contribution from organic acids dominates in the samples and increases steadily as the water 

level rises. At the same time there is an increase in the concentration of H
+
 making the water 

more acidic. The pH in the samples was after filtration on 0.2µm compared with samples 

filtrated through 0.45µm. This comparison revealed that the pH in the samples had increased 

somewhat after being filtrated on 0.2µm. However, the correlation between TOC and pH 

remains strong (R
2
 = 0.90, P < 0.05) after filtration and the reason for elevated pH after 

filtration is most likely the removal of organic matter. It is therefore more likely that the 

model used to calculate DOC-[A
-
] is somewhat sensitive to fluctuations in pH thus giving low 

DOC-[A
-
] at low pH and high DOC-[A

-
] at high pH. This will affect the overall charge 

balance between DOC-[A
-
] and cations after filtration as organic matter is retained in the 

filter. Figure 4.14 illustrates heavy staining of the 0.2µm filters as organic matter is retained. 

This also affected conductivity resulting on average a 10% reduction in the electrical 

conductivity compared to samples filtrated at 0.45µm. This is most likely due to loss of 

DNOM and sub sequentially loss of H
+
. 

Figure 4.13 illustrates how the relative charge contribution of each ion in the samples changes 

during the episode. The concentration of Ca
2+

 and Mg
2+

 remains stable as these ions are 

strongly ion exchanged and easily bound to organic matter and thus more associated with 

SOM and DNOM. Meanwhile there is a steady decline in Na
+
 indicating the ion is flushed 

from the soil. This is probably due to its high diffusion coefficient preventing the ion to 

precipitate. Na
+
 is only weakly ion exchanged which allows it to move more or less freely 

through the soil and as a consequence is rapidly removed. Ca
2+

 remains the dominate cation in 

most of the samples but is matched by H
+
 in samples 16-25 collected during peak flow. This 

can have a significant effect on the diffusion coefficient of humic acids (Wang et al. 2001). 

This allows for the positively charged Ca
2+

 to interact with humic matter causing compaction 

of the humic molecules thus making DNOM less soluble and thereby less mobile. As the 

concentration of Ca remains stable throughout the episode the diffusivity and therefore 
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transport of humic matter through the soil is controlled by the prevailing flow path of 

rainwater flushing through the soil.          

 

 

Figure 4.12: Illustrating change in conductivity and the charge balance of the major cations and organic acids. 

 

 

Figure 4.13: Illustrating the relative change in conductivity and the major anions and cations. 
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Figure 4.14: Picture of 0.2µm filters before (right) and after (left) filtration. 

 

4.6 Aluminium and iron 

The concentrations of Al and Fe in the stream water during the discharge episode are 

presented in Figure 4.16. Al and Fe are of particular interest in DNOM studies because of 

their ability to form chemical bonds with humic matter and thereby changing the chemical 

and optical  properties of DNOM (Alberts 1982; Perdue and Lytle 1983; Hessen and Tranvik 

1998; Ohno et al. 2007; Rahman et al. 2010; Xiao et al. 2015). In oxygen rich surface waters 

such as the conditions at Langtjern where the pH fluctuate between 4 and 5 both Fe and Al 

exist primarily as trivalent hydroxides such as Fe(OH)3 and Al(OH)3 (Waychunas et al. 2005; 

Appelo and Postma 2010; VanLoon and Duffy 2011). In this form they have the ability to 

form multidentate complexes with organic molecules called chelates (He et al. 2005; Ohno et 

al. 2007; Appelo and Postma 2010). Chelates tend to form a ring structure which encapsulate 

the metal ion and act as a carrier. This could have a significant effect on the biological uptake 

of organic matter (Nierop et al. 2002; He et al. 2005; Appelo and Postma 2010). If the 

encapsulated metal ion is of a toxic nature to microorganisms such as mercury (Hg), lead (Pb) 

or cadmium (Cd) to name a few, the DNOM also becomes toxic thus inhibiting 

biodegradation. However, if the metal ion has a nutritious value such as Fe, Mn or Mg to 

name a few, chelation could enhance the bioavailability of DNOM.        

In waters containing both elements there will be a competition on which element to form 

metal-organic complexes. To which degree Al or Fe bind to DNOM depends on the structure 

and chemical properties of the organic molecules in the DNOM pool, but a study have shown 

that pH and the metal- to- DOC concentration ratio (M/C-ratio) will to a large extent dictate 

which of the two elements that are most likely to form chemical bonds with humic matter 

(Nierop et al. 2002). In samples collected from Langtjern the M/C-ratio are on average 0.02. 

According to Nierop et al. (2002) this will favour Al to form complexes with DNOM. A 

regression analysis of the data supports this with stronger correlation between TOC and Al 
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(R
2
 = 0.82, P < 0.05) than between TOC and Fe (R

2
 = 0.47, P < 0.05). This is illustrated in 

Figure 4.16 where Al and TOC follow roughly the same trend by showing an increase in 

concentration as the water level rises while Fe is more or less just flushed from the soil. In 

fact, Fe is exhibiting the strongest correlation with SiO2 (R
2
 = 0.76, P < 0.05) both measured 

on samples filtrated at 0.45µm. As mentioned earlier in Chapter 4.1, weathered SiO2 is 

flushed from the soil thus exhibiting a clockwise hysteresis loop. This implies that iron exists 

primarily as colloidal iron hydroxides exhibiting little chemical interaction with neither 

DNOM nor other ligands except hydroxide in the samples (Waychunas et al. 2005) but is 

instead subjected to transport during high flow (Wigginton et al. 2007). Figure 4.17 illustrates 

hysteresis loops of both elements. Both iron and aluminium display a clockwise loop, 

although the loop for aluminium appears somewhat irregular. This indicates the concentration 

is lower after the flow peak than before. However, as iron is steadily decreasing throughout 

the episode aluminium increases, thus making a loop that is not very unlike the hysteresis 

loop of TOC illustrated in Figure 4.10. While the hysteresis of Al can be explained by its 

complexation with DNOM, the concentration of Fe is largely independent of organic matter. 

During low flow the stagnant conditions in bog water and the deep soil consumes O2 thus 

creating reducing conditions. In such conditions iron exists as Fe
2+

 which is easily mobilized 

in the soil water. However, during high flow oxygen rich water from the top soil percolates 

down and flushes out the stagnant water containing Fe
2+

 while oxidizing the remaining iron to 

Fe
3+

 which is less mobile thus retained in the soil. This is why the highest concentration of 

iron can be seen in the beginning of the episode during the piston effect. 

A two sample t-test assuming unequal variance determines there is a significant change in the 

amount of iron (tcalculated = 4.1 > ttable = 2.1, P < 0.001) and aluminium (tcalculated = 6.1 > ttable = 

2.1, P < 0.001) during the episode.    
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Figure 4.17 a,b: Hysteresis of iron (left) and aluminium (right) both display a clockwise loop, however as iron is steadily 
decreasing through the episode aluminium is increasing. 
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Figure 4.16: Column diagram illustrating the flux of iron and aluminium in relation to total organic carbon. 
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4.7 Structural characterization of DNOM 
The ability of DNOM to influence the water physical and chemical characteristics, and 

thereby the aquatic ecosystem, is depended not only on the concentration but also the physical 

and chemical characteristics of the organic molecules found in the DNOM. In the following 

section results from UV-Vis absorbency and EEM are presented in relation to the total 

organic carbon (TOC) content in the samples presented in Figure 4.9. From these results it is 

possible to determine some of the structural characteristics by applying mathematical methods 

described in literature. Finally these characteristics will be statistically correlated with 

observed effects the increasing DNOM loading have on water quality. 

 

4.7.1 UV-/Vis absorbency 

The values of E2/E3-absorbance ratio of the samples from the episode study are presented in 

Figure 4.18. A two sample t-test assuming equal variance show that there is a significant 

change in E2/E3-values during the episode (tcalculated = 13 > ttable = 2.1, P < 0.001). 

E2/E3 is negative correlated with molecular weight and aromaticity, thus an increase in values 

indicate a reduction in the numbered-average molecular weight of the organic compounds in 

the sample and also a lower percentage of aromatic rings (Peuravuori and Pihlaja 1997). As 

illustrated by Figure 4.18, the values of E2/E3 remains at a stable level until sample 10 when 

the values begin to increase.  As illustrated in Figures 4.4 and 4.18-4.20 the plug- flow effect 

described in Chapter 4.1 occurred right before sample 10 were collected. Therefore all 

samples collected from this point represent “new” soil water derived from precipitation 

replacing the “older” water that has been residing in the soil for duration of time. This effect 

is perhaps better illustrated by incorporating the E2/E3-values in models (Equation 3.1 and 

3.2) by Peuravuori and Pihlaja (1997) to calculate the numbered- average molecular weight 

and the percent of aromaticity presented in Figure 4.19 and 4.20 respectively. 

The significant changes in E2/E3-ratio are further supported by fluctuations in sUVa, sVISa 

and SAR presented in Figures 4.21, 4.22 and 4.23 respectively. A two sample t-test concludes 

that there is a significant change in both sUVa (tcalculated = 7.7 > ttable = 2.1, P < 0.001) (unequal 

variance), sVISa (tcalculated = 9.4 > ttable = 2.1, P < 0.001) (equal variance) and SAR (tcalculated = 

13 > ttable = 2.1, P < 0.001) (unequal variance) during the episode. For sUVa and sVISa the 

limit of detection and limit of quantification in the determination of TOC are illustrated as 

horizontal lines while the standard deviation are presented as error bars. 
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As sUVa reflects the degree of aromaticity the values illustrates a gradual reduction in the 

average number of aromatic compound over the discharge peak. At the same time sVISa is 

also reduced in the same samples indicating a shift towards lower molecular weight 

compounds over the peak of discharge. This is also reflected by an increase in SAR over the 

discharge peak. As higher values of SAR are indicative of LMW compounds it is also 

consistent with an increase in oxygen content which is expected with smaller organic 

molecules (Chapter 2.10.1). In Chapter 2.1 SOM were described as the decomposition of 

organic compounds into increasingly smaller molecules by both biotic and abiotic degradation 

processes. As time passed the more degraded SOM would be buried in the deeper soil 

horizons while fresh SOM accumulated at the top of the soil profile. Based on this model the 

opposite response of what is illustrated in Figures 4.18-4.23 would occur because the DNOM 

characteristics down through a soil profile decrease in aromaticity and MW. However, the 

area surrounding the stream in which the samples were collected there are several patches of 

peat containing DNOM with high aromaticity and MW compared to the mineral soil 

(Aitkenhead et al. 1999; Kononova 2013). The response of increasingly smaller molecules 

with less aromaticity can thus only be explained by a shift in the main contribution of runoff 

to the stream. At low flow the peat provides the largest contribution of DNOM while at high 

flow DNOM from the mineral soil starts to dominate which contains smaller compounds 

containing less aromaticity. Similar results have been obtained in another episode study 

(Austnes et al. 2010) showing an increase in E2/E3-ratio and a reduction in sUVa during an 

rainstorm in peatland.  

As LMW compounds tends to be less hydrophobic than HMW compounds an increase in 

solubility is expected thus elevating the DOC-concentration over the discharge peak in the 

water. There is also a reduction in pH while at the same time there is a steady increase in 

DOC concentration. This indicates that it is the organic acids themselves that are making the 

water more acidic. This interaction is further explained in Chapter 4.3.  

The slope ratios, SR were practically constant throughout the episode with an average value 

of 0.71 ± 0.005. Such low values is associated with CDNOM subjected to dark aerobic 

microbial alteration consistent with DNOM-rich wetlands and forest areas (Helms et al. 

2008a). The only deviation is Sample 2 with a SR = 1. This is most likely explained by direct 

dilution with rainwater as this sample was collected during heavy rain but before any 

significant supply of soil water into the stream.  
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Figure 4.18: The changes in the absorbance ratio E2/E3 is indicating a reduction in both molecular weight and the degree 
of aromaticity as the storm-flow episode persists. 

 

   

 

Figure 4.19: The drop in number-averaged molecular weight indicate a shift towards a higher proportion of LMW 
compounds in the stream. 
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Figure 4.20: Accompanying the higher proportion of LMW DNOM illustrated in Figure 4.19 there is also a reduction in the 
percent of aromaticity. 

 

 

Figure 4.21: sUVa is reflecting the degree aromaticity of DNOM. The gradual shift towards lower values is consistent with 
findings from other analytical methods. 

 

 

 

 

 



80 
 

 

 

Figure 4.22: Absorption in the visual spectre reveals a shift towards LMW compounds. 

 

 

Figure 4.23: Inversely correlated with MW and condensed aromatic rings, higher values are indication more LMW 
compounds and an increase in oxygen content. 
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4.7.2 UV-/Vis- Fluorescence Excitation-Emission Matrix (EEM) spectra 

The fluorescence EEM spectrum for each sample is presented in Appendix (Chapter 8.3.2). 

The peaks used for further calculations were extracted using software and corrected for inner 

filtering (Ohno 2002). The fluorescence index, FI and the freshness index, β:α were calculated 

by method described in literature (Fellman et al. 2010) and are presented in Figure 31 and 32 

respectively. Each EEM spectra is mainly dominated by two distinct peaks designated Fulvic 

(λex= 240-245nm, λem= 444-458nm) and Humic (λex= 335-345nm, λem= 444-458nm). The 

peak designated bioavailable proteins (λex = 270-280nm, λem=304-368nm) (Fellman et al. 

2010) exhibit very low intensity and due to the poor signal-to-noise-ratio is exempted from 

further analysis. The excitation and emission wavelengths and the intensity of the humic and 

fulvic peaks are presented in Table 4.1. The intensity is also presented in Figure 4.24 to 

illustrate how the amount of each size fractions is fluctuating during the episode. The fulvic 

fraction dominates in all samples and increasing as the episode intensifies. This is consistent 

with sVISa and SAR presented in Figure 4.22 and 4.23 respectively, showing an increase in 

the relative amount of LMW compounds over the discharge episode. The humic fraction 

remains at a more constant level throughout the episode although both fractions fluctuate in 

intensity. The most likely explanation for these fluctuations is as described in Chapter 4.7. 

The contribution to runoff is shifted from peat during low flow that contains DNOM 

characteristic of high MW and aromaticity to mineral soil during high flow containing 

DNOM of lower MW and is less aromatic. This fluctuation is even more pronounced when 

examining the fluorescence index (FI) and freshness index (α:β) in Figure 4.25 and 4.26 

respectively. A two sample t-test reveals there is a significant change in both fluorescence 

index (tcalculated = 4.9 > ttable = 2.1, P < 0.001) (equal variance) and freshness index index 

(tcalculated = 6.5 > ttable = 2.1, P < 0.001) (equal variance) during the episode. As described in 

Chapter  2.10.2, the FI is primarily used to differentiate between two sources of DNOM, 

microbial derived and terrestrial derived with higher values of FI (~ 1.8-1.9) indicating 

microbial and lower values (~1.2) indicating terrestrial (McKnight et al. 2001; Fellman et al. 

2010). The FI values in Figure 4.26 are fluctuating between 1.37 and 1.80, and do so in a 

rather erratic pattern with no consistent trends of increase or decrease. This indicates that the 

contribution of microbial and terrestrial derived DNOM remains the same independent 

weather the DNOM is from peat or mineral soil. The average FI-value of the samples is rather 

high at 1.57 with several peaks approaching 1.80 while none is in the range of 1.2. This 

indicates that there is a high microbial activity in the soil producing a constant supply of 

microbial derived DNOM. This could have a significant effect on the further bioavailability of 
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DNOM as microbial processing increase the degree of humification (Wickland et al. 2007) 

which incorporates loss of labile compounds and an increase in oxygen content (VanLoon and 

Duffy 2011). As the labile fraction of DNOM is consumed, the recalcitrant fraction left 

behind exhibits a more uniform chemical characteristic affecting the chemical diversity of the 

DNOM pool (Wickland et al. 2007) and could explain the rather uniform FI-values and the 

values of sUVa, sVISa and SAR in the beginning of the episode (S1-S9). 

The freshness index illustrated in Figure 4.25 is exhibiting the same erratic fluctuation pattern 

as the fluorescence index, but with a marked increase in average values beginning in sample 

12 and peaking in sample 16- 19. This peak in freshness is consistent with increasing water 

level reaching the upper layers of the soil where the more recently derived organic matter 

resides. Due to the younger age it is expected that organic matter leaching from the upper soil 

horizons has not been subjected to the same extensive degradation as organic matter from the 

lower soil horizons and by extension should contain more labile compounds, exhibit less 

aromaticity and contain a higher 
𝐻

𝐶
 – ratio. This hypothesis is partly supported by the dataset. 

sUVa and the E2/E3-ratio show a reduction in aromaticity and an increase in SAR which is 

consistent with a lower content of condensed aromatic rings. The increase in DOC (Figure 4.7 

and 4.9) could signify an increase in hydrophilic functional groups causing increased 

dissolution but the high content of fulvic acids is the most likely explanation given the high 

solubility of this particular fraction. This will also have an effect on SAR as fulvic acids is 

smaller in size and have in general a higher oxygen content. The high FI accompanying the 

freshness index indicate that even this comparatively young pool of organic matter has been 

subjected to extensive microbial alteration before it is transported to the stream.  

Table 4.1: Relative peak intensity normalized for the concentration of organic matter and the location of the peaks in the 
fluorescence spectra based on the excitation and emission wavelengths. 

Sample 

Number 

Fulvic peak Humic peak Peak 

Ratio 

Ful/Hum 
λex λem 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦

𝑇𝑂𝐶
 

λex λem 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦

𝑇𝑂𝐶
 

S1 245 456 4.6±0.11 340 456 2.6±0.11 1.8 

S2 240 458 3.2±0.13 335 458 2.2±0.13 1.4 

S3 245 454 3.5±0.28 340 452 2.3±0.28 1.5 

S4 245 456 3.5±0.12 335 454 2.3±0.12 1.5 

S5 240 454 3.8±0.06 340 456 2.3±0.06 1.6 

S6 240 452 3.7±0.18 340 458 2.3±0.18 1.6 

S8 245 450 3.5±0.11 345 458 2.2±0.11 1.6 

S9 240 456 3.7±0.08 345 444 2.2±0.08 1.6 

S10 245 456 3.4±0.21 345 458 2.2±0.21 1.5 

S11 240 458 3.7±0.02 340 456 2.1±0.02 1.7 
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S12 240 444 3.5±0.24 345 454 2.1±0.24 1.7 

S13 240 458 3.3±0.40 340 458 2.0±0.40 1.6 

S14 245 456 3.4±0.29 340 450 2.1±0.29 1.6 

S15 240 456 3.9±0.33 345 458 2.2±0.33 1.8 

S16 240 454 4.3±0.26 350 458 2.0±0.26 2.1 

S17 250 454 3.2±0.18 345 456 2.2±0.18 1.5 

S19 240 452 5.3±0.27 345 458 2.3±0.27 2.3 

S20 240 458 5.6±0.36 345 458 2.3±0.36 2.4 

S21 240 444 5.5±0.35 340 458 2.5±0.35 2.2 

S22 245 456 4.0±0.28 335 458 2.2±0.28 1.8 

S24 240 452 4.5±0.41 335 458 2.4±0.41 1.9 

S25 240 458 4.4±0.27 350 454 2.3±0.27 1.9 

  

 

 

 

Figure 4.24: Illustrating the difference in the relative intensity between the fulvic and humic peaks. The error bars 
represents the uncertainty in the TOC measurements. 
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Figure 4.25: The freshness index is fluctuating but a steady increase can be seen from Sample 12. This indicates that 
DNOM of a younger age is flushed into the stream. 

 

 

Figure 4.26: FI show some fluctuation but remains at a relative high level.  
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4.9 Biodegradation 
The results from the initial and improved approaches to conduct measurements of the 

biodegradability of DNOM are presented and compared in Table 4.2 and Figure 4.27. Due to 

the improved signal-to-noise ratio from the improved approach the values are higher than 

those from the initial approach. A two sample t-test reveals there is a significant difference 

between the two methods (tcalculated = 5.5 > ttable = 1.7, P < 0.001) (unequal variance). Another 

interesting observation is the large variation in lag time in the different reference samples 

(Figure 3.10) detected using the improved approach. This emphasise the importance of 

treating each replicate individually and detecting at which time during the degradation the 

number of bacterial cells reach a sufficiently high number to induce exponential growth. As 

mentioned earlier this number is on average 10
6
 cells pr mL (Maier et al. 2009). The reason 

for this variation is probably that the inoculum is added as a volume and not as a known 

number of cells to induce bioactivity. When each sample is prepared and distributed between 

the individual vials, it is impossible to ensure that each vial receives the same number of 

bacteria thus the response is a variation in lag time. By ensuring proper sealing to avoid 

leakage it becomes easier to detect when exponential growth begins and separating it from the 

lag time. The response in Figure 3.8 and 3.9 demonstrate neither a proper lag time nor any 

phase that resembles exponential growth, thus making it hard to observe any changes in 

bioactivity. This forces the user to calculate the biodegradation from the start of the 

experiment which will incorporate the lag time. The end result is a perception of very low 

bioactivity and that the samples are poorly biodegradable. 

The method failed however to determine any significant change in the bioavailability through 

the episode. A two sample t-test indicates there is no difference between samples collected 

before and during the discharge peak, however the P-value is too high for the result to be 

significant (tcalculated = 1.1 < ttable = 2.1, P = 0.29) (unequal variance). The high P-value could 

indicate that the number of samples is too low for there to be any statistic determination. 

However, the lack of difference in bioavailability coincides with FI in Figure 4.26 showing 

that the DNOM at Langtjern is primarily microbial derived despite the potential high input of 

terrestrial derived DNOM. This indicates that the DNOM has already been subjected to 

extensive biodegradation which will have consumed the more labile compounds and sub 

sequentially making the DNOM pool more recalcitrant. This could explain some of the 

problems in getting a proper signal-to-noise ratio during the experiments as the signal output 

are reduced due to the lack of bioavailability. The graphs from the biodegradation 
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experiments are listed in Appendix (Chapter 8.3.3). By comparing the graphs with Figure 

2.15 and 2.16 it appears that there are variations in in both lag time and the overall shape of 

the curves. However, the variations do not seem to follow any systematic pattern that 

correlate with the rest of the dataset. Given Equation 2.7 and Figure 2.14 a higher degradation 

rate was expected for Sample 12-24 compared with Sample 2-11 due to the increasing carbon 

content illustrated by Figure 4.9. Another hypothesis was to expect a lower degradation rate in 

Sample 12-24 due to the increase in SAR as is illustrated in Figure 4.23 which also signify an 

increase in oxygen content (Chapter 2.9.1). According to Equation 2.8 this will have a 

significant negative effect on the bioavailability of DNOM. However, as determined by t-test 

there is neither a net increase nor decrease in the biodegradation rate when comparing 

samples collected before and during flow peak. 

With the exception of Sample 20 (Figure 8.78) all of the graphs appear to correlate with a 

standard Monod growth curve (Figure 2.15). Only Sample 20 shows a typical bi-phasic 

growth curve with a secondary lag phase occurring at approximately after 1200 minutes (20 

hours).  However, most of the samples show a distinct change in curve steepness during the 

experiment which indicate that the bacteria is consuming the more labile moieties of DNOM 

first before the more recalcitrant moieties. The lack of any distinct increase or decrease in RR 

during the episode and the evidence of bi-phasic growth curves questions the theory of 

aquatic priming effect (PE) presented in Chapter 2.8.1. PE hypothesized that as DNOM of 

different character are mixed together during storm flow conditions the increased input of 

labile DNOM would have a significant effect on the bioavailability of the recalcitrant 

moieties as well and sub sequentially increase the overall biodegradation rate. The findings in 

this thesis indicate that is not the case. However, it should be emphasised that given the lack 

of statistical significance (indicated by a high P-value) it is not possible to reach any 

conclusion based on the biodegradation data presented in this thesis.       

Table 4.2: Results from the two approaches to biodegradation. On average the response using the improved approach 
gave higher signal output and lower standard deviation. This gave a significant improvement in signal-to-noise ratio. 

Sample 
number 

RR (µmole O2/hour) 
Initial 
Approach 

SD SD% RR (µmole O2/hour) 
Improved 
Approach 

SD SD% 

S1 0.10 0.03 30.72  - -  -  

S2 0.12 0.02 13.16  0.1  0.008 8 

S3 0.3 0.1 34.41 0.3 0.1 33 

S4 0.1 0.1 81.04 0.41 0.03 7 

S5 0.1 0.1 59.66 0.3 0.2 67 
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S6 0.15 0.03 16.48 0.21 0.03 14 

S8 0.24 0.02 8.38  - -  -  

S9 0.3 0.1 46.24  0.18 0.006  3  

S10 0.07 0.03 45.89 0.33 0.01 2.98 

S11 0.13 0.04 31.52 0.29 0.03 10.99 

S12 0.16 0.05 30.19 0.35 0.01 4.28 

S13 0.2 0.1 32.27 0.34 0.03 7.88 

S14 0.2 0.2 80.07 0.3 0.1 23.22 

S15 0.01 0.1 987.86 0.44 0.03 6.40 

S16 0.07 0.01 14.50 0.2 0.1 24.70 

S17 0.0 0.1 12385.46 0.53 0.03 5.13 

S19 0.0 0.1 2112.58 0.40 0.04 10.61 

S20 0.0 0.1 251.46  0.16 0.009 6 

S21 0.0 0.1 410.32  0.13 0.008 6 

S22 -0.01 0.05 471.98 0.23 0.03 11.72 

S24 0.0 0.1 758.76 0.40 0.05 11.33 

S25 -0.02 0.1 472.32  -  -  - 

 

 

Figure 4.27: Large variation in results from the biodegradation experiments. However, the improved approach shows a 
much better response compared to the initial approach. 
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5. Conclusion 
It has been hypothesized that the darkening colour and the increased concentration of DOC in 

surface waters, observed in the Nordic countries and North- East America during the past 30 

years, is partly due to changes in precipitation patterns. The resulting change in hydrology is 

also postulated to have caused a change in the characteristics of DNOM towards more high 

molecular weight and increased degree of aromaticity. The results from analysis presented in 

this thesis revealed the opposite. As precipitation persists during the episode the DNOM 

supplied to the stream did show an increased in the concentration of DOC, however with a 

gradual change in character to having a lower molecular weight and being less aromatic. It is 

clear that changes in water levels during heavy precipitation changes the flow patterns of 

water supplying the stream. In the study area there is a mix of shallow mineral soil and bogs. 

As a consequence there is a shift in the overall contribution of DNOM coming from the 

different soil types that resides in the area. During low flow conditions the water supplying 

the stream is from ground water seepage originating primarily from the water saturated peats. 

The DNOM found in peats typically contain more high molecular weight DNOM with a high 

degree of aromaticity. With the onset of rain, the increasing water levels cause flushing of 

water through the mineral soils and over the peats. The DNOM from the mineral soil 

generally contain DNOM of low molecular weight and less degree of aromaticity. An increase 

flux of water from the mineral soil during runoff episodes thus change the overall character of 

DNOM in the steam. This is consistent with previous episode studies performed in area with 

mixed soil types.  

An extensive part of this thesis was to develop and improving a method for measuring the 

biodegradability of DNOM. When comparing the signal output from the initial approach with 

the optimized method the results are encouraging. The optimized method produces a much 

improved response with a consistent higher signal output with lower signal-to-noise ratio. 

Moreover, the improved method produces results that are more consistent with theory.  

The measured biodegradability of the DNOM using the optimized method revealed no 

significant changes in the bioavailability of DNOM through the episode. This is supported by 

the fluorescence index (FI) showing that the DNOM in all of the samples collected during the 

episode is primarily microbial derived regardless of the source. It is therefore hypothesized 

that the conditions at Langtjern is favourable for microbial activity causing an effective 

biodegradation of labile organic compounds thus making the remaining DNOM more 

recalcitrant and less bioavailable. However, it must be emphasized that the number of samples 
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studied in this thesis is limited. The biodegradability of the DNOM in a larger number of 

samples from different sources needs to be measured using the improved method in order to 

verify if it is able to yield reliable results.  

Based on the findings in this thesis an argument could be made that as climate change 

persists, a change in temperature and precipitation patterns could significantly affect the 

supply and character of DNOM in to natural surface waters.   
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6. Recommended future work 
The results produced in this thesis are from one single episode. It is therefore highly 

recommended that many more episode studies is performed in order to see if the results are 

from an anomaly or if they represents a trend explaining a larger spatial and temporal 

variation. This will produce a larger sample pool to which conduct statistics and thereby trend 

analysis. 

A major obstacle in collecting large number of samples in remote areas is the physical labour 

involved. Due to limit capacity there is only a certain amount of water samples that can be 

carried back to the lab. This puts limits to the number of samples to which conduct analysis 

and thereby limits the basis for statistical analysis. It is therefore recommended to either 

involve more personnel when doing field work or arrange for mechanistic transport so that 

more samples can be brought back for analysis.  

Sample pre-treatment were conducted by filtrating the sample raw water directly on 0.2µm 

filters. Due to the high content of particulate matter this process was at times painstakingly 

slow due to clogging of filters. It is therefore highly recommended to pre-filter the raw water 

on 0.7µm to remove most of the particulate matter before performing another filtration on 0.2 

µm for sterilization.   
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8. Appendix 

8.1 Balancing chemical equation 
a(C6H12O6) + b(NH3) + c(O2) → d(C5H7NO2) + e(CO2) + f(H2O)                 (2.9) 

Table 8.1: The molecular weight of the different compounds in Equation 2.9. Only the MW of the cell mass and glucose 
are needed for balancing the equation. 

Compound Molecular weight (g/mole) 

Cell mass, C5H7NO2 113 

Glucose, C6H12O6 180 

Ammonia, NH3 17 

Oxygen, O2 32 

Carbon dioxide, CO2 44 

Water, H2O 18 

 

Assuming a = 1 mole of glucose and a cell yield of Y = 0.4 

 

Balancing the cell mass with glucose using the cell yield: 

d*113 = a*180*Y 

d = 
𝑎∗180∗𝑌

113
 = 

1∗180∗0.4

113
 ≈ 0.64 

 

Balancing glucose with ammonia using nitrogen: 

b*1 = d*1 ≈ 0.64 

 

Balancing carbon dioxide with glucose and cell mass using carbon: 

e*1 + d*5 = a*6 

e = a*6 – d*5 = 1*6 – 0.64*5 = 2.8 

 

Balancing water with glucose, ammonia and cell mass: 

f*2 + d*7 = a*12 + b*3 

f = 
𝑎∗12+𝑏∗3−𝑑∗7

2
 = 

1∗12+0.64∗3−0.64∗7

2
 = 4.72 

 

Balancing oxygen with glucose, cell mass, carbon dioxide and water using oxygen: 

c*2 + a*6 = d*2 + e*2 + f*1 

c = 
𝑑∗2+𝑒∗2+𝑓∗1−𝑎∗6

2
 = 

0.64∗2+2.8∗2+4.72−1∗6

2
 = 2.8 
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Result 

(C6H12O6) + 0.64(NH3) + 2.8(O2) → 0.64(C5H7NO2) + 2.8(CO2) + 4.72(H2O)   (2.9a) 

Table 8.2: Showing that Equation 2.9a were properly balanced by having an equal number of elements on both sides of 
the equation. 

Balance check 

 Right side  Left side 

Carbon 6 = 0.64*5 + 2.8 = 6 

Hydrogen 12 +0.64*3 = 13.92 = 0.64*7 + 4.72*2 

=13.92 

Oxygen 6 + 2.8*2 = 11.6 = 0.64*2 + 2.8*2 + 

4.72 = 11.6 

Nitrogen 0.64 = 0.64 

 

The amount of carbon consumed pr. oxygen = 
6

11.6
 ≈ 0.52. 

 

 

Assuming a = 1 mole of glucose and a cell yield of Y = 0.2 

(Applying the same calculations as above) 

 

Result 

(C6H12O6) + 0.32(NH3) + 4.41(O2) → 0.32(C5H7NO2) + 4.41(CO2) + 5.36(H2O)            (2.9b) 

Table 8.3: Showing that Equation 2.9b were properly balanced by having an equal number of elements on both sides of 
the equation. 

Balance check 

 Right side  Left side 

Carbon 6 = 0.64*5 + 2.8 = 6 

Hydrogen 12 +0.32*3 = 13 = 0.32*7 + 5.36*2 =13 

Oxygen 6 + 4.41*2 = 14.8 = 0.32*2 + 4.41*2 + 

5.36 = 14.8 

Nitrogen 0.32 = 0.32 

 

The amount of carbon consumed pr. oxygen = 
6

14.8
 ≈ 0.41 
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8.2 Element analysis  

8.2.1 Ion Chromatography 

 

Table 8.4: Instrumental conditions for IC when determining the concentration of anions in the samples. 

Instrument and operating conditions 

Anions 

Instrument Dionex AS40 

Anion guard Column Dionex AG 18 

Anion separator column Dionex AS 18 

Anion self-regenerating suppressor Dionex AERS 300 4mm 

Detector Dionex Conductivity Detector DS6 cell 

Eulent 28 mM KOH 

AERS current 70 mA 

Column temperature 30°C 

Sample loop 25 µL 

Flow rate 1.0 mL/min 

 

 

 

Figure 8.1: Presentation of the calibration curves used to determine the concentration of anions at the Dep. of 
Geoscience. 
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Table 8.5: The results from the calibration. The calibration equations were not available and the concentrations were 
calculated by the instrument. 

Compound Cal. type SD R
2
 LOD LOQ 

Fluoride Linear 0.017 1 0.052 0.175 

Chloride Linear 0.145 0.9998 0.436 1.455 

Sulphate Linear 0.135 0.9998 0.406 1.355 

Bromium Linear 0.101 0.9996 0.303 1.008 

Nitrate Linear 0.074 0.9998 0.221 0.735 

Phosphate Quadratic 0.045 0.9996 0.136 0.454 

 

 

Figure 8.2: The concentration of fluoride was below LOD for all the samples. 

 

 

Figure 8.3: The concentration of chloride was below LOQ for all samples except those contaminated by spring water. 

 



103 
 

 

Figure 8.4: The concentration of sulphate was below LOQ for all samples. 

 

 

Figure 8.5: The instrument was unable to detect any concentration levels of neither bromide nor phosphate. 

 

 

Figure 8.6: The concentration of nitrate was below LOQ in all samples and below LOD for most in the samples. 
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Table 8.6: Instrumental conditions for IC when determining the concentration of cations in the samples. 

Instrument and operating conditions 

Cations 

Instrument Dionex AS40 

Cation guard Column Dionex CG16 

Cation separator column Dionex IonPac CS16 Analytical 3x250mm 

Cation self-regenerating suppressor Dionex CSRS300 4mm 

Detector Dionex Conductivity Detector DS6 cell 

Eulent 30 mM MSA 

AERS current 32 mA 

Column temperature 30°C 

Sample loop 25 µL 

Flow rate 0.36 mL/min 

 

 

Figure 8.7: Presentation of the calibration curves used to determine the concentration of cations at the Dep. of 
Geoscience. 

Table 8.7: The results from the calibration. The calibration equations were not available and the concentrations were 
calculated by the instrument. 

Element Cal. type SD R2 LOD LOQ 

Sodium Linear 0.003 1 0.008 0.027 

Potassium Linear 0.007 0.99999 0.02 0.066 

Manganese Linear 0.013 1 0.039 0.13 

Calcium Linear 0.005 1 0.015 0.05 
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Figure 8.8: The concentration of potassium could not be determined by the instrument in any of the samples. 

8.2.2 Test of spring water to verify source of anion contamination 
 

Table 8.8: Instrumental conditions for IC when determining the concentrations of anions in spring water. 

Instrument and operating conditions 

Anions 

Instrument Dionex Integrion HPLC 

Anion guard Column Dionex IonPac AG 18, 4µm 

Anion separator column Dionex IonPac AS 18, 4µm 

Anion self-regenerating suppressor Dionex AERS 500, 2mm 

Detector Dionex Conductivity Detector DS6 cell 

Eulent 2.25 mM NaHCO3 / 2.25mM Na2CO3 

AERS current 29 mA 

Column temperature 30°C 

Sample loop 5 µL 

Flow rate 2.0 mL/min 

 

Table 8.9: Calibration equations used to calculate the concentrations in spring water 

Calibration 

Compound Equation R
2
 

Chloride y = 1.5352x – 0.029 0.9998 

Fluoride y = 2.4111x + 0.0325 0.9999 

Bromide y = 1.6817x – 0.084 0.9997 

Nitrate y = 0.8553x – 0.087 0.9998 

Nitrite y = 0.9891x + 0.3095 1.0000 

 

 

 



106 
 

Table 8.10: Results from the analysis of spring water. Elevated levels of chloride correlate with the levels detected in 
sample 7, 18, 23 and 26. 

Results 

Compound Concentration LOD LOQ 

Chloride 7.8 ± 0.1 mg/L 0.4 mg/L 1.2 mg/L 

Fluoride 0.02 ± 0.09 mg/L 0.3 mg/L 0.9 mg/L 

Bromide 1.3 ± 0.3 mg/L 0.8 mg/L 2.8 mg/L 

Nitrate 0.7 ± 0.2 mg/L 0.6 mg/L 1.9 mg/L 

Nitrite 1.39 ± 0.02 mg/L 0.05 mg/L 0.16 mg/L 

 

8.2.3 ICP-OES 

The analysis where performed using Varian Vista AX CCD simultaneous axial view ICP-

OES equipped with cone spray nebulizer and Sturman Masters spray chamber. Conditions 

used for the analysis is presented in table 12 below. 

 

Table 8.11: Instrumental conditions set for ICP-OES.   

Instrumental conditions 

RF Power 1.05 kW 

Plasma argon flow 15.0 L/min 

Auxiliary argon flow 1.50 L/min 

Nebulizer argon flow 0.90 L/min 

Read time 1.00 s 

Rinse time 20 s 

Sample update delay 30 s 

Pump rate 20 rpm 

 

Table 8.12: Calibration equations form ICP-OES used to calculate the concentrations of cations in the samples. Due to the 
high number of samples the instrument was re-calibrated after every 15

th
 sample to compensate for instrumental drift.  

Calibration 

Element Equation R2 LOD LOQ Wavelength 

Aluminium y = 487.26x + 48.385 (S1-11) 
y = 501.35x + 48.443 (S12-26) 

0.9996 
0.9996 

0.03 
 

0.09 
 

237.312nm 

Calcium y = 36848x + 37128 (S1-11) 
y = 38047x + 42364 (S12-26) 

0.9985 
0.9967 

0.14 
 

0.45 
 

422.673nm 

Iron y = 4709.8x + 124.53 (S1-11) 
y = 4835.5x + 137.91 (S12-26) 

0.9999 
0.9998 

0.01 
 

0.05 
 

259.940nm 

Potassium y = 14793x + 10971 (S1-11) 
y = 15329x + 12148 (S12-26) 

0.9992 
0.9981 

0.12 
 

0.39 
 

766.491nm 

Magnesium y = 12211x + 11701 (S1-11) 
y = 12546x + 12463 (S12-26) 

0.9972 
0.9962 

0.13 
 

0.45 
 

285.213nm 

Manganese y = 41220x + 513.46 (S1-11) 
y = 42257x + 585.04 (S12-26) 

0.9998 
0.9998 

0.008 
 

0.03 
 

257.610nm 

Sodium y = 65948x – 10315 (S1-11) 
y = 65560x + 19460 (S12-26) 

0.9995 
0.9971 

0.08 
 

0.27 
 

588.995nm 
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Figure 8.9: The concentration of potassium was below LOQ in all of the samples. 

 

8.2.4 Test of spring water to verify source of cation contamination. 
 

Table 8.13: An overview of the equations used to calculate the concentration of the respective elements in the samples. 

Calibration 

Element Equation R2   Wavelength 

Aluminium y = 8.1x2 + 1077.3x + 438.6 0.9999   308.215nm 

Calcium y = -11.4x2 + 28594.2x + 10820.2 0.9999   422.673nm 

Iron y = 40.8x2 + 3251.1x + 115.9 0.9999   259.940nm 

Potassium y = 1.3x2 + 11683.6x + 2517.9 0.9999   766.491nm 

Magnesium y = -8.7x2 + 9857.0x + 245.5 0.9999   285.213nm 

Manganese y = 520.6x2 + 29059.2x +260.0 0.9999   257.610nm 

Sodium y = 125.9x2 + 42799.0 + 8759.6 0.9999   589.592nm 

 

Table 8.14: The concentration of Calcium (Ca) was much higher in spring water than in any of the samples. This could 
explain why the contaminated samples (Sample 7, 18, 23 and 26) measured higher concentration of Ca.  

Results 

Element Concentration SD 

Aluminium - - 

Calcium 15.6 mg/L 0.2 

Iron - - 

Magnesium 0.378 mg/L 0.006 

Sodium 1.34 mg/L 0.02 

Potassium - - 

Manganese - - 

 

 



108 
 

8.2.5 Total Organic Carbon 
Table 8.15: An overview of the instrumental settings of the TOC-instrument during analysis.  

Instrumental settings 

Maximum number of injections 4 

Minimum number of injections 3 

Number of washes before analysis 8 

Flow rate 150 mL/min 

Pressure 5 bar 

Sparge time 1 min 

 

Table 8.16: Calibration equation used to calculate the concentration of total organ carbon in the samples. 

Calibration 

Compound Equation R
2 

LOD LOQ 

Organic carbon y = 3.3252x + 0.8053 0.99999 0.19 mg/L 0.65 mg/L 
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8.3 Structural characterization  

8.3.1 UV-/ViS absorption spectra 

 

Figure 8.10: UV-/ViS absorbance spectra for Sample 1. 

 

 

Figure 8.11: UV-/ViS absorbance spectra for Sample 2. 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

200 300 400 500 600 700 800

A
b

so
rb

an
ce

, c
m

^
-1

 

Wavelength, nm 

S1 

S1

0

0.2

0.4

0.6

0.8

1

1.2

1.4

200 300 400 500 600 700 800

A
b

so
rb

an
ce

, c
m

^
-1

 

Wavelength, nm 

S2 

S2



110 
 

 

Figure 8.12: UV-/ViS absorbance spectra for Sample 3. 

 

 

Figure 8.13: UV-/ViS absorbance spectra for Sample 4. 
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Figure 8.14: UV-/ViS absorbance spectra for Sample 5. 

 

 

Figure 8.15: UV-/ViS absorbance spectra for Sample 6. 
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Figure 8.16: UV-/ViS absorbance spectra for Sample 7. 

 

 

Figure 8.17: UV-/ViS absorbance spectra for Sample 8. 
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Figure 8.18: UV-/ViS absorbance spectra for Sample 9. 

 

 

Figure 8.19: UV-/ViS absorbance spectra for Sample 10. 
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Figure 8.20: UV-/ViS absorbance spectra for Sample 11. 

 

 

Figure 8.21: UV-/ViS absorbance spectra for Sample 12. 
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Figure 8.22: UV-/ViS absorbance spectra for Sample 13. 

 

 

Figure 8.23: UV-/ViS absorbance spectra for Sample 14. 
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Figure 8.24: UV-/ViS absorbance spectra for Sample 15. 

 

 

Figure 8.25: UV-/ViS absorbance spectra for Sample 16. 
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Figure 8.26: UV-/ViS absorbance spectra for Sample 17. 

 

 

Figure 8.27: UV-/ViS absorbance spectra for Sample 18. 
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Figure 8.28: UV-/ViS absorbance spectra for Sample 19. 

 

 

Figure 8.29: UV-/ViS absorbance spectra for Sample 20. 
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Figure 8.30: UV-/ViS absorbance spectra for Sample 21. 

 

 

Figure 8.31: UV-/ViS absorbance spectra for Sample 22. 
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Figure 8.32: UV-/ViS absorbance spectra for Sample 23. 

 

 

Figure 8.33: UV-/ViS absorbance spectra for Sample 24. 
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Figure 8.34: UV-/ViS absorbance spectra for Sample 25. 

 

 

Figure 8.35: UV-/ViS absorbance spectra for Sample 26. 
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8.3.2 Fluorescence. Instrument settings and EEM spectra 
Table: Instrument parameters for the fluorescence measurements. 

Instrument parameters 

Instrument Cary Eclipse Fluorescence 

Spectrophotometer 

Producer Agilent Technologies 

Instrument settings 

PMT voltage Medium 

3D-mode ON 

Cuvette 1 cm quartz 

Scan mode, Excitation 

Range, wavelength  240-450 nm 

Scan interval 5 nm 

Scan slit 5 nm 

Scan mode, Emission 

Range, wavelength 250-600 nm 

Interval 2 nm 

Scan slit 5 nm 

Scan time 0.0125 s 

Scan speed 9600 nm/min. 

 

 

Figure 8.36: EEM-spectra of a blank sample. 
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Figure 8.37: EEM-spectra of S1. 

 

 

Figure 8.38: EEM-spectra of S2. 

 

 

Figure 8.39: EEM-spectra of S3. 
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Figure 8.40: EEM-spectra of S4. 

 

 

Figure 8.41: EEM-spectra of S5. 

 

Figure 8.42: EEM-spectra of S6 
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Figure 8.43: EEM-spectra of S7. 

 

 

Figure 8.44: EEM-spectra of S8 

 

 

Figure 8.45: EEM-spectra of S9. 
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Figure 8.46: EEM-spectra of S10. 

 

 

Figure 8.47: EEM-spectra of S11. 

 

Figure 8.48: EEM-spectra of S12. 
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Figure 8.49: EEM-spectra of S13. 

 

 

Figure 8.50: EEM-spectra of S14. 

 

 

Figure 8.51: EEM-spectra of S15. 
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Figure 8.52: EEM-spectra of S16. 

 

 

Figure 8.53: EEM-spectra of S17. 

 

 

Figure 8.54: EEM-spectra of S18. 
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Figure 8.55: EEM-spectra of S19. 

 

 

Figure 8.56: EEM-spectra of S20. 

 

 

Figure 8.57: EEM-spectra of S21. 

 

300 400 500 600

0

20

40

60

Wavelength (nm)

In
te

n
s
it
y
 (

a
.u

.)

4
5
0
.0

0
 ,

 5
7
.4

8
3

 

W
a

v
e

l
e

n
g

t
h

 
(

n
m

)

W a v e l e n g t h  ( n m )

2 5 0 . 0 0

2 7 5 . 0 0

3 0 0 . 0 0

3 2 5 . 0 0

3 5 0 . 0 0

3 7 5 . 0 0

4 0 0 . 0 0

4 2 5 . 0 0

4 5 0 . 0 0

2 5 0 . 0 0 3 0 0 . 0 0 3 5 0 . 0 0 4 0 0 . 0 0 4 5 0 . 0 0 5 0 0 . 0 0 5 5 0 . 0 0 6 0 0 . 0 0

5 6 . 5 2

5 2 . 1 4

4 7 . 7 6

4 3 . 3 7

3 8 . 9 9

3 4 . 6 1

3 0 . 2 2

2 5 . 8 4

2 1 . 4 6

1 7 . 0 7

1 2 . 6 9

8 . 3 1

3 . 9 2

- 0 . 4 6

300 400 500 600

0

10

20

30

40

Wavelength (nm)

In
te

n
s
it
y
 (

a
.u

.)

4
5
0
.0

0
 ,

 5
8
.4

0
8

 

W
a

v
e

l
e

n
g

t
h

 
(

n
m

)

W a v e l e n g t h  ( n m )

2 5 0 . 0 0

2 7 5 . 0 0

3 0 0 . 0 0

3 2 5 . 0 0

3 5 0 . 0 0

3 7 5 . 0 0

4 0 0 . 0 0

4 2 5 . 0 0

4 5 0 . 0 0

2 5 0 . 0 0 3 0 0 . 0 0 3 5 0 . 0 0 4 0 0 . 0 0 4 5 0 . 0 0 5 0 0 . 0 0 5 5 0 . 0 0 6 0 0 . 0 0

6 1 . 6 4

5 6 . 8 6

5 2 . 0 8

4 7 . 3 1

4 2 . 5 3

3 7 . 7 5

3 2 . 9 7

2 8 . 1 9

2 3 . 4 2

1 8 . 6 4

1 3 . 8 6

9 . 0 8

4 . 3 0

- 0 . 4 8

300 400 500

0

10

20

30

40

Wavelength (nm)

In
te

n
s
it
y
 (

a
.u

.)

 

W
a

v
e

l
e

n
g

t
h

 
(

n
m

)

W a v e l e n g t h  ( n m )

2 5 0 . 0 0

2 7 5 . 0 0

3 0 0 . 0 0

3 2 5 . 0 0

3 5 0 . 0 0

3 7 5 . 0 0

4 0 0 . 0 0

4 2 5 . 0 0

4 5 0 . 0 0

2 5 0 . 0 0 3 0 0 . 0 0 3 5 0 . 0 0 4 0 0 . 0 0 4 5 0 . 0 0 5 0 0 . 0 0 5 5 0 . 0 0 6 0 0 . 0 0

4 5 . 1 0

4 1 . 5 9

3 8 . 0 7

3 4 . 5 6

3 1 . 0 4

2 7 . 5 3

2 4 . 0 1

2 0 . 5 0

1 6 . 9 8

1 3 . 4 7

9 . 9 5

6 . 4 4

2 . 9 3

- 0 . 5 9



130 
 

 

Figure 8.58: EEM-spectra of S22. 

 

 

Figure 8.59: EEM-spectra of S23. 

 

 

Figure 8.60: EEM-spectra of S24. 
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Figure 8.61: EEM-spectra of S25. 

 

 

Figure 8.62: EEM-spectra of S26. 
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8.3.3 Biodegradation.  
The following graphs are the results from the biodegradation experiments using the optimized 

method outlined in Table 3.5. Each graph represents one of a total of four replicates pr. sample to 

illustrate the variations in response.   

The red coloured data points in the graphs represent the area used to calculate the respiration rate 

(RR) using Equation 3.3. In some of the graphs significant fluctuations were observed in the 

measurements during the initial lag phase. This made it difficult to determine from which point to 

start calculating RR, i.e. at which point should the red area start? This was determined by calculating 

the standard deviation of the blue coloured points (from beginning of measurement to max value). 

The red area starts from the point in which value is below 3 x standard deviation of blue area. 

Calculations were performed using RStudio® to ensure all datasets were treated consistently. Sample 

7, 18, 23 and 26 were omitted due to contamination. Sample 1, 8 and 25 is missing as no 

measurements were performed on these. 

 

Figure 8.63: Graph illustrating oxygen consumption in Sample 2 as a result of bioactivity. Used as a measurement for 
biodegradation of DNOM. 
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Figure 8.64: Graph illustrating oxygen consumption in Sample 3 as a result of bioactivity. Used as a measurement for 
biodegradation of DNOM. 

 

 

Figure 8.65: Graph illustrating oxygen consumption in Sample 4 as a result of bioactivity. Used as a measurement for 
biodegradation of DNOM. 
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Figure 8.66: Graph illustrating oxygen consumption in Sample 5 as a result of bioactivity. Used as a measurement for 
biodegradation of DNOM. 

 

 

Figure 8.67: Graph illustrating oxygen consumption in Sample 6 as a result of bioactivity Used as a measurement for 
biodegradation of DNOM. 
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Figure 8.68: Graph illustrating oxygen consumption in Sample 9 as a result of bioactivity Used as a measurement for 
biodegradation of DNOM. 

 

 

Figure 8.69: Graph illustrating oxygen consumption in Sample 10 as a result of bioactivity. Used as a measurement for 
biodegradation of DNOM. 
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Figure 8.70: Graph illustrating oxygen consumption in Sample 11 as a result of bioactivity Used as a measurement for 
biodegradation of DNOM. 

 

 

Figure 8.71: Graph illustrating oxygen consumption in Sample 12 as a result of bioactivity. Used as a measurement for 
biodegradation of DNOM. 
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Figure 8.72: Graph illustrating oxygen consumption in Sample 13 as a result of bioactivity. Used as a measurement for 
biodegradation of DNOM. 

 

 

Figure 8.73: Graph illustrating oxygen consumption in Sample 14 as a result of bioactivity. Used as a measurement for 
biodegradation of DNOM. 
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Figure 8.74: Graph illustrating oxygen consumption in Sample 15 as a result of bioactivity. Used as a measurement for 
biodegradation of DNOM. 

 

 

Figure 8.75: Graph illustrating oxygen consumption in Sample 16 as a result of bioactivity. Used as a measurement for 
biodegradation of DNOM. 
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Figure 8.76: Graph illustrating oxygen consumption in Sample 17 as a result of bioactivity. Used as a measurement for 
biodegradation of DNOM. 

 

 

Figure 8.77: Graph illustrating oxygen consumption in Sample 19 as a result of bioactivity. Used as a measurement for 
biodegradation of DNOM. 



140 
 

 

Figure 8.78: Graph illustrating oxygen consumption in Sample 20 as a result of bioactivity. Used as a measurement for 
biodegradation of DNOM. 

 

 

Figure 8.79: Graph illustrating oxygen consumption in Sample 21 as a result of bioactivity. Used as a measurement for 
biodegradation of DNOM. 
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Figure 8.80: Graph illustrating oxygen consumption in Sample 22 as a result of bioactivity. Used as a measurement for 
biodegradation of DNOM. 

 

 

Figure 8.81: Graph illustrating oxygen consumption in Sample 24 as a result of bioactivity. Used as a measurement for 
biodegradation of DNOM. 


