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Abstract A well-known application of Malliavin calculus in Mathematical
Finance is the probabilistic representation of option price sensitivities, the so-
called Greeks, as expectation functionals that do not involve the derivative of
the pay-off function. This allows for numerically tractable computation of the
Greeks even for discontinuous pay-off functions. However, while the pay-off
function is allowed to be irregular, the coefficients of the underlying diffusion
are required to be smooth in the existing literature, which for example excludes
already simple regime switching diffusion models. The aim of this article is to
generalise this application of Malliavin calculus to Itô diffusions with irregu-
lar drift coefficients, whereat we here focus on the computation of the Delta,
which is the option price sensitivity with respect to the initial value of the
underlying. To this purpose we first show existence, Malliavin differentiabil-
ity, and (Sobolev) differentiability in the initial condition of strong solutions
of Itô diffusions with drift coefficients that can be decomposed into the sum
of a bounded but merely measurable and a Lipschitz part. Furthermore, we
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give explicit expressions for the corresponding Malliavin and Sobolev deriva-
tives in terms of the local time of the diffusion, respectively. We then turn to
the main objective of this article and analyse the existence and probabilistic
representation of the corresponding Deltas for European and path-dependent
options. We conclude with a small simulation study of several regime-switching
examples.

Keywords Greeks · Delta · option sensitivities · Malliavin calculus · Bismut-
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stochastic differential equations · relative L2-compactness
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1 Introduction

Throughout this paper, let T > 0 be a given time horizon and (Ω,F , P ) a
complete probability space equipped with a one-dimensional Brownian motion
{Bt}t∈[0,T ] and the filtration {Ft}t∈[0,T ] generated by {Bt}t∈[0,T ] augmented
by the P -null sets. Further, we will only deal with random variables that are
Brownian functionals, i.e. we assume F := FT .

One of the most prominent applications of Malliavin calculus in financial
mathematics concerns the derivation of numerically tractable expressions for
the so-called Greeks, which are important sensitivities of option prices with
respect to involved parameters. The first paper to address this application
was [15], which has consecutively triggered an active research interest in this
topic, see e.g. [14], [4], [1], [17], [21]. See also [7], [11], [18] and references
therein for a related approach based on functional Itô calculus. Suppose the
risk-neutral dynamics of the underlying asset of a European option is driven
by a stochastic differential equation (for short SDE) of the form

dXx
t = b(Xx

t )dt+ σ(Xx
t )dBt, X

x
0 = x ∈ R ,

where b : R→ R and σ : R→ R are some given drift and volatility coefficients,
respectively. Let Φ : R → R denote the pay-off function and the expectation
E[Φ(Xx

T )] the risk-neutral price at time zero of the option with maturity T > 0.
For notational simplicity we assume the discounting rate to be zero. In this
paper we will focus on the Delta

∂

∂x
E[Φ(Xx

T )] , (1)

which is a measure for the sensitivity of the option price with respect to changes
of the initial value of the underlying asset. As is well known, the Delta has
a particular role among the Greeks as it determines the hedge portfolio in
many complete market models. If the drift b(·), the volatility σ(·), and the
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pay-off Φ(·) are ”sufficiently regular” to allow for differentiation under the
expectation, the Delta can be computed in a straight-forward manner as

E

[
∂

∂x
Φ(Xx

T )

]
= E[Φ′(Xx

T )ZT ] , (2)

where the first variation process Zt := ∂
∂xX

x
t is given by

Zt = exp

{∫ t

0

[
b′(Xx

s )− 1

2
(σ′(Xx

s ))2
]
ds+

∫ t

0

σ′(Xx
s ) dBs

}
, (3)

and where Φ′, b′, σ′ denote the derivatives of Φ, b, σ, respectively. For example,
requiring that Φ, b, σ are continuously differentiable with bounded derivatives
would allow (2) to hold (we refer to [22] for conditions on b and σ that guar-
antee the existence of the first variation process), and the expectation in (2)
could be approximated e.g. by Monte Carlo methods. In most realistic situ-
ations, though, straight-forward computations as in (2) are not possible. In
this context, the following result obtained with the help of Malliavin calculus
appears to be useful in particular for discontinuous pay-offs Φ as e.g. is the
case for digital options.

Theorem 1.1 (Proposition 3.2 in [15]). Let b(·) and σ(·) be continuously
differentiable with bounded Lipschitz derivatives, σ(·) > ε > 0, and Φ(Xx

T ) be
square integrable. Then the Delta exists and is given by

∂

∂x
E[Φ(Xx

T )] = E

[
Φ(Xx

T )

∫ T

0

a(t)σ−1(Xx
t )Zt dBt

]
, (4)

where Zt is the first variation process given in (3) and a(t) is any square
integrable deterministic function such that∫ T

0

a(s)ds = 1.

While for notational simplicity we present the above result for one – dimen-
sional Xx we remark that in [15] the extension to the multi-dimensional setting
is considered. We remark that the probabilistic representation (4) of the space
derivative of the solution to the associated Kolmogorov equation is also referred
to as Bismuth-Elworthy-Li type formula in the literature due to [13], [6]. The
strength of (4) is that the Delta is expressed again as an expectation of the

pay-off multiplied by the so-called Malliavin weight
∫ T
0
a(t)σ−1(Xx

t )Zt dBt.
Computing the Delta by Monte-Carlo via this reformulation then guarantees
a convergence rate that is independent of the regularity of the pay-off function
Φ and the dimensionality. Note that the Malliavin weight is independent of the
option pay-off, and thus the same weight can be employed in the computations
of the Deltas of different options. Also, in [14] and [3] the question of how to
optimally choose the function a(t) with respect to computational efficiency is
considered.
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While the representation (4) succeeds to handle irregular pay-offs by get-
ting rid of the derivative of Φ, the regularity assumptions on the coefficients
b and σ driving the dynamics of the underlying diffusion are rather strong.
Consider for example an extended Black and Scholes model where the stock
pays a dividend yield that switches to a higher level when the stock value
passes a certain threshold. Then, again with the risk-free rate equal to zero
for simplicity, the logarithm of the stock price is modelled by the following
dynamics under the risk-neutral measure:

dXx
t = b(Xx

t )dt+ σdBt, X
x
0 = x ∈ R ,

where σ > 0 is constant and the drift coefficient b : R→ R is given by

b(x) := −λ11(−∞,R)(x)− λ21[R,∞)(x)− σ2

2
,

for dividend yields λ1, λ2 ∈ R+ and a given threshold R ∈ R. Also, in [9] a
(more complex) irregular drift b is interpreted as state-dependent fees deducted
by the insurer in the evolution of variable annuities instead of dividend yield.
Already, this simple regime-switching model is not covered by the result in
Theorem 1.1 since the drift coefficient is not continuously differentiable.

Or allow for state-dependent regime-switching of the mean reversion rate
in an extended Ornstein-Uhlenbeck process:

dXx
t = b(Xx

t )dt+ σdBt, X
x
0 = x ∈ R ,

where σ > 0 is constant and the drift coefficient b : R→ R is given by

b(x) := −λ1x1(−∞,R)(x)− λ2x1[R,∞)(x)

for mean reversion rates λ1, λ2 ∈ R+ and a given threshold R ∈ R (here the
mean reversion level is set equal to zero). This type of model captures well,
for instance, the evolution of (de-seasonalized) electricity spot prices, which
switches between so-called spike regimes on high price levels with very fast
mean reversion and base regimes on normal price levels with moderate speed
of mean reversion, see e.g. [5], [20], [29] and references therein. Alternatively, an
extended Ornstein-Uhlenbeck process with state-dependent regime-switching
of the mean reversion level (low and high interest rate environments) is an
interesting modification of the Vaš́ıček short rate model. Note that in that case
the Delta is rather a generalised Rho, i.e. a sensitivity measure with respect
to the short end of the yield curve. We observe that also these two extended
Ornstein-Uhlenbeck processes are not covered by the result in Theorem 1.1.

Motivated by these examples, this paper aims at deriving an analogous
result to Theorem 1.1 when the underlying is driven by an SDE with irregular
drift coefficient. More precisely, we will consider SDE’s

dXx
t = b(t,Xx

t )dt+ dBt, 0 ≤ t ≤ T, Xx
0 = x ∈ R , (5)
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where we allow for time-inhomogeneous drift coefficients b : [0, T ]×R→ R in
the form

b(t, x) = b̃(t, x) + b̂(t, x) , (t, x) ∈ [0, T ]× R , (6)

for b̃ merely bounded and measurable, and b̂ Lipschitz continuous and at most
of linear growth in x uniformly in t, i.e. there exists a constant C > 0 such
that

|b̂(t, x)− b̂(t, y)| ≤ C|x− y| (7)

|b̂(t, x)| ≤ C(1 + |x|) (8)

for x, y ∈ R and t ∈ [0, T ]. Adding the Lipschitz component b̂(t, x) in (6) is
motivated by the fact that many drift coefficients interesting for financial ap-
plications are of linear growths. At present we are not able to show our results
for general measurable drift coefficients of linear growths, but only for those
where the irregular behaviour remains in a bounded spectrum. However, from
an application point of view this class is very rich already, and in particular
it contains the regime switching examples from above. We remark that while
in (5) we consider a constant volatility coefficient σ(t, x) := 1, we will see at
the end of Section 3 (Theorem 3.8) that our results apply to many SDE’s with
more general volatility coefficients which can be reduced to SDE’s of type (5)
(which for example is possible for volatility coefficients as in Theorem 1.1).

In order to be able to apply Malliavin calculus to the underlying diffusion,
the first thing we need to ensure is that the solution of SDE (5) is a Brownian
functional, i.e. we are interested in the existence of strong solutions of (5).

Definition 1.2. A strong solution of SDE (5) is a continuous {Xx
t }t∈[0,T ],

{Ft}t∈[0,T ]-adapted process that solves equation (5).

Remark 1.3. Note that the usual definition of a strong solution requires the
existence of a Brownian-adapted solution of (5) on any given stochastic basis.
However, an {Ft}t∈[0,T ]-adapted solution {Xx

t }t∈[0,T ] on the stochastic basis
(Ω,F , P,B) can be written in the form Xx

t = Ft(B·) for some family of func-
tionals Ft, t ∈ [0, T ], (see e.g. [27] for an explicit form of Ft). Then for any
other stochastic basis (Ω̂, F̂ , P̂ , B̂) one gets that Xx

t := Ft(B̂·), t ∈ [0, T ], is a
B̂-adapted solution to SDE (5). So once there is a Brownian-adapted solution
of (5) on one given stochastic basis, it follows that there indeed exists a strong
solution in the usual sense. This justifies our definition of a strong solution
above.

To pursue our objectives we proceed as follows in the remaining parts of
the paper. In Section 2 we recall some fundamental concepts from Malliavin
calculus and local time calculus which compose central mathematical tools in
the following analysis.

We then analyse in Section 3 the existence and Malliavin differentiabil-
ity of a unique strong solution of SDE’s with irregular drift coefficients as
in (5) (Theorem 3.1). It is well known that the SDE is Malliavin differen-
tiable as soon as the coefficients are Lipschitz continuous (see e.g. [31]); for
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merely bounded and measurable drift coefficients Malliavin differentiability
was shown only recently in [28], (see also [26]). Here, we extend ideas intro-
duced for bounded coefficients in [28] to drift coefficients of type (6). Unlike
in most of the existing literature on strong solutions of SDE’s with irregular
coefficients our approach does not rely on a pathwise uniqueness argument
(Yamada-Watanabe theorem). Instead, we employ a compactness criterium
based on Malliavin calculus together with local time calculus to directly con-
struct a strong solution which in addition is Malliavin differentiable. Also, we
are able to give an explicit expression for the Malliavin derivative of the strong
solution of (5) in terms of the integral of b (and not the derivative of b) with
respect to local time of the strong solution (Proposition 3.2). We mention that
while existence and Malliavin differentiability of strong solutions could be ex-
tended to analogue multi-dimensional SDE’s as in [26], the explicit expression
of the Malliavin derivative considered in this paper is in general only possi-
ble for one-dimensional SDE’s. Moreover, in this paper we replace arguments
that are based on White Noise analysis in [28] and [26] by alternative proofs
which might make the text more accessible for readers who are unfamiliar with
concepts from White Noise analysis.

Next, we need to analyse the regularity of the dependence of the strong
solution in its initial condition and to introduce the analogue of the first varia-
tion process (3) in case of irregular drift coefficients. Using the close connection
between the Malliavin derivative and the first variation process, we find that
the strong solution is Sobolev differentiable in its initial condition (Theorem
3.4). Again, we give an explicit expression for the corresponding (Sobolev) first
variation process which does not include the derivative of b (Proposition 3.5).

In Section 4 we develop our main result (Theorem 4.2) which extends The-
orem 1.1 to SDE’s with irregular drift coefficients. To this end, we need to show
in the first place that the Delta exists, i.e. that E[Φ(Xx

T )] is continuously differ-
entiable in x. At this point the explicit expressions for the Malliavin derivative
and the first variation process are essential. In the final representation of the
Delta we then have gotten rid of both the derivative of the pay-off Φ and the
derivative of the drift coefficient b in the first variation process, whence the
title ”Computing Deltas without Derivatives” of the paper. We then proceed
by extending the result to path-dependent options, which is possible for those
pay-offs that allow for ”a time window to employ integration-by-parts”.

In Section 5 we consider some examples and compute the Deltas in the
concrete regime-switching models mentioned above. We do a small simulation
study and compare the performance to a finite difference approximation of the
Delta in the same spirit as in [15].

We conclude the paper by an appendix with some technical proofs from
Section 3 which have been deferred to the end of the paper for better read-
ability.

Notations: We summarise some of the most frequently used notations:

– We denote by C(R), respectively C1(R), the space of continuous functions
f : R→ R, respectively continuously differentiable functions f : R→ R.
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– C∞0 ([0, T ] × R), respectively C∞0 (R), denotes the space of infinitely many
times differentiable functions on [0, T ] × R, respectively R, with compact
support.

– For a measurable space (S,G) equipped with a measure µ, we denote by
Lp(S,G) or Lp(S) the Banach space of (equivalence classes of) functions
on S integrable to some power p, p ≥ 1.

– Lploc(R) denotes the space of locally Lebesgue integrable functions to some
power p, p ≥ 1, i.e.

∫
U
|f(x)|pdx < ∞ for every open bounded subset

U ⊂ R.
– W 1,p

loc (R) denotes the subspace of Lploc(R) of weakly (Sobolev) differentiable
functions such that the weak derivative f ′ belongs to Lploc(R), p ≥ 1.

– For a progressive process Y· we denote the Doléans-Dade exponential of
the corresponding Brownian integral (if well-defined) by

E

(∫ t

0

b(u, Yu)dBu

)

:= exp

(∫ t

0

b(u, Yu)dBu −
1

2

∫ t

0

b2(u, Yu)du

)
, t ∈ [0, T ].

(9)

To shorten the writing we will sometimes simply use the notation

E(b)t := E

(∫ t

0

b(u, Yu)dBu

)
, t ∈ [0, T ].

– For Z ∈ L2(Ω,FT ) we denote the Wiener-transform of Z in f ∈ L2([0, T ])
by

W(Z)(f) := E

[
ZE

(∫ T

0

f(s)dBs

)]
.

– Throughout the paper, we will denote Bxt := x+Bt, t ∈ [0, T ] and simply
Bt := B0

t when x = 0 for the standard Brownian motion B.
– We will use the symbol . to denote less or equal than up to a positive real

constant C > 0 not depending on the parameters of interest, i.e. if we have
two mathematical expressions E1(θ), E2(θ) depending on some parameter
of interest θ then E1(θ) . E2(θ) if, and only if, there is a positive real
number C > 0 independent of θ such that E1(θ) ≤ CE2(θ).

2 Framework

Our main results centrally rely on tools from Malliavin calculus as well as
integration with respect to local time both in time and space. We here provide
a concise introduction to the main concepts in these two areas that will be
employed in the following sections. For deeper information on Malliavin cal-
culus the reader is referred to i.e. [31, 24, 25, 10]. As for theory on local time
integration for Brownian motion we refer to i.e. [12, 32].
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2.1 Malliavin calculus

Denote by D1,2 ⊂ L2(Ω) the space of Malliavin differentiable random variables
and further by DtF ∈ L2(Ω × [0, T ]) the Malliavin derivative of F ∈ D1,2. In
the derivation of the probabilistic representation for the Delta, the following
chain rule and duality formula for the Malliavin derivative will be essential:

Lemma 2.1. Let ϕ : Rm → R be continuously differentiable with bounded
partial derivatives. Further, suppose that F = (F1, . . . , Fm) is a random vector
whose components are in D1,2. Then ϕ(F ) ∈ D1,2 and

Dtϕ(F ) =

m∑
i=1

∂iϕ(F )DtFi, P − a.s., t ∈ [0, T ].

Theorem 2.2 (Duality formula). Let u(t) be a square-integrable, adapted pro-
cess and F ∈ D1,2. Then

E

[
F

∫ T

0

ut dBt

]
= E

[∫ T

0

utDtFdt

]
.

The next result, which is due to [8] and central in proving existence of
strong solutions in the following, provides a compactness criterion for subsets
of L2(Ω) based on Malliavin calculus.

Proposition 2.3. Let Fn ∈ D1,2, n = 1, 2..., be a given sequence of Malliavin
differentiable random variables. Assume that there exist constants α > 0 and
C > 0 such that

sup
n
E[|Fn|2] ≤ C,

sup
n
E
[
|DtFn −Dt′Fn|2

]
≤ C|t− t′|α

for 0 ≤ t′ ≤ t ≤ T , and

sup
n

sup
0≤t≤T

E
[
|DtFn|2

]
≤ C .

Then the sequence Fn, n = 1, 2..., is relatively compact in L2(Ω).

We conclude this review on Malliavin calculus by stating a relation between
the Malliavin derivative and the first variation process of the solution of an
SDE with smooth coefficients that is essential in the derivation of Theorem 1.1.
We give the result for the case when the volatility coefficient is equal to 1,
but the analogue result is valid for more general smooth volatility coefficients.
Assume the drift coefficient b(t, x) in the SDE (5) fulfils the Lipschitz and linear
growth conditions (7)-(8). Then it is well-known that there exists a unique
strong solution Xx

t , t ∈ [0, T ], to equation (5) that is Malliavin differentiable,
and that for all 0 ≤ s ≤ t ≤ T the Malliavin derivative DsX

x
t fulfils, see e.g.

[31, Theorem 2.2.1]

DsX
x
t = 1 +

∫ t

s

b′(u,Xx
u)DsX

x
udu, (10)
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where b′ denotes the (weak) derivative of b with respect to x.
Further, under these assumptions the strong solution is also differentiable

in its initial condition, and the first variation process ∂
∂xX

x
t , t ∈ [0, T ] fulfills

(see e.g. [22] for differentiable coefficients and [2] for an extension to Lipschitz
coefficients)

∂

∂x
Xx
t = 1 +

∫ t

0

b′(u,Xx
u)

∂

∂x
Xx
udu. (11)

Solving equations (10) and (11) thus yields the following proposition.

Proposition 2.4. Let Xx
t , t ∈ [0, T ], be the unique strong solution to equation

(5) when b(t, x) fulfills the Lipschitz and linear growth condition (7)-(8). Then
Xx
t is Malliavin differentiable and differentiable in its initial condition for all

t ∈ [0, T ], and for all s ≤ t ≤ T we have

DsX
x
t = exp

{∫ t

s

b′(u,Xx
u)du

}
and

∂

∂x
Xx
t = exp

{∫ t

0

b′(u,Xx
u)du

}
.

(12)

As a consequence,

∂

∂x
Xx
t = DsX

x
t

∂

∂x
Xx
s . (13)

2.2 Integration with respect to local-time

Let Xx be a given (strong) solution to SDE (5). In the sequel we need the
concept of stochastic integration over the plane with respect to the local time
LX

x

(t, y) of Xx. For Brownian motion, the local time integration theory in
time and space has been introduced in [12]. We extend this local time integra-
tion theory to more general diffusions of type (5) by resorting to the Brownian
setting under an equivalent measure where Xx is a Brownian motion. To this
end, we first notice the following two facts that are extensively used throughout
the paper:

Remark 2.5. Since the drift coefficient b is of at most linear growth Beneš’
result, see e.g. [19, Corollary 5.16], implies that the Radon-Nikodym density

dQ

dP
= E

(
−
∫ T

0

b(s,Xx
s )dBs

)
defines a probability measure Q equivalent to P . Under Q, the solution Xx is
Brownian motion starting in x by Girsanov’s theorem.

Lemma 2.6. Let b : [0, T ] × R → R be a function of at most linear growth,
i.e. |b(t, x)| ≤ C(1 + |x|) for some C > 0, all x ∈ R and t ∈ [0, T ]. Then for
any compact subset K ⊂ R there exists an ε > 0 such that

sup
x∈K

E

E (∫ T

0

b(u,Bxu)dBu

)1+ε
 <∞.
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Proof. Indeed, write

E

[
E
(∫ T

0

b(u,Bxu)dBu

)1+ε]

=E

[
exp

{∫ T

0

(1 + ε)b(u,Bxu)dBu −
1

2

∫ T

0

(1 + ε)b2(u,Bxu)du

}]

=E

[
exp

{∫ T

0

(1 + ε)b(u,Bxu)dBu −
1

2

∫ T

0

(1 + ε)2b2(u,Bxu)du

+
1

2

∫ T

0

ε(1 + ε)b2(u,Bxu)du

}]

=E

[
exp

{
1

2

∫ T

0

ε(1 + ε)b2(u,Xε,x
u )du

}]
,

where in the last step by Girsanov’s theorem Xε,x denotes a weak solution of
the SDE {

dXε,x
t = (1 + ε)b(t,Xε,x

t )dt+ dBt, t ∈ [0, T ]

Xε,x
0 = x.

Observe that, since b has at most linear growth, we have

|Xε,x
t | ≤ |x|+ C(1 + ε)

∫ t

0

(1 + |Xε,x
u |)du+ |Bt|

for every t ∈ [0, T ]. Then Grönwall’s inequality gives

|Xε,x
t | ≤ (|x|+ C(1 + ε)T + |Bt|) eC(1+ε)T , (14)

Due to the sublinearity of b and (14) we can find a constant Cε,T depending
only on ε, T such that limε↘0 Cε,T <∞ and

|b(u,Xε,x
u )| ≤ Cε,T (1 + |x|+ |Bt|) .

Then

E
[

exp

{
ε(1 + ε)

∫ T

0

b2(u,Xε,x
u )du

}]
≤ E

[
exp

{
ε(1 + ε)C2

ε,T

∫ T

0

(1 + |x|+ |Bu|)2 du

}]

≤ eC̃ε,TT (1+|x|)2E

[
exp

{
2C̃ε,T (1 + |x|)

∫ T

0

|Bu|du+ C̃ε,T

∫ T

0

|Bu|2du

}]
,



Computing Deltas without derivatives 11

where C̃ε,T := ε(1 + ε)C2
ε,T > 0 is a constant such that limε↘0 C̃ε,T = 0.

Clearly, from the above expression we can see that for every compact set
K ⊂ R we can choose ε > 0 small enough such that

sup
x∈K

E
[

exp

{
ε(1 + ε)

∫ T

0

b2(u,Xε,x
u )du

}]
<∞.

We define the feasible integrands for the local time-space integral w.r.t.
LX

x

(t, y) by the Banach space (Hx, ‖·‖) of functions f : [0, T ]×R −→ R with
norm

‖f‖x = 2

(∫ T

0

∫
R
f2(s, y)

1√
2πs

exp

(
−|y − x|

2

2s

)
dyds

)1/2

+

∫ T

0

∫
R
|y − x| |f(s, y)| 1

s
√

2πs
exp

(
−|y − x|

2

2s

)
dyds.

We remark that this space of integrands is the same as the one introduced in
[12] for Brownian motion, except that we have in a straight forward manner
generalised the space in [12] to the situation when the Brownian motion has
arbitrary initial value x.

We denote by f∆ : [0, T ]× R −→ R a simple function in the form

f∆(s, y) =
∑

1≤i≤n−1,1≤j≤m−1

fij1(yi,yi+1](y)1(sj ,sj+1](s),

where (sj)1≤j≤m is a partition of [0, T ] and (yi)1≤i≤n and (fij)1≤i≤n,1≤j≤m
are finite sequences of real numbers. It is readily checked that the space of
simple functions is dense in (Hx, ‖·‖). The local time-space integral of an
simple function f∆ with respect to LX

x

(dt, dy) is then defined by∫ T

0

∫
R
f∆(s, y)LX

x

(ds, dy) :=∑
1≤i≤n−1
1≤j≤m−1

fij(L
Xx(sj+1, yi+1)− LX

x

(sj , yi+1)− LX
x

(sj+1, yi) + LX
x

(sj , yi)).

Lemma 2.7. For f ∈ Hx let fn, n ≥ 1, be a sequence of simple functions

converging to f in Hx. Then
∫ T
0

∫
R fn(s, y)LX

x

(ds, dy), n ≥ 1, converges in
probability. Further, for any other approximating sequence of simple functions
the limit remains the same.

Proof. Define FX
x

n :=
∫ T
0

∫
R fn(s, x)LX

x

(ds, dx). Now consider the equivalent
measure Q from Remark 2.5 under which Xx is Brownian motion. Define

FX
x

:=
∫ T
0

∫
R f(s, x)LX

x

(ds, dx) to be the time-space integral of f with re-
spect to the local time of Brownian motion Xx under Q, which exists as an
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L1(Q)-limit of FX
x

n , n ≥ 1 by the Brownian local time integration theory intro-
duced in [12] (since fn, n ≥ 1 converges to f in Hx). We show that FX

x

n , n ≥ 1
converges in probability to FX

x

under P . Indeed,

E[1∧|FX
x

− FX
x

n |] = E

[(
1 ∧ |FB

x

− FB
x

n |
)
E

(∫ T

0

b(s,Bxs )dBs

)]

≤E

E (∫ T

0

b(s,Bxs )dBs

)1+ε
1/(1+ε)

E

[(
1 ∧ |FB

x

− FB
x

n |
) 1+ε

ε

] ε
1+ε

≤CεE[
(

1 ∧ |FB
x

− FB
x

n |
)

]
ε

1+ε
n→∞−→ 0 , (15)

where, in analogy to the notation FX
x

and FX
x

n above, the notation FB
x

and FB
x

n refers to the corresponding integrals with respect to local time of
Brownian motion Bx under P , and where in the first equality we have used
that (FB

x

, FB
x

n ) has the same law under P as (FX
x

, FX
x

n ) under Q. The
inequalities follow by Lemma 2.6 for some ε > 0 suitably small. Further, by
[12] we know that FB

x

n , n ≥ 1 converges to FB
x

in L1(P ), which implies the
convergence in (15). Hence FX

x

n , n ≥ 1 converge to FX
x

in the Ky-Fan metric
d(X,Y ) = E[1 ∧ |X − Y |], X,Y ∈ L0(Ω), which characterises convergence in
probability. Finally, again by [12], FX

x

is independent of the approximating
sequence fn, n ≥ 1.

Definition 2.8. For f ∈ Hx, the limit in Lemma 2.7 will be denoted by∫ T
0

∫
R f(s, y)LX

x

(ds, dy) and is called the time-space integral of f with respect

to LX
x

(dt, dx). Further, for any t ∈ [0, T ] we define∫ t

0

∫
R
f(s, y)LX

x

(ds, dy) :=

∫ T

0

∫
R
f(s, y)I[0,t](s)L

Xx(ds, dy).

Remark 2.9. We notice that the drift coefficient b(t, x) in (6), which is of linear
growth in x uniformly in t, is in Hx, and thus the local time integral of b(t, x)
with respect to LX

x

(dt, dy) exists for any x ∈ R.

If Xx is a Brownian motion Bx we have the following decomposition due
to [12] that we employ in the construction of strong solutions, and that also
constitutes the foundation in the construction of the local time integral in [12].

Theorem 2.10. Let f ∈ H0. Then∫ t

0

∫
R
f(s, y)LB

x

(ds, dy) =

=

∫ t

0

f(s,Bxs )dBs +

∫ T

T−t
f(T − s, B̂xs )dWs −

∫ T

T−t
f(T − s, B̂xs )

B̂s
T − s

ds,

(16)

where B̂t := BT−t, 0 ≤ t ≤ T is the time-reversed Brownian motion, and

Wt := B̂t−BT +
∫ t
0

B̂s
T−sds is a Brownian motion with respect to the filtration

of B̂.
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We conclude this subsection by stating three further identities for the local
time integral for a general diffusion Xx which will be useful later on.

Lemma 2.11. Let f ∈ Hx be Lipschitz continuous in x. Then for all t ∈ [0, T ]

−
∫ t

0

∫
R
f(s, y)LX

x

(ds, dy) =

∫ t

0

f ′(s,Xx
s )ds. (17)

where f ′ denotes the (weak) derivative of f(t, y) with respect to y.
If f ∈ Hx is time homogeneous (i.e. f(t, y) = f(y) only depends on the

space variable) and locally square integrable, then for any t ∈ [0, T ]∫ t

0

∫
R
f(s, x)LX

x

(ds, dx) = −[f(·, Xx), Xx]t (18)

and

−
∫ t

0

∫
R
f(s, y)LX

x

(ds, dy) = 2F (Xx
t )− 2F (x)− 2

∫ t

0

f(Xx
s )dXx

s , (19)

where F is a primitive function of f and [b̃(·, Xx
· ), Xx

· ]t is the generalised
covariation process

[f(·, Xx
· ), Xx

· ]t := P− lim
m→∞

m∑
k=1

(
f(tmk , X

x
tmk

)− f(tmk−1, X
x
tmk−1

)
)(

Xx
tk
−Xx

tk−1

)
,

where for every m we denote by {tmk }mk=1 a partition of the interval [0, t] such
that lim

m
sup

k=1,...,m
|tmk − tmk−1| = 0. Note that (19) can be considered as a gener-

alised Itô formula.

Proof. If Xx = x+B, then identities (17)-(19) are given in [12] (where these
identities are given for the case x = 0, but one can easily extend them to the
case of the Brownian motion starting at an arbitrary x ∈ R). For general Xx,
we consider the identities under the equivalent measure Q from Remark 2.5.
Then, by the construction of the local time integral outlined in Lemma 2.7,
the integrals in the identities are the ones with respect to Brownian motion
Xx, for which we know the identities hold by [12].

3 Existence, Malliavin, and Sobolev differentiability of strong
solutions

In this section we prepare the necessary theoretical grounds to develop the
probabilistic representation of Deltas. Being notationally and technically rather
heavy, the proofs of this section are deferred to Appendix A for an improved
flow and readability of the paper. We first study the existence and Malliavin
differentiability of a unique strong solution of SDE (5) before we turn to the
differentiability of the strong solution in its initial condition and the corre-
sponding first variation process. We state the first main result of this section:
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Theorem 3.1. Suppose that the drift coefficient b : [0, T ] × R → R is in the
form (6). Then there exists a unique strong solution {Xx

t }t∈[0,T ] to SDE (5).
In addition, Xx

t is Malliavin differentiable for every t ∈ [0, T ].

The proof of Theorem 3.1 employs several auxiliary results presented in
Appendix A. The main steps are:

1. First, we construct a weak solution Xx to (5) by means of Girsanov’s
theorem, that is we introduce a probability space (Ω,F , P ) that carries
some Brownian motion B and a continuous process Xx such that (5) is
fulfilled. However, a priori Xx is not adapted to the filtration {Ft}t∈[0,T ]

generated by the Brownian motion B.
2. Next, we approximate the drift coefficient b = b̃ + b̂ by a sequence of

functions (which always exists by standard approximation results)

bn := b̃n + b̂, n ≥ 1, (20)

such that {b̃n}n≥1 ⊂ C∞0 ([0, T ] × R) with supn≥1 ‖b̃n‖∞ ≤ C <∞ and

further b̃n → b̃ in (t, x) ∈ [0, T ] × R a.e. with respect to the Lebesgue
measure. By standard results on SDE’s, we know that for each regular
coefficient bn, n ≥ 1, there exists a unique strong solution Xn,x to the SDE

dXn,x
t = bn(t,Xn,x

t )dt+ dBt, 0 ≤ t ≤ T, Xn,x
0 = x ∈ R . (21)

We then show that for each t ∈ [0, T ] the sequence Xn,x
t converges weakly

to the conditional expectation E[Xx
t |Ft] in the space L2(Ω;Ft) of square

integrable, Ft-measurable random variables.
3. By Proposition 2.4 we know that for each t ∈ [0, T ] the strong solutions
Xn,x
t , n ≥ 1, are Malliavin differentiable with

DsX
n,x
t = exp

{∫ t

s

b′n(u,Xn,x
u )du

}
, 0 ≤ s ≤ t ≤ T, n ≥ 1, (22)

where b′n denotes the derivative of bn with respect to x. We will use repre-
sentation (22) to employ the compactness criterion (2.3) to show that for
every t ∈ [0, T ] the set of random variables {Xn,x

t }n≥1 is relatively compact
in L2(Ω;Ft), which then allows to conclude that Xn,x

t converges strongly
in L2(Ω;Ft) to E[Xx

t |Ft]. Further we obtain that E[Xx
t |Ft] is Malliavin

differentiable as a consequence of the compactness criterion.
4. In the last step we show that E[Xx

t |Ft] = Xx
t , which implies that Xx

t is
Ft-measurable and thus a strong solution. Moreover, we show that this
solution is unique.

Notation: In the following we sometimes include the drift coefficient b into
the sequence {bn}n≥0 by putting b0 := b̃0 + b̂ := b̃+ b̂ = b.

The next important result is an explicit representation of the Malliavin
derivative of the strong solution Xx

t , t ∈ [0, T ]. For smooth coefficients b we
can explicitly express the Malliavin derivative in terms of the derivative of b
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as stated in (22). For general, not necessarily differentiable coefficients b, we
are still able to give an explicit formula which now involves the coefficient b in
a local time integral:

Proposition 3.2. For 0 ≤ s ≤ t ≤ T , the Malliavin derivative DsX
x
t of the

unique strong solution Xx
t to equation (5) has the following explicit represen-

tation:

DsX
x
t = exp

{
−
∫ t

s

∫
R
b(u, y)LX

x

(du, dy)

}
, (23)

where LX
x

(du, dy) denotes integration in space and time with respect to the
local time of Xx, see Section 2.2 for definitions.

Next, we turn our attention to the study of the strong solution Xx
t as

a function in its initial condition x for SDE’s with possible irregular drift
coefficients. The first result establishes Hölder continuity jointly in time and
space.

Proposition 3.3. Let Xx
t , t ∈ [0, T ] be the unique strong solution to the SDE

(5). Then for all s, t ∈ [0, T ] and x, y ∈ K for any arbitrary compact subset

K ⊂ R there exists a constant C = C(K, ‖b̃‖∞, ‖b̂′‖∞) > 0 such that

E
[
|Xx

t −Xy
s |2
]
≤ C(|t− s|+ |x− y|2).

In particular, there exists a continuous version of the random field (t, x) 7→ Xx
t

with Hölder continuous trajectories of order α < 1/2 in t ∈ [0, T ] and α < 1
in x ∈ R.

If the drift coefficient b is sufficiently regular, then we know by Proposi-
tion 2.4 that Xx

t is even differentiable as a function in x. The first variation
process ∂

∂xX
x is then given by (12). In the following we will derive analogous

results for irregular drift coefficients, where in general the first variation pro-
cess will now exist in the Sobolev derivative sense. Let U ⊂ R be an open and
bounded subset. The Sobolev space W 1,2(U) is defined as the set of functions
u : R → R, u ∈ L2(U) such that its weak derivative belongs to L2(U). The
Sobolev space is endowed with the norm

‖u‖1,2 = ‖u‖2 + ‖u′‖2,

where u′ stands for the weak derivative of u ∈ W 1,2(U). We say that the
solution Xx

t , t ∈ [0, T ] is Sobolev differentiable in U if for all t ∈ [0, T ], X ·t
belongs to W 1,2(U), P -a.s. Observe that in general X ·t is not in W 1,2(R), e.g.
take b ≡ 0.

Theorem 3.4. Let b : [0, T ]× R→ R be as in (6). Let Xx
t , t ∈ [0, T ] be the

unique strong solution to the SDE (5) and U ⊂ R an open, bounded set. Then
for every t ∈ [0, T ] we have

(x 7→ Xx
t ) ∈ L2(Ω,W 1,2(U)).
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We remark that using analogue techniques as in [30] one could even estab-
lish that the strong solution gives rise to a flow of Sobolev diffeomorphisms.
This, however, is beyond the scope of this paper.

Similarly as for the Malliavin derivative, we are able to give an explicit
representation for the first variation process in the Sobolev sense that does
not involve the derivative of the drift coefficient by employing local time inte-
gration.

Proposition 3.5. Let b : [0, T ]×R→ R be as in (6). Then the first variation
process (in the Sobolev sense) of the strong solution Xx

t , t ∈ [0, T ] to SDE (5)
has the following explicit representation

∂

∂x
Xx
t = exp

{
−
∫ t

0

∫
R
b(u, y)LX

x

(du, dy)

}
dt⊗ P − a.s. (24)

As a direct consequence of Proposition 3.5 together with Proposition 3.2
we obtain the following relation between the Malliavin derivative and the first
variation process, which is an extension of Proposition 2.4 to irregular drift
coefficients and which is a key result in deriving the desired expression for the
Delta.

Corollary 3.6. Let Xx
t , t ∈ [0, T ], be the unique strong solution to (5).

Then the following relationship between the spatial derivative and the Malliavin
derivative of Xx

t holds:

∂

∂x
Xx
t = DsX

x
t

∂

∂x
Xx
s P − a.s. (25)

for any s, t ∈ [0, T ], s ≤ t.

Remark 3.7. Note that by Lemma 2.11 the Malliavin derivative in (23) and
the first variation process in (24) can be expressed in various alternative ways.
Firstly, we observe that by formula (17) the local time integral of the regular

part b̂ in b can be separated and rewritten in the form

−
∫ t

s

∫
R
b(u, y)LX

x

(du, dy) =

∫ t

s

b̂′(u,Xx
u)du−

∫ t

s

∫
R
b̃(u, y)LX

x

(du, dy) a.s.

(26)

If in addition b̃(t, ·) is locally square integrable and continuous in t as a map
from [0, T ] to L2

loc(R) or even time-homogeneous, then by Lemma 2.11 also

the local time integral associated to the irregular part b̃ can be reformulated in
terms of the generalised covariation process as in (18) or in terms of the gen-
eralised Itô formula as in (19), respectively. In particular, these reformulations
are useful for simulation purposes.

We conclude this section by giving an extension of all the results seen so
far to a class of SDE’s with more general diffusion coefficients.
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Theorem 3.8. Consider the time-homogeneous SDE

dXx
t = b(Xx

t )dt+ σ(Xx
t )dBt, Xx

0 = x ∈ R, 0 ≤ t ≤ T, (27)

where the coefficients b : R −→ R and σ : R −→ R are Borel measurable.
Require that there exists a twice continuously differentiable bijection Λ : R→ R
with derivatives Λ′ and Λ′′ such that

Λ′(y)σ(y) = 1 for a.e. y ∈ R,

as well as
Λ−1 is Lipschitz continuous.

Suppose that the function b∗ : R −→ R given by

b∗(x) := Λ′
(
Λ−1(x)

)
b(Λ−1 (x)) +

1

2
Λ′′
(
Λ−1(x)

)
σ(Λ−1 (x))2

satisfies the conditions of Theorem 3.1. Then there exists a Malliavin differ-
entiable strong solution Xx

· to (27) which is (locally) Sobolev differentiable in
its initial condition.

Proof. The proof is obtained directly from Itô’s formula. See [28].

4 Existence and derivative-free representations of the Delta

We now turn to the main objective of the paper to extend Theorem 1.1 to the
case of irregular drift coefficients, i.e. to establish a derivative-free, probabilistic
representation for the Delta

∂

∂x
E [Φ(Xx

T )] (28)

of a European option with pay-off Φ(Xx
T ) for some Φ : R → R, where the

underlying price process under the risk-neutral pricing measure is modeled by
the strong solution Xx of SDE (5) with possibly irregular drift b as in (6).
For this purpose, we need to show in the first place that the the first order
derivative (28) exists. We remark that in general the second order derivative
does not exist, and thus PDE methods to compute the Delta are not applicable
for general irregular drift coefficients.

In a second step we then generalize the result to path-dependent options
that allow for a time window to pertorm integration by parts, i.e. to path-
dependent pay-offs in the form

Φ(Xx
s : T1 < s < T ) (29)

for a future time T1 ∈ (0, T ] and some Φ : C([T1, T ])→ R.
We start with a preliminary result which shows that in case of a smooth

pay-off function with compact support the Delta for European options exists
and is continuous.
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Lemma 4.1. Let Xx
t , t ∈ [0, T ] be the strong solution to SDE (5) and

{Xn,x
t }n≥1 the corresponding approximating strong solutions of SDE (21). Let

Φ ∈ C∞0 (R) and T > 0 and consider the functions

un(x) := E [Φ (Xn,x
T )] and u(x) := E [Φ (Xx

T )] .

Consider also the function

ū(x) := E

[
Φ′ (Xx

T )
∂

∂x
Xx
T

]
, (30)

where ∂
∂xX

x is the first variation process of Xx introduced in (24). Then

un(x)
n→∞−−−−→ u(x) for all x ∈ R, and u′n(x)

n→∞−−−−→ ū(x) uniformly on com-
pact subsets K ⊂ R, where u′n denotes the derivative. Thus u ∈ C1(R) with
u′ = ū.

Proof. Firstly we observe that the expression in (30) is well-defined. This can
be seen by using Cauchy-Schwarz inequality, the fact that Φ ∈ C∞0 (R), and
Corollary A.7.

It is readily checked that un(x)→ u(x) for all x ∈ R since Φ is smooth by
using the mean-value theorem and Xn,x

t → Xx
t in L2(Ω) as n→∞ for every

t ∈ [0, T ] (see Theorem A.4).
For the smooth coefficients bn we know that un ∈ C1(R), n ≥ 1, and since

Φ′ is bounded and by dominated convergence we get

u′n(x) = E

[
Φ′ (Xn,x

T )
∂

∂x
Xn,x
T

]
.

We will show that supx∈K |Fn(x)| n→∞−−−−→ 0 for any compact subset K ⊂ R,
where Fn(x) := |u′n(x)− ū(x)| = |E

[
Φ′ (Xn,x

T ) ∂
∂xX

n,x
T − Φ′ (Xx

T ) ∂
∂xX

x
T

]
|. In-

deed, by plugging in expression (24) for the first variation process and Gir-
sanov’s theorem we get

Fn(x) ≤

∣∣∣∣∣E[Φ′ (BxT ) exp

{
−
∫ T

0

∫
R
bn(u, y)LB

x

(du, dy)

}
E (bn)T

− Φ′ (BxT ) exp

{
−
∫ T

0

∫
R
b(u, y)LB

x

(du, dy)

}
E (b)T

)]∣∣∣∣∣
≤

∣∣∣∣∣E[Φ′ (BxT ) E (b)T

(
exp

{
−
∫ T

0

∫
R
bn(u, y)LB

x

(du, dy)

}

− exp

{
−
∫ T

0

∫
R
b(u, y)LB

x

(du, dy)

})]∣∣∣∣∣
+

∣∣∣∣∣E[Φ′ (BxT ) exp

{
−
∫ T

0

∫
R
bn(v, y)LB

x

(dv, dy)

}
(E (bn)T − E (b)T )

]∣∣∣∣∣
:= In + IIn
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Here, we will show estimates for IIn, for In the argument is analogous. Simi-
larly as in the proof of Lemma A.3, using inequality |ex−ey| ≤ |x−y|(ex+ey)
we get

IIn .E
[
|Φ′ (BxT ) ||Un| exp

{
−
∫ T

0

∫
R
bn(v, y)LB

x

(dv, dy)

}
E (bn)T

]
+ E

[
|Φ′ (BxT ) ||Un| exp

{
−
∫ T

0

∫
R
bn(v, y)LB

x

(dv, dy)

}
E (b)T

]
=: II1n + II2n ,

where

Un :=

∫ T

0

(b̃n(u,Bxu)− b̃(u,Bxu))dBu −
1

2

∫ T

0

(b2n(u,Bxu)− b2(u,Bxu))du.

We will now show that II1n → 0 as n→∞ uniformly in x on a compact subset
K ⊂ R. The convergence of II2n then follows in the same way. Denote p = 1+ε

ε
with ε > 0 from Lemma 2.6 and use Hölder’s inequality with exponent 1+ε on
the Doléans-Dade exponential, then employ formula (17) on b̂ in bn = b̃n + b̂
and use Cauchy-Schwarz inequality successively. As a result,

II1n . E
[
E (bn)

1+ε
T

]1/(1+ε)
E [|Φ′ (BxT ) |]1/(2p)E[|Un|8p]1/(8p)

× E

exp

{
−4p

∫ T

0

∫
R
b̃n(v, y)LB

x

(dv, dy)

]1/(4p)
× E

[
exp

{
8p

∫ T

0

b̂′(v,Bxv )dv

}]1/(8p)
.

The first and fourth factor are bounded uniformly in n ≥ 1 and x ∈ K by
Remark A.1 and Lemma A.2, respectively. The second and and fifth factor
can be controlled since Φ′ and b̂′ are bounded. It remains to show that

sup
x∈K

E[|Un|8p]
n→∞−−−−→ 0. (31)

Using Minkowski’s, Burkholder-Davis-Gundy’s, and Hölder’s inequality we can
write

E[|Un|8p] .
∫ T

0

E[|b̃n(u,Bxu)− b̃(u,Bxu)|8p]du

+

∫ T

0

E[|b2n(u,Bxu)− b2(u,Bxu)|8p]du.
(32)



20 D. Baños et al.

The integrand of the first term in (32) can be rewritten as

E[|b̃n(u,Bxu)− b̃(u,Bxu)|8p] =
1√
2πu

∫
R
|b̃n(u, y)− b̃(u, y)|8pe−

(y−x)2
2u dy

≤ 1√
2πu

e
x2

2u

∫
R
|b̃n(u, y)− b̃(u, y)|8pe−

y2

4u dy,

where we have used e−
(y−x)2

2u = e−
y2

4u e−
(y−2x)2

4u e
x2

2u ≤ e−
y2

4u e
x2

2u . Similarly, one
can argue for the second term in (32). By taking the supremum over x ∈ K
for each u ∈ [0, T ], the convergence (31) follows by dominated convergence.

In sum,
sup
x∈K

Fn(x)
n→∞−−−−→ 0

and hence u′n(x)
n→∞−−−−→ ū(x) uniformly on compact sets K ⊂ R. Thus u ∈

C1(R) with u′ = ū.

We come to our main result, which extends Theorem 1.1 to underlyings
with irregular drift coefficients. In particular, when plugging in expression
(24) for the first variation process, we see that the formula for the Delta in
(35) below involves neither the derivative of the pay-off function Φ nor the
derivative of the drift coefficient b. We obtain this result for pay-off functions
Φ ∈ Lq(R;wT ), where

Lq(R;wT ) :=

{
f : R→ R measurable :

∫
R
|f(x)|q wT (x)dx <∞

}
(33)

for the weight function wT defined by

wT (x) := exp

(
− x

2

4T

)
, x ∈ R , (34)

and where the exponent q depends on the drift b. Note that all pay-off functions
of practical relevance are contained in these spaces.

Theorem 4.2. Let Xx be the strong solution to SDE (5) and Φ : R → R a
function in L2p(R;wT ), where p > 1 is the conjugate of 1 + ε for ε > 0 in
Lemma 2.6. Then the price

u(x) := E [Φ(Xx
T )]

of the associated European option is continuously differentiable in x ∈ R, and
its derivative, i.e. the Delta, takes the form

u′(x) = E

[
Φ(Xx

T )

∫ T

0

a(s)
∂

∂x
Xx
s dBs

]
(35)

where ∂
∂xX

x
s is given in (24), and a : R → R is any bounded, measurable

function such that ∫ T

0

a(s)ds = 1. (36)
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Proof. Assume first Φ ∈ C∞0 (R). Then by Lemma 4.1 we know that u(x) =
E [Φ(Xx

T )] is continuously differentiable with derivative

u′(x) := E

[
Φ′(Xx

T )
∂

∂x
Xx
T

]
.

Now, by Corollary 3.6, we have for any s ≤ T

∂

∂x
Xx
T = DsX

x
T

∂

∂x
Xx
s . (37)

Also recall that DsX
x
T = 0 for s ≥ T . So, for any function a : R→ R satisfying

(36) we have

∂

∂x
Xx
T =

∫ T

0

a(s)DsX
x
T

∂

∂x
Xx
s ds.

As a result,

u′(x) = E

[
Φ′(Xx

T )

∫ T

0

a(s)DsX
x
T

∂

∂x
Xx
s ds

]
= E

[∫ T

0

a(s)DsΦ(Xx
T )

∂

∂x
Xx
s ds

]
,

where the second equality follows from the Malliavin differentiability of Φ(Xx
T )

(Theorem 3.1) and the Malliavin chain rule (Lemma 2.1). Since s 7→ a(s) ∂
∂xX

x
s

is an adapted, square-integrable process (Corollary A.7 with p = 2), the duality
formula for the Malliavin derivative (Theorem 2.2) yields

u′(x) = E

[
Φ(Xx

T )

∫ T

0

a(s)
∂

∂x
Xx
s dBs

]
.

Now, let Φ ∈ L2p(R;wT ). By standard arguments we can approximate Φ
by a sequence {Φn}n≥0 ⊂ C∞0 (R) such that Φn → Φ in L2p(R;wT ) as n→∞.

Define un(x) := E[Φn(Xx
T )] and ū(x) := E[Φ(Xx

T )
∫ T
0
a(s) ∂

∂xX
x
s dBs] which

is well-defined by Cauchy-Schwarz inequality, Girsanov’s theorem in connec-
tion with Lemma 2.6, Burkholder-Davis-Gundy’s inequality in connection with
Corollary A.7. Then by the first step u′n(x) exists for all n ≥ 1 and

|u′n(x)− ū(x)| =

∣∣∣∣∣E
[

(Φn(Xx
T )− Φ(Xx

T ))

∫ T

0

a(s)
∂

∂x
Xx
s dBs

]∣∣∣∣∣
≤ E

[
|Φn(Xx

T )− Φ(Xx
T )|2

]1/2
E

[∫ T

0

|a(s)
∂

∂x
Xx
s |2ds

]1/2

. E

[
|Φn(BxT )− Φ(BxT )|2 E

(∫ T

0

b(u,Bxu)dBu

)]1/2
,
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where we have used Cauchy-Schwarz inequality, Itô’s isometry, Corollary A.7
and Girsanov’s theorem in this order. By Hölder’s inequality with 1 + ε for a
small enough ε > 0 from Lemma 2.6 we then get

|u′n(x)− ū(x)| . E
[
|Φn(BxT )− Φ(BxT )|2

1+ε
ε

] ε
2(1+ε)

E
[
E (b)

1+ε
T

] 1
2(1+ε)

. E
[
|Φn(BxT )− Φ(BxT )|2

1+ε
ε

] ε
2(1+ε)

.

For the last quantity, we get similarly as in the proof of Lemma 4.1

E
[
|Φn(BxT )− Φ(BxT )|2

1+ε
ε

]
=

1√
2πT

∫
R
|Φn(y)− Φ(y)|2

1+ε
ε e−

(y−x)2
2T dy

≤ 1√
2πT

e
x2

2T

∫
R
|Φn(y)− Φ(y)|2

1+ε
ε e−

y2

4T dy

=
1√
2πT

e
x2

2T ‖Φn − Φ‖2pL2p(R;wT ).

It follows that for any compact K ⊂ R

lim
n→∞

sup
x∈K

E
[
|Φn(BxT )− Φ(BxT )|2

1+ε
ε

]
= 0,

and thus u′n(x)
n→∞−−−−→ ū(x) uniformly on compact sets. Hence u ∈ C1(R) with

u′ = ū.

Next, we consider path-dependent options with pay-off in the form (29).
Note that T1 > 0 needs to be a future time point such that the time window
[0, T1] allows for integration by parts as in the proof of Theorem 4.2. In that
case, following the same ideas as in [16, Proposition 2.2], we can reduce the
path-dependent case to the setting in Theorem 4.2. Indeed, by the Markov
property of Xx, see [34, Theorem 1 and Section 4.5], we can write

E[Φ(Xx
s : T1 < s < T )|Xx

T1
] = Φ̃(Xx

T1
), (38)

for some Borel-measurable function Φ̃ : R→ R. We then get:

Corollary 4.3. Let Xx be the strong solution to SDE (5), and Φ : C(R)→ R
be such that Φ̃ in (38) lies in L2p(R;wT1

) where T1 > 0 and wT1
is defined in

(34). Further, p > 1 is the conjugate of 1 + ε for ε > 0 in Lemma 2.6. Then,
the price

u(x) = E [Φ (Xx
s : T1 < s < T )]

of the associated path-dependent option is continuously differentiable in x ∈ R,
and its derivative, i.e. the Delta, takes the form

u′(x) = E

[
Φ (Xx

s : T1 < s < T )

∫ T1

0

a(s)
∂

∂x
Xx
s dBs

]
(39)

for any bounded measurable function a : R→ R such that
∫ T1

0
a(s)ds = 1.
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Proof. By (38) we get

∂

∂x
E[Φ(Xx

s ;T1 ≤ s ≤ T )] =
∂

∂x
E[Φ̃(Xx

T1
)] = E

[
Φ̃(Xx

T1
)

∫ T1

0

a(s)
∂

∂x
Xx
s dBs

]
,

where the latter follows from Theorem 4.2. We conclude by the tower property
for the conditional expectation.

Example 1 (Discrete path-dependent options) Consider a path-dependent pay-
off fin the form

Φ(Xx
T1
, . . . , Xx

Tm),

for time points 0 < T1 ≤ · · · ≤ Tm ≤ T . By Lemma 2.6 we know that there
exists a constant C > 0 such that for all 0 < ε < C

E

E (∫ T

0

b(u,Bxu)dBu

)1+ε
 1

1+ε

. eCεx
2

, (40)

where Cε are constants such that limε↘0 Cε = 0. Let 0 < ε̃ < C be such that

Cε̃ <
1

8T1
. Then if Φ ∈ L4p 1+ε̃

ε̃ (Rm; ŵT ) where p is the exponent from Corollary
4.3 and

Lq(Rm; ŵT ) :=

{
f : Rm → R :

∫
Rm
|f(y)|qŵT (y)dy <∞

}
, ŵT (y) := e−

|y|2
8T ,

(41)

the Delta exists and takes the form given in (39).

Indeed, we have to verify that Φ̃ ∈ L2p(R;wT1
). Denoting by Xs,x

t the
solution at time t ∈ [0, T ], starting in x ∈ R at time s < t, we can write

Φ̃(x) = E[Φ(x,XT1,x
T2

, . . . , XT1,x
Tm

)]. Hence, Jensen’s inequality, Girsanov’s the-
orem, (40) and |z|α ≤ 1 + |z|, α ∈ (0, 1), z ∈ R yields

|Φ̃(x)|2pwT1
(x) ≤ e−

x2

8T1

(
1 + E[|Φ(x,BxT2−T1

, . . . , BxTm−T1
)|2p

1+ε̃
ε̃ ]
)
.

The first summand is integrable. For the second summand, writing the mul-
tivariate density of the Brownian vector in terms of transition densities we
have∫

R
|Φ̃(x)|2pwT1(x)dx . 1 +

∫
Rm
|Φ(y)|2p

1+ε̃
ε̃

m∏
i=1

exp

(
− (yi − yi−1)2

8T

)
dy

. 1 +

(∫
Rm
|Φ(y)|4p

1+ε̃
ε̃ exp

(
−|y|

2

8T

)
dy

) 1
2

<∞,

where we have applied Cauchy-Schwarz inequality in the second inequality.

In [15], a Malliavin weight in (39) of the form
∫ Tm
0

a(s) ∂
∂xX

x
s dBs where∫ Ti

0
a(s)ds = 1 for all i = 1, ...m has been derived for discrete path-dependent

payoffs in case of smooth coefficients. We would like to remark that one could
obtain the analogue result for irregular drift coefficients by generalizing the
proof of Theorem 4.2 instead of resorting to the Markov property as above.
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Example 2 (Asian options) Consider an Asian pay-off starting at a future
time, i.e.

Φ

(∫ T2

T1

Xx
s ds

)

for times 0 < T1 < T2 ≤ T . Then if Φ ∈ L4p 1+ε̃
ε̃ (R; w̃T ) where p is the exponent

from Corollary 4.3 and

Lq(R; w̃T ) :=

{
f : R→ R :

∫
Rm
|f(y)|qw̃T (y)dy <∞

}
, w̃T (y) := e

− |y|
2

8
3
T3
,

the Delta exists and takes the form given in (39).

Indeed, similarly as in the Example 1 we get Φ̃(x) = E[Φ(
∫ T2

T1
XT1,x
s ds)] ∈

L2p(R;wT1
) from the inequality

|Φ̃(x)|2pwT1(x) ≤ e−
x2

8T1

1 + E

∣∣∣∣∣Φ
(∫ T2

T1

Bxs−T1
ds

)∣∣∣∣∣
2p 1+ε̃

ε̃

 ,

using the fact that
∫ T2

T1
Bys−T1

ds is normally distributed with mean y(T2− T1)

and variance (T2−T1)
3

3 .

5 Examples and Simulations

We complete this paper by applying the results from Section 4 to the com-
putation of the Deltas in the regime-switching examples mentioned in the
Introduction. To implement the methodology, we first employ Remark 3.7 and
observe that all drift coefficients from the regime switching examples in the
Introduction can be written in the form b(t, x) = b̃(x) + b̂(x) as in (6) such

that identity (17) holds for b̂(x) and identity (19) holds for b̃(x). We thus get
the following reformulation of the first variation process (24):

∂

∂x
Xx
t = exp

{
2β̃(Xx

t )− 2β̃(x)− 2

∫ t

0

b̃(Xx
s ) dXx

s +

∫ t

0

b̂′(Xx
u)du

}
, (42)

where β̃(·) := b̃(0) +
∫ ·
0
b̃(y) dy is a primitive of b̃(·). This form is convenient

for simulation purposes.

5.1 Black & Scholes model with regime-switching dividend yield

Consider an extended Black & Scholes model where the stock pays a dividend
yield that switches to a higher level when the stock value passes a certain
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threshold. That is, under the risk-neutral measure the stock price S is given
by

Ss0T = eσX
ln(s0)/σ

T , s0 > 0,

where Xx
t is the solution of the SDE

Xx
t = x+

∫ t

0

b(Xx
u)du+Bt , (43)

with
b(x) := −λ11(−∞,R)(x)− λ21[R,∞)(x)− σ

2
.

Here σ, λ1, λ2, R ∈ R+, and σλ1, σλ2 are the regime-dependent dividend
yields. We can see that SDE (43) is in the required form as in (5) taking

b̃(t, x) = −(λ2− λ1)1[R,∞)(x) and b̂(t, x) = −λ1− σ
2 . Letting Φ := Φ ◦ exp ◦σ·

we thus get by the chain rule

∂

∂s0
E[Φ(Ss0T )] =

∂

∂s0
E[Φ(X

ln(s0)/σ
T )] =

1

s0σ
· ∂
∂x
E[Φ(Xx

T )] |
x=

ln(s0)
σ

.

If Φ ∈ L4p
w (R) we know by Theorem 4.2 that the Delta exists, and we can

compute ∂
∂xE[Φ(Xx

T )] by (35) to obtain

∂

∂s0
E[Φ(Ss0T )] = E

[
Φ(Ss0T )

∫ T

0

a(s)

s0σ

∂

∂x
X ln(s0)/σ
s dBs

]
(44)

for any bounded measurable function a : R→ R such that
∫ T
0
a(s)ds = 1 , and

where ∂
∂xX

x
s is given by (42) with b̂′ = 0 and

β̃(x) :=

∫ x

0

b̃(y) dy = −(λ2 − λ1)(x−R)1[R,∞)(x).

We now consider the Delta for a call option, i.e. Φ(x) := (x − K)+, and
for a digital option, i.e. Φ(x) := 1{x≥K}, for some strike price K > 0. It is
easily seen that in both cases Φ ∈ L4p

w (R). To compute (44) by Monte Carlo,
Xx is approximated by an Euler scheme (see [33], Theorem 3.1 on the Euler
scheme approximation for coefficients b which are non-Lipschitz due to a set of
discontinuity points with Lebesgue measure zero). As in [15] we compare the
performance of (44) to the approximation of the Delta by a finite difference
scheme combined with Monte Carlo:

∂

∂s0
E[Φ(Ss0T )] ∼

E[Φ(Ss0+εT )]− E[Φ(Ss0−εT )]

2ε
, (45)

for ε sufficiently small. We set the parameters T = 1, s0 = 100, λ1 = 0.5,
λ2 = 1.5, R = 50, σ = 0.1, K = 94, and the function in the Malliavin weight is
chosen to be a(t) := 1

T I[0,T ](t). Our findings are analogue to the ones in [15]:
for the continuous call option pay-off function the approximation (45) seems to
be more efficient (see Figure 1), whereas for the discontinuous pay-off function
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Fig. 1 Delta of a European Call Option Black & Scholes model with regime-switching
dividend yield.

Fig. 2 Delta of a European Digital Option under the Black & Scholes model with regime-
switching dividend yield.

of a digital option, the approximation (44) via the Malliavin weight exhibits
better convergence (see Figure 2). However, this simulation study certainly
does not allow for an extensive statement on the numerical properties of the
involved methods.

5.2 Electricity spot price model with regime-switching mean-reversion rate

Typically, electricity spot prices exhibit a mean-reverting behaviour with at
least two different regimes of mean-reversion: a spike regime with very strong
mean-reversion on exceptionally high price levels and a base regime with mod-
erate mean-reversion on regular price levels. These features can be captured by
modelling the (de-seasonalized) electricity spot price S (under a risk-neutral
pricing measure) by an extended Ornstein-Uhlenbeck process with regime-
switching mean-reversion rate:

Ss0t = σX
s0/σ
t , (46)

where Xx is the solution of the SDE

Xx
t = x+

∫ t

0

b(Xx
u)du+Bt, (47)
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with

b(x) := −
(
λ11(−∞,R)(x) + λ21[R,∞)(x)

)
x. (48)

Here σ,R, λ1, λ2 ∈ R+, σR denotes the spike threshold for the spot price
and λ1, λ2 the regime-dependent mean-reversion rates. We observe that the
SDE (47) is in the required form (5) with b̃(x) = − (λ2 − λ1)R1[R,∞)(x) and

b̂(x) = b(x)−b̃(x). In order to guarantee positive prices, one could alternatively
model the log-price by (46), or one could introduce another regime with high
mean-reversion as soon as the price falls below zero (we recall that short
periods of negative electricity prices have been observed).

Since electricity is a flow commodity, derivatives on (the de-seasonalized)
spot electricity are written on the average price of the delivery of 1 kWh over

a future period [T1, T2], i.e. the underlying is of the type 1
T2−T1

∫ T2

T1
Ss0t dt for

T1 > 0. Let Φ be the pay-off function of the derivative. Then, the Delta is of
Asian type and can be rewritten as:

∂

∂s0
E

[
Φ

(
1

T2 − T1

∫ T2

T1

Ss0t dt

)]
=

1

σ

∂

∂x
E

[
Φ

(
1

T2 − T1

∫ T2

T1

Xx
t dt

)]∣∣∣∣∣
x=

s0
σ

(49)
with Φ := Φ ◦ ·σ. Thus, if Φ fulfills the integrability conditions in Example 2,
the Delta exists and can be represented by formula (39). Note that in this
example the first variation process ∂

∂xX
x
s is given by (42) with

β̃(x) :=

∫ x

0

b̃(y) dy = − (λ2 − λ1)R(x−R)1[R,∞)(x)

and ∫ t

0

b̂′(u,Xx
u)du = −λ1

∫ t

0

1(−∞,R)(X
x
u)du− λ2

∫ t

0

1[R,∞)(X
x
u)du.

We compare the performance of the formula (39) for the Asian Delta with
a finite difference approximation analogous to (45) when Φ is a call option
pay-off and a digital option pay-off, respectively. Obviously, in both cases the
pay-off Φ fulfils the assumptions in Example 2. The parameters are chosen to
be T1 = 0.4, T2 = 1, s0 = 0, λ1 = 0.2, λ2 = 0.4, σR = 3, σ = 2, K = 0,
and the function a(t) in the Malliavin weight is set a(t) := 1

T1
I[0,T1](t). As

in Subsection 5.1, also for these Asian type options our simulations provide
a more efficient convergence for the finite difference method in case of the
continuous call option pay-off, see Figure 3, whereas for the discontinuous
digital pay-off, the approximation through the Malliavin weight provides better
convergence, see Figure 4. Again we note that this small simulation study
certainly does not allow for an extensive statement on the numerical properties
of the methods involved.
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Fig. 3 Delta of an Asian Call Option on Electricity spot with regime-switching mean-
reversion rate.

Fig. 4 Delta of an Asian Digital Option on Electricity spot with regime-switching mean-
reversion rate.

6 Conclusion

In this article we have generalised the application of Malliavin calculus to the
derivation of probabilistic representations of Deltas of options with possibly
discontinuous pay-offs presented in [15] to underlying diffusions with irregular
drift coefficients. More precisely, while in [15] the diffusion coefficients are
required to be continuously differentiable with bounded Lipschitz derivatives,
we allow for drift coefficients that can be decomposed into a merely measurable
and bounded and a Lipschitz continuous part.

In a first step we have established the existence of unique strong solutions
of SDE’s with such irregular drift coefficients that in addition are Malliavin
differentiable and weakly differentiable in their initial conditions. Further, we
were able to give explicit expressions of both the Malliavin and the weak
derivative without employing the derivative of the drift coefficient by intro-
ducing integration in space and time with respect to local time.

In a second step, these preliminary results were used to derive the exis-
tence and probabilistic representation of Deltas of European and also path-
dependent options with both possibly irregular pay-off and irregular drift co-
efficient. These representations neither involve the derivative of the pay-off



Computing Deltas without derivatives 29

function nor the derivative of the drift coefficient, whence the title Computing
Deltas without Derivatives of this article.

We have finalised the article with the numerical computation of the Deltas
in some examples where the drift coefficient exhibits discontinuities due to
some regime-switching behaviour. To this purpose we have reformulated the
local time integral in the first variation process in terms of more simulation
friendly Itô integrals using a generalised Itô formula. Analogously to the re-
sults in [15], our small simulation study proposes that the Malliavin method
develops its strength in comparison to a finite difference scheme in particular
for discontinuous pay-offs (digital options).

A Proofs of results in Section 3

In this appendix we recollect the proofs of the results in Section 3.

A.1 Proof of Theorem 3.1

We start by giving two estimates that will be progressively used throughout
some proofs in the sequel.

Remark A.1. From Lemma 2.6 it follows immediately that if the approximat-
ing functions bn, n ≥ 1 are as in (20) then for any compact subset K ⊂ R, one
can find an ε > 0 such that

sup
x∈K

sup
n≥0

E

E (∫ T

0

bn(u,Bxu)dBu

)1+ε
 <∞, (50)

where we recall that b0 := b.

Lemma A.2. Let f : [0, T ]×R→ R be a bounded measurable function. Then
for every t ∈ [0, T ], λ ∈ R and compact subset K ⊂ R we have

sup
x∈K

E

[
exp

{
λ

∫ t

0

∫
R
f(s, y)LB

x

(ds, dy)

}]
<∞, (51)

where LB
x

(ds, dy) denotes integration with respect to local-time of the Brow-
nian motion Bxt in both time and space, see Section 2 or [12] for more infor-
mation on local-time integration.
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Proof. By virtue of decomposition (16) from Section 2 and Cauchy-Schwarz
inequality twice we have

E

[
exp

{
λ

∫ t

0

∫
R
f(s, y)LB

x

(ds, dy)

}]

≤ E

[
exp

{
2λ

∫ t

0

f(s,Bxs )dBs

}]1/2

× E

[
exp

{
4λ

∫ T

T−t
f(T − s,BxT−s)dWs

}]1/4

× E

[
exp

{
−4λ

∫ T

T−t
f(T − s,BxT−s)

BT−s
T − s

ds

}]1/4
=: I · II · III,

where Wt :=
∫ t
0
BT−s
T−s ds + BT−t − BT was a Brownian motion. Since f is

bounded, factors I and II are bounded uniformly in x by Bernstein’s inequality
for exponential martingales. Finally, the boundedness of III follows from

E

[
exp

{
k

∫ T

0

|BT−s|
T − s

ds

}]
<∞ (52)

for any k ∈ R. To see (52), using Identity (16) with f(s, y) = sgn(y), x = 0
and t = T in connection with Tanaka’s formula we find that∫ T

0

|B̂s|
T − s

ds = 2|BT | −
∫ T

0

sgn(Bs)dBs +

∫ T

0

sgn(B̂s)dWs.

Then using Hölder’s inequality we obtain

E

[
exp

{
k

∫ T

0

|BT−s|
T − s

ds

}]

≤ E [exp {6k|BT |}]1/3E

[
exp

{
−3k

∫ T

0

sgn(Bs)dBs

}]1/3

× E

[
exp

{
3k

∫ T

0

sgn(B̂s)dWs

}]1/3
,

and the result follows.

We now develop the proof of Theorem 3.1 according to the four-step
scheme outlined in Section 3. In order to construct a weak solution of (5)

in the first step, let (Ω,F , P̃ ) be some given probability space which carries

a Brownian motion B̃, and put Xx
t := B̃t + x, t ∈ [0, T ]. By Remark 2.5,
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dP
dP̃

:= E
(∫ T

0
b(u,Xx

u)dB̃u

)
defines an equivalent probability measure P under

which the process

Bt := Xx
t − x−

∫ t

0

b(s,Xx
s )ds, t ∈ [0, T ], (53)

is a Brownian motion on (Ω,F , P ). Hence the pair (Xx, B) is a weak solution of
(5) on (Ω,F , P ). The stochastic basis that we operate on in the following is now
given by the filtered probability space (Ω,F , P, {Ft}t∈[0,T ]), which carries the
weak solution (Xx, B) of (5), where {Ft}t∈[0,T ] denotes the filtration generated
by Bt, t ∈ [0, T ], augmented by the P -null sets.

The next lemma provides the second step of the proof.

Lemma A.3. Let bn : [0, T ]×R→ R be a sequence of functions approximating
b a.e. as in (20) and Xn,x

t the corresponding strong solutions to (21), n ≥ 1.
Then for every t ∈ [0, T ] and function ϕ ∈ L2p

w (R), where the space L2p
w (R) is

defined as in (33) with p being the conjugate exponent of 1 + ε, ε > 0 from
Lemma 2.6, we have

ϕ(Xn,x
t )

n→∞−−−−→ E[ϕ(Xx
t )|Ft]

weakly in L2(Ω;Ft).

Proof. First note that ϕ(Xn,x
t ), E[ϕ(Xx

t )|Ft] ∈ L2(Ω;Ft), n ≥ 0. Indeed, Gir-
sanov’s theorem, Remark A.1 and the fact that ϕ ∈ L2p

w (R) imply that for
some constant Cε > 0 with ε > 0 small enough we have

sup
n≥0

E[|ϕ(Xn,x
t )|2] ≤ CεE[|ϕ(x+Bt)|2

1+ε
ε ]

ε
1+ε

= Cε
1√
2πt

∫
R
|ϕ(x+ z)|2

1+ε
ε e−

|z|2
2T dz <∞.

(54)

To show the weak convergence it suffices to show

W(ϕ(Xn,x
t ))(f)

n→∞−−−−→W(E[ϕ(Xx
t )|Ft](f)

for every f ∈ L2([0, T ]). Indeed, by Girsanov’s theorem we can write

W(ϕ(Xn,x
t ))(f)−W(E[ϕ(Xx

t )|Ft](f) =

=E

[
ϕ(Bxt )

(
E

(∫ T

0

(bn(u,Bxu) + f(u))dBu

)

− E

(∫ T

0

(b(u,Bxu) + f(u))dBu

))]
.
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Using inequality |ex − ey| ≤ |x− y|(ex + ey), x, y ∈ R we get

E

[(
ϕ(Xn,x

t )− E[ϕ(Xx
t )|Ft]

)
E

(∫ T

0

f(u)dBu

)]

≤E

[
|ϕ(Bxt )| |Un|

(
E

(∫ T

0

(bn(u,Bxu) + f(u))dBu

)

+ E

(∫ T

0

(b(u,Bxu) + f(u))dBu

))]
,

where

Un :=

∫ T

0

(bn(u,Bxu)− b(u,Bxu))dBu

− 1

2

∫ T

0

[(bn(u,Bxu) + f(u))2 − (b(u,Bxu) + f(u))2]du.

Hölder’s inequality with exponents p = 1+ε
ε and q = 1 + ε and then Cauchy-

Schwarz’s inequality yields

E

[(
ϕ(Xn,x

t )− E[ϕ(Xx
t )|Ft]

)
E

(∫ T

0

f(u)dBu

)]
≤

≤E
[
|ϕ(Bxt )|2

1+ε
ε

] ε
2(1+ε)

E
[
|Un|2

1+ε
ε

] ε
2(1+ε)

× E

[(
E

(∫ T

0

(bn(u,Bxu) + f(u))dBu

)

+ E

(∫ T

0

(b(u,Bxu) + f(u))dBu

))1+ε] 1
1+ε

=: I1 · I2n · I3n,

where ε > 0 is such that I3n is bounded uniformly in n ≥ 0 (see Remark
A.1). The first factor I1 is controlled as shown in (54). For the second factor
I2n, using Minkowski’s inequality, Burkholder-Davis-Gundy’s inequality and
Hölder’s inequality we can write

(I2n)2p .
∫ T

0

E
[∣∣∣bn(u,Bxu)− b(u,Bxu)

∣∣∣p]du
+

∫ T

0

E
[∣∣(bn(u,Bxu) + f(u))2 − (b(u,Bxu) + f(u))2

∣∣2p] du
and by dominated convergence we obtain I2n → 0 as n→∞.

We now turn to the third step of our scheme to prove Theorem 3.1.
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Theorem A.4. Let bn : [0, T ] × R → R, n ≥ 1, be as in (20) and Xn,x
· the

corresponding strong solutions to (21). Then, for each t ∈ [0, T ]

Xn,x
t

L2(Ω;Ft)−−−−−−→ E[Xx
t |Ft] (55)

as n→∞. Moreover, the right-hand side of (55) is Malliavin differentiable.

Proof. The main step is to show relative compactness of {Xn,x
t }n≥1 by apply-

ing Proposition 2.3. Let t ∈ [0, T ], 0 ≤ s ≤ s′ ≤ t and a compact set K ⊂ R
be given. Using the explicit representation introduced in (22), Girsanov’s the-
orem, the mean-value theorem, Hölder’s inequality with exponent 1 + ε for a
sufficiently small ε > 0 and Cauchy-Schwarz inequality successively we obtain

E
[
(DsX

n,x
t −Ds′X

n,x
t )2

]
=

=E

exp

{
2

∫ t

s′
b′n(u,Bxu)du

}(
exp

{∫ s′

s

b′n(u,Bxu)du

}
− 1

)2

E (bn)T


≤E

[
exp

{
2

∫ t

s′
b′n(u,Bxu)du

}(
sup

0≤θ≤1
exp

{
θ

∫ s′

s

b′n(u,Bxu)du

})2

×

(∫ s′

s

b′n(u,Bxu)du

)2

E (bn)T

]

≤E

[
exp

{
2

1 + ε

ε

∫ t

s′
b′n(u,Bxu)du

}
sup

0≤θ≤1
exp

{
2

1 + ε

ε
θ

∫ s′

s

b′n(u,Bxu)du

}

×

∣∣∣∣∣
∫ s′

s

b′n(u,Bxu)du

∣∣∣∣∣
2 1+ε

ε
] ε

1+ε

E
[
E (bn)

1+ε
T

] 1
1+ε

≤E
[
exp

{
4

1 + ε

ε

∫ t

s′
(b̃′n(u,Bxu) + b̂′(u,Bxu))du

}] ε
2(1+ε)

× E

[
sup

0≤θ≤1
exp

{
8

1 + ε

ε
θ

∫ s′

s

(b̃′n(u,Bxu) + b̂′(u,Bxu))du

}] ε
4(1+ε)

× E

∣∣∣∣∣
∫ s′

s

(b̃′n(u,Bxu) + b̂′(u,Bxu))du

∣∣∣∣∣
8 1+ε

ε


ε

4(1+ε)

E
[
E (bn)

1+ε
T

] 1
1+ε

=: I1n · I2n · I3n · I4n.

Here, by Remark A.1, ε > 0 is chosen such that supx∈K supn≥0 I
4
n < ∞. For

I1n and I2n we use Cauchy-Schwarz inequality and the fact that b̂′ is bounded
and get

I1n . E

[
exp

{
4

1 + ε

ε

∫ t

s′
b̃′n(u,Bxu)du

}] ε
2(1+ε)

=: II1n
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and

I2n . E

[
sup

0≤θ≤1
exp

{
8

1 + ε

ε
θ

∫ s′

s

b̃′n(u,Bxu)du

}] ε
4(1+ε)

=: II2n.

For I3n, Minkowski’s inequality and the boundedness of b̂′ give

I3n ≤ E

∣∣∣∣∣
∫ s′

s

b̃′n(u,Bxu)du

∣∣∣∣∣
8 1+ε

ε

+

∣∣∣∣∣
∫ s′

s

b̂′(u,Bxu)du

∣∣∣∣∣
8 1+ε

ε


ε

4(1+ε)

. E

∣∣∣∣∣
∫ s′

s

b̃′n(u,Bxu)du

∣∣∣∣∣
8 1+ε

ε


ε

4(1+ε)

+ ‖b̂′‖2∞T |s′ − s|

=: II3n + ‖b̂′‖2∞T |s′ − s|.

To get rid of the derivatives b̃′n in II1n, II
2
n and II3n, we use integration with

respect to the local time of the Brownian motion, see Theorem 2.10 in the
Section 2, and obtain

E
[
(DsX

n,x
t −Ds′X

n,x
t )2

]
.E

[
exp

{
−4

1 + ε

ε

∫ t

s′

∫
R
b̃n(u, y)LB

x

(du, dy)

}] ε
2(1+ε)

× E

[
sup

0≤θ≤1
exp

{
−8

1 + ε

ε
θ

∫ s′

s

∫
R
b̃n(u, x)LB

x

(du, dy)

}] ε
4(1+ε)

×

(
E

∣∣∣∣∣
∫ s′

s

∫
R
b̃n(u, x)LB

x

(du, dy)

∣∣∣∣∣
8 1+ε

ε


ε

4(1+ε)

+ ‖b̂′‖|s′ − s|

)
.

Observe that factors II1n and II2n can be controlled uniformly in n ≥ 1
and x ∈ K by virtue of Lemma A.2. Denote pε := 4 1+ε

ε . Then, for factor
II3n we use (17) in connection with (16) and apply Minkowski’s inequality,
Burkholder-Davis-Gundy’s inequality on the stochastic integrals and Hölder’s
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inequality in order to obtain

II3n ≤E

[∣∣∣− ∫ s′

s

b̃n(u,Bxu)dBu −
∫ T−s

T−s′
b̃n(T − u, B̂xu)dWu

+

∫ T−s

T−s′
b̃n(T − u, B̂xu)

B̂u
T − u

du
∣∣∣2pε]1/pε

.E

[(∫ s′

s

|b̃n(u,Bxu)|2du

)pε]1/pε

+ E

[(∫ T−s

T−s′
|b̃n(T − u, B̂xu)|2du

)pε]1/pε

+ E

∣∣∣∣∣
∫ T−s

T−s′
b̃n(T − u, B̂xu)

B̂u
T − u

du

∣∣∣∣∣
2pε
1/pε

.

Since b̃n is uniformly bounded we have for any α ∈ (0, 1)

II3n ≤ ‖b̃n‖2∞|s′ − s|+ ‖b̃n‖2∞

∫ T−s

T−s′

∥∥∥∥∥ B̂u
T − u

∥∥∥∥∥
L4pε (Ω)

du

2

≤ ‖b̃n‖2∞|s′ − s|+ ‖b̃n‖2∞|s′ − s|α.

Altogether, we can find a constant C > 0 depending on T and ε > 0 such
that

sup
x∈K

sup
n≥1

E
[
(Ds′X

n,x
t −DsX

n,x
t )2

]
≤ C|s′ − s|α (56)

for 0 ≤ s′ ≤ s ≤ t and α ∈ (0, 1). Similarly, one also obtains

sup
x∈K

sup
0≤s≤t

sup
n≥1

E
[
(DsX

n,x
t )2

]
≤ C (57)

for a constant C > 0.
Then (54) with ϕ = id, (56), (57) together with Proposition 2.3 imply that

the set {Xn,x
t }n≥1 is relatively compact in L2(Ω;Ft). Since the sequence of

solutions Xn,x
t also converges weakly to E[Xx

t |Ft] due to Lemma A.3 with
ϕ = id, we get by uniqueness of the limit that

Xnk,x
t

L2(Ω;Ft)−−−−−−→ E[Xx
t |Ft]

for a subsequence nk, k ≥ 0. Further, the L2(Ω;Ft)-convergence even holds
for the whole sequence. Indeed, assume by contradiction, that there exists a
subsequence nj , j ≥ 0, such that there is an ε > 0 with E[|Xnj ,x

t −Xx
t |2] > ε

for all j ≥ 0. Then {bnj}j≥0 is a sequence of approximating coefficients as
required in (20). Thus, by the previous results there exists a subsequence
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njm , m ≥ 0, such that Xnjm ,x → Xx in L2(Ω;Ft), which gives rise to a
contradiction.

Finally, since {DsX
n,x
t }n≥1 is bounded in the L2([0, T ] × Ω)-norm uni-

formly in n because of (57), we also have that the limit E[Xx
t |Ft] is Malliavin

differentiable, see e.g. [31, Lemma 1.2.3].

Remark A.5. Note that we have proved the estimates (56) and (57) uniformly
in x ∈ K for a compact set K even though this is not needed to apply Propo-
sition 2.3. We will, however, use this uniform bounds later on in the proofs of
Lemma A.6 and Theorem 3.4.

We are now ready to complete the proof of Theorem 3.1 by use of the
previous steps.

Proof of Theorem 3.1. To prove that Xx
t is a strong solution, it only remains

to prove that Xx
t is Ft-measurable for every t ∈ [0, T ]. Indeed, let ϕ be a

continuous bounded function. Then by Theorem A.4 we have for a subsequence
nk, k ≥ 0, that

ϕ(Xnk,x
t )

k→∞−−−−→ ϕ(E[Xx
t |Ft]), P − a.s.

On the other side, by Lemma A.3 we also have

ϕ(Xn,x
t )→ E [ϕ(Xx

t )|Ft]

weakly in L2(Ω;Ft). By the uniqueness of the limit we get

ϕ (E[Xx
t |Ft]) = E [ϕ(Xx

t )|Ft] , P − a.s.

for all continuous, bounded functions ϕ, which implies thatXx
t is Ft-measurable

for every t ∈ [0, T ].

To show uniqueness, assume that we have two strong solutions Xx and
Y x to the SDE (5). Then W(Xx

t )(h) = E[Xx
t (h)], for h ∈ L2([0, T ]) where

Xx
t (h), 0 ≤ t ≤ T satisfies the SDE

dXx
t (h) = (b(t,Xx

t (h)) + h(t))dt+ dB̂t, X
x
0 (h) = x (58)

for a Brownian motion B̂t, 0 ≤ t ≤ T . Analogously W(Y xt )(h) = E[Y xt (h)]
with Y xt (h), 0 ≤ t ≤ T solving (58). From the linear growth condition of the
drift coefficient b it follows that Xx

t (h) and Y xt (h), 0 ≤ t ≤ T , are unique in
law (see e.g. [19, Proposition 3.10]). Thus W(Xx

t )(h) =W(Y xt )(h) for all t, h,
and therefore Xx and Y x are indistinguishable.
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A.2 Proof of Proposition 3.2

Proof of Proposition 3.2. By equation (22) and formula (17), we can write for
regular coefficients bn

DsX
n,x
t = exp

{
−
∫ t

s

∫
R
bn(u, y)LX

n,x

(du, dy)

}
.

Since Xn,x
t , n ≥ 1 is relatively compact in L2(Ω;Ft) and ‖DsX

n,x
t ‖L2([0,T ]×Ω)

is bounded uniformly in n ≥ 0 due to the proof of Theorem A.4 we know that
the sequence DsX

n,x
t , n ≥ 1 converges weakly to DsX

x
t in L2([0, T ]×Ω), see

[31, Lemma 1.2.3]. Therefore it is enough to check that our candidate is the
weak limit, i.e. that〈
W
(

exp
{
−
∫ t
·
∫
R bn(u, y)LX

n,x

(du, dy)
}
− exp

{
−
∫ t
·
∫
R b(u, y)LX

x

(du, dy)
})

(f), g

〉
L2([0,T ])

→ 0

as n→∞ for every f ∈ L2([0, T ]) and g ∈ C∞0 ([0, T ]). It suffices to show that
the Wiener transform goes to zero. As in Lemma A.3 we obtain by Girsanov’s
theorem that∣∣∣∣∣E
[
E

(∫ T

0

f(u)dBu

)(
exp

{
−
∫ t

s

∫
R
bn(u, y)LX

n,x

(du, dy)

}

− exp

{
−
∫ t

s

∫
R
b(u, y)LX

x

(du, dy)

})]∣∣∣∣∣
=

∣∣∣∣∣E
[

exp

{
−
∫ t

s

∫
R
bn(u, y)LB

x

(du, dy)

}
E

(∫ T

0

(bn(u,Bxu) + f(u))dBu

)

− exp

{
−
∫ t

s

∫
R
b(u, y)LB

x

(du, dy)

}
E

(∫ T

0

(b(u,Bxu) + f(u))dBu

)]∣∣∣∣∣
≤

∣∣∣∣∣E
[(

exp

{
−
∫ t

s

∫
R
b̃n(u, y)LB

x

(du, dy)

}

− exp

{
−
∫ t

s

∫
R
b̃(u, y)LB

x

(du, dy)

})

× exp

{∫ t

s

b̂′(u,Bxu)du

}
E

(∫ T

0

(b(u,Bxu) + f(u))dBu

)]∣∣∣∣∣
+

∣∣∣∣∣E
[(
E

(∫ T

0

(bn(u,Bxu) + f(u))dBu

)
− E

(∫ T

0

(b(u,Bxu) + f(u))dBu

))

× exp

{
−
∫ t

s

∫
R
b̃n(u, y)LB

x

(du, dy)

}
exp

{∫ t

s

b̂′(u,Bxu)du

}]∣∣∣∣∣
=: In + IIn.
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For term In we define p := 1+ε
ε for a suitable small ε > 0 such that the

stochastic exponential is bounded due to Lemma 2.6, and then apply Hölder’s
inequality with exponent 1 + ε on the stochastic exponential. Then we apply
Cauchy-Schwarz inequality and bound the factor with ‖b̂′‖∞, and finally we
use inequality |ex − 1| ≤ |x|(ex + 1). As a result we obtain

In =

∣∣∣∣∣E
[

exp

{
−
∫ t

s

∫
R
b̃(u, y)LB

x

(du, dy)

}
×
(

exp

{
−
∫ t

s

∫
R
(b̃n(u, y)− b̃(u, y))LB

x

(du, dy)

}
− 1

)
× exp

{∫ t

s

b̂′(u,Bxu)du

}
E

(∫ T

0

(b(u,Bxu) + f(u))dBu

)]∣∣∣∣∣
.E

[
exp

{
−2p

∫ t

s

∫
R
b̃(u, y)LB

x

(du, dy)

} ∣∣∣∣
×
(

exp

{
−
∫ t

s

∫
R
(b̃n(u, y)− b̃(u, y))LB

x

(du, dy)

}
− 1

)2p ∣∣∣∣
]1/(2p)

× E
[
E

(∫ T

0

(b(u,Bxu) + f(u))dBu

)1+ε ]1/(1+ε)
.E

[
|Vn|2p

(
exp

{
−
∫ t

s

∫
R
b̃n(u, y)LB

x

(du, dy)

}

+ exp

{
−
∫ t

s

∫
R
b̃(u, y)LB

x

(du, dy)

})2p
]1/(2p)

.E

[
|Vn|2p exp

{
−2p

∫ t

s

∫
R
b̃n(u, y)LB

x

(du, dy)

}] 1
2p

+ E

[
|Vn|2p exp

{
−2p

∫ t

s

∫
R
b̃(u, y)LB

x

(du, dy)

}] 1
2p

,

(59)

where

Vn :=

∫ t

s

∫
R

(b̃n(u, y)− b̃(u, y))LB
x

(du, dy).
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Cauchy-Schwarz inequality and Lemma A.2 give

E

[
|Vn|2p exp

{
− 2p

∫ t

s

∫
R
b̃n(u, y)LB

x

(du, dy)

}]
≤

≤ E
[
|Vn|4p

]1/2
E

[
exp

{
−4p

∫ t

s

∫
R
b̃n(u, y)LB

x

(du, dy)

}]1/2
. E

[
|Vn|4p

]1/2
.

(60)

Finally, using representation (16), Minkowski’s inequality, and Burkholder-
Davis-Gundy’s inequality we have

E
[
|Vn|4p

]
= E

[∣∣∣∣ ∫ t

s

(b̃n(u,Bxu)− b̃(u,Bxu))dBu

+

∫ T−s

T−t
(b̃n(T − u, B̂xu)− b̃(T − u, B̂xu))dWu

−
∫ T−s

T−t
(b̃n(T − u, B̂xu)− b̃(T − u, B̂xu))

B̂u
T − u

du

∣∣∣∣4p
]

≤ E

[ ∣∣∣∣∫ t

s

(b̃n(u,Bxu)− b̃(u,Bxu))dBu

∣∣∣∣4p
]

+ E

[ ∣∣∣∣∣
∫ T−s

T−t
(b̃n(T − u, B̂xu)− b̃(T − u, B̂xu))dWu

∣∣∣∣∣
4p ]

+ E

[ ∣∣∣∣∣
∫ T−s

T−t
(b̃n(T − u, B̂xu)− b̃(T − u, B̂xu))

B̂u
T − u

du

∣∣∣∣∣
4p ]

≤ E

[(∫ t

s

|b̃n(u,Bxu)− b̃(u,Bxu)|2du
)2p

]

+ E

(∫ T−s

T−t
|b̃n(T − u, B̂xu)− b̃(T − u, B̂xu)|2du

)2p


+

(∫ T−s

T−t
‖b̃n(T − u, B̂xu)− b̃(T − u, B̂xu))‖L8p(Ω)

1√
T − u

du

)4p

.

By dominated convergence, all terms converge to zero as n→∞. The second
term in (59) is estimated in the same way. Similarly, one can also bound
IIn.

A.3 Proof of Proposition 3.3

We first introduce the following auxiliary lemma.
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Lemma A.6. Let bn : [0, T ] × R → R, n ≥ 0 be as in (20) and Xn,x
t the

corresponding strong solutions with drift coefficients bn. Then, for any compact
subset K ⊂ R and p ≥ 1

sup
n≥1

sup
x∈K

sup
t∈[0,T ]

E

[(
∂

∂x
Xn,x
t

)p]
≤ CK,p (61)

for a constant CK,p > 0 depending on K and p. Here, ∂
∂xX

n,x
t is the first

variation process of Xn,x
t , n ≥ 1 (see Proposition 2.4).

Proof. The proof of this result relies on the proof of (57) in Theorem A.4
by observing that ∂

∂xX
n,x
t = D0X

n,x
t by Proposition 2.4. Following the same

steps as in Theorem A.4 we see that all computations can be done for an
arbitrary power p ≥ 1. Finally, (61) is obtained from the term II1n in the proof
of Theorem A.4.

Proof of Proposition 3.3. For any p ≥ 1, the linear growth of bn implies

E [|Xn,x
t |p] . |x|p + |t|+

∫ t

0

E [|Xn,x
u |p] du+ |t|p/2.

Hence, Grönwall’s inequality gives

sup
n≥1

E [|Xn,x
t |p] ≤ C. (62)

Let 0 ≤ s < t ≤ T . Then

Xn,x
t −Xn,y

s =x− y +

∫ t

s

bn(u,Xn,x
u )du

+

∫ s

0

(bn(u,Xn,x
u )− bn(u,Xn,y

u ))du+Bt −Bs.

The linear growth of bn together with (62) and Itô’s isometry then yield

E
[
|Xn,x

t −Xn,y
s |2

]
. |x− y|2 + |t− s|+ E

[∣∣∣∣∫ s

0

(bn(u,Xn,x
u )− bn(u,Xn,y

u ))du

∣∣∣∣2
]
.
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Then we use the fact that Xn,s,·
t is a stochastic flow of diffeomorphisms (see

e.g. [22]), the mean value theorem and Lemma A.6 in order to obtain

E

[∣∣∣∣∫ s

0

(bn(u,Xn,x
u )− bn(u,Xn,y

u ))du

∣∣∣∣2
]

= |x− y|2E

[∣∣∣∣∫ s

0

∫ 1

0

b′n(u,Xn,x+τ(y−x)
u )

∂

∂x
Xn,x+τ(y−x)
u )dτdu

∣∣∣∣2
]

. |x− y|2
∫ 1

0

E

[∣∣∣∣∫ s

0

b′n(u,Xn,x+τ(y−x)
u )

∂

∂x
Xn,x+τ(y−x)
u )du

∣∣∣∣2
]
dτ

= |x− y|2
∫ 1

0

E

[∣∣∣∣ ∂∂xXn,x+τ(y−x)
s − (1− τ)

∣∣∣∣2
]
dτ

. |x− y|2 sup
s∈[0,T ]
x∈K

E

[∣∣∣∣ ∂∂xXn,x
s

∣∣∣∣2
]

. |x− y|2.

Altogether

E
[
|Xn,x

t −Xn,y
s |

2
]
. |t− s|+ |x− y|2.

To conclude, we use the fact that Xn,x
t → Xx

t in L2(Ω) as n → ∞ due to
Theorem A.4.

A.4 Proof of Theorem 3.4

Proof of Theorem 3.4. We note that for any smooth function with compact
support ϕ ∈ C∞0 (U,R) and t ∈ [0, T ], the sequence of random variables

〈Xn
t , ϕ〉 :=

∫
U

Xn,x
t ϕ(x)dx

converges weakly in L2(Ω) to 〈Xt, ϕ〉 by using the Wiener transform following
the same steps as in Lemma A.3.

Then for all measurable sets A ∈ F , ϕ ∈ C∞0 (R) and using Cauchy-Schwarz
inequality we have

E[1A〈Xnk,x
t −Xx

t , ϕ
′〉]

≤ ‖ϕ′‖L2(U)|U |1/2
(

sup
x∈supp(U)

E
[
1A(Xnk,x

t −Xx
t )2
])1/2

<∞,

where the last quantity is finite by Proposition 3.3. Then by Theorem A.4 we
see that

lim
k→∞

E[1A〈Xnk,x
t −Xx

t , ϕ
′〉] = 0.
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In addition, by virtue of Lemma A.6 we have that

sup
n≥1

E‖Xn,x
t ‖2W 1,2(U) <∞,

that is {x 7→ Xn,x
t }n≥1 is bounded in L2(Ω,W 1,2(U)). As a result, the se-

quence Xn,x
t is weakly relatively compact in L2(Ω,W 1,2(U)), see e.g. [23,

Theorem 10.44], and therefore there exists a subsequence nk, k ≥ 0 such that
Xnk,x
t converges weakly to some element Yt ∈ L2(Ω,W 1,2(U)) as k →∞. Let

us denote by Y ′t the weak derivative of Yt.

Then

E[1A〈Xx
t , ϕ

′〉] = lim
k→∞

E[1A〈Xnk,x
t , ϕ′〉]

= − lim
k→∞

E[1A〈
∂

∂x
Xnk,x
t , ϕ〉]

= −E[1A〈Y ′t , ϕ〉].

So

〈Xt, ϕ
′〉 = −〈Y ′t , ϕ〉, P − a.s. (63)

Finally, we need to show that there exists a measurable set Ω0 ⊂ Ω with
full measure such that X ·t has a weak derivative on this subset. To this end,
choose a sequence {ϕn} in C∞(R) dense in W 1,2(U). Choose a measurable
subset Ωn of Ω with full measure such that (63) holds on Ωn with ϕ replaced
by ϕn. Then Ω0 := ∩n≥1Ωn satisfies the desired property.

Having established the existence of ∂
∂xX

x
t we can now extend Lemma A.6

to the case including n = 0:

Corollary A.7. Let b : [0, T ] × R → R as in (6) and Xx
t the corresponding

strong solution of (5). Then, for any compact subset K ⊂ R and p ≥ 1

sup
x∈K

sup
t∈[0,T ]

E

[(
∂

∂x
Xx
t

)p]
≤ CK,p

for a constant CK,p > 0 depending on K and p. Here, ∂
∂xX

x
t is the first

variation process of Xx
t , (see Proposition 3.5).

Proof. This is a direct consequence of Lemma A.6 in connection with Fatou’s
lemma.
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A.5 Proof of Proposition 3.5

Proof of Proposition 3.5. By Theorem 3.4 the sequence {Xn,x
t }n≥0 converges

weakly to Xx
t in L2(Ω,W 1,2(U)). Therefore, it is enough to check that our

candidate is the limit of ∂
∂xX

n,x
t in the weak topology of L2(U × Ω) for any

open bounded U ⊂ R. This can be shown following exactly the same steps
as in Proposition 3.2 by integrating In and IIn against g(x) over x ∈ U . The
only difference here is that we need all bounds uniformly in x ∈ U , which is
obtained by employing Lemma A.2.

Acknowledgements We would like to thank Aaron Folly for support with the simulations
in Section 5.
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