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Chapter 1

Introduction

In our daily decision making, we often rely on the opinions of others. This
is apparent when it comes to our purchasing habits, for example. Traditionally
we get opinions about products from friends, professional reviews and guidance
in speciality stores, to name but a few. But the development of user-generated
content and social media has added an extra level to this. We find opinions on
products in many places: on personal blogs, Facebook and product comparison
pages. This applies not only to physical products for sale, but to films, concerts,
restaurants, hotels, etc.

The growth of user-generated content on the internet has, according to Liu
(2012)), for the first time in human history generated a large amount of opinion-
ated data. These sources of data have been one of the reasons for the increase in
research on opinion mining or sentiment analysis over the last decade. The field
consists of a multitude of different tasks.

A common task in this context is document level analysis, where the sentiment
of a document as a whole is predicted. An important data source for this has been
the Movie Review corpus by Pang, Lee, and Vaithyanathan (2002), which contains
film reviews organised in two folder depending on their polarity. This corpus has
been used for numerous experiments, improving performance in this task.

Another task in the field, is what we call fine-grained opinion analysis. This
involves, among other things, detecting opinionated subparts of a text and linking
targets of opinion and opinion holders together. Most longer texts involve both
positive and negative sentiments. While document level opinion analysis works
for analysing product reviews, it is of limited value for general articles and blog
posts. For this, we need a deeper analysis of the written text, in order to extract
the opinionated information.
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THESIS

The state of the art in fine-grained opinion analysis is under continuous devel-
opment. Previous work, e.g. Johansson and Moschitti (2013), has shown that syn-
tactic analysis constitutes an important source of information for fine-grained
opinion analysis. How can we take further advantage of syntactic and semantic
information for opinion analysis?

Our goal with this thesis is to investigate how the choice of syntactic represen-
tation influences the performance of a system for fine-grained opinion analysis.
We will limit our investigation to one subtask which depends largely upon gram-
matical analysis: opinion holder classification.

We will create an experimental setup for opinion holder analysis, letting us
compare the results using different representations for syntactic information, more
specifically on the type of dependency representation. The source code for this
project, is available on this project’s GitHub page.!

RESEARCH QUESTIONS

The research questions we want to answer in this work are:

« Which design and architectural choices are suitable to construct a flexible
environment for experimentation with the MpQa dataset and a variety of
linguistic analysis tools and target representations?

 To what degree can the empirical results of Johansson and Moschitti (2013)
be replicated with an abstractly equivalent, but technically slightly differ-
ent ensemble of syntactic-semantic pre-processors and machine learning
techniques?

« What quantitative and qualitative effects can be observed on the sub-task
of opinion holder classification when using different types of interface rep-
resentations to syntactic analysis?

CHAPTER OVERVIEW

Background

In Chapter P, we will provide the necessary background for the project. We will
first give an overview of the field of opinion analysis, then we will describe the
tasks involved in fine-grained opinion analysis. Further, we will review two pre-
vious works in this field by Choi, Breck, and Cardie (2006) and by Johansson and
Moschitti (2o13). The last part of the background chapter is about grammatical

"The project’s GitHub page: https://github.com/trondth/master


https://github.com/trondth/master

analysis. We will describe the two major representations for syntactic analysis,
constituent and dependency representation, before we go into different depen-
dency representations. Finally, we will discuss how differences in representation
may affect a task like opinion analysis.

Prerequisites: Experimental infrastructure

To build up our experimental setup, we rely on several third party tools and data
sources. In Chapter f§, we will describe the tools and data sources used in this
work. First, we will provide detailed information about the opinion analysis cor-
pus we decided to use, mpQa (Wiebe, Wilson, and Cardie 2oog; Wilson 2008,
chapter 7). Then, we will describe the lexicon we use for tagging words with
prior polarity. Further, we will describe the third-party tools for pre-processing,
syntactic parsing, and machine learning. Finally, we will describe our evaluation
metrics.

Opinion expression detection

To identify opinions in text, use sequence labelling to detect each opinion expres-
sion in a text. In Chapter |4, we give a detailed description of our system. For this
task, we perform systematic feature selection experiments. We also give the results
from the held-out test set for this part of the system, and compare the results to
Johansson and Moschitti (2o13).

Opinion Holder Classification

This constitutes the main part of our experimental work, where we perform a
comparison of dependency representations. In Chapter f, we give a detailed de-
scription of our construction of this part of the system, including discussions
about important choices we made during the setup of this task. We will exam-
ine both feature statistics and development results in the light of the choice of
syntactic representation, before going into a error analysis, where we will present
statistics on errors and discuss some examples. Finally, we will present the results
from running our system on held-out data.

Conclusion
In Chapter [, we will sum up the contributions of this work and consider possi-
bilities for future research.

*MPQA Corpus: http://mpga.cs.pitt.edu


http://mpqa.cs.pitt.edu




Chapter 2

Background

There are different levels of opinion analysis. A document reviewing a single
product can be classified as positive or negative to this product. At the sentence
level, we can detect opinion expressions and link each expression to targets and
holders.

Extracting opinions from a text at the sentence level can be done in several
ways, but common approaches rely on finding opinion or sentiment words. In a
sentence like “This hotel is great, the word ‘great’ indicates that this sentence con-
tains an opinion. There are a lot of words like that, but most do not necessarily
function as opinion word in all cases. “This hotel is great grandfather’s’ is not an
opinionated sentence, for example. Nevertheless, in many cases, a shallow anal-
yser of the opinion word, the distance to the candidate targets and a way to treat
negation words, will give fairly good results.

The main approaches for automated sentiment analysis have indeed relied on
fairly simple methods, not considering the syntactic structure of the sentence.
The most common sources of information used are word distance and token level
part-of-speech tags.

In this master’s project, we will create a setup that allows one to experimentally
determine and contrast the contributions of different types of syntactic analysis
to opinion analysis. We will in this chapter explain some of the algorithms and
look at some of the features that have been investigated and provide the reader
with necessary background. We will start out by giving an overview of opinion
analysis subtasks, then we will examine two previous works before we give some
background for grammatical analysis and different dependency representations.

2.1 OVERVIEW OF TASKS IN OPINION ANALYSIS

In this section, we will provide a high-level overview of the tasks of opinion analy-
sis, broken down into subtasks. These will be illustrated by two running examples:
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(1) a. Thebathroom was clean according to my husband.

b.  Google isn't universally loved by newspaper execs and other content
providers.

Example (fid) is obtained from a store review, of the store Dollar Treef and
example (fH) is taken from a blogl. While example ([id) has a straightforward syn-
tactic structure, example (B) is more complex. Passive, negation and a conjoined
noun phrase as the agent make this example interesting.

We will use the term target as a common term for targets of expressions of
opinion. Other terms referring to opinion targets commonly found in the litera-
ture are entity (Liu 2o12) and topic (Li et al. 2o10) (Kim and Hovy 2006).

Often, an opinion is not stated for a target as a whole, but for a certain part
and a certain attribute. The sentence: “The bathroom was clean’ is not an opinion
about the location in itself, but on an attribute, the cleanliness of its bathroom.

Liu (2o12) defines an opinion as a quintuple: (e, a, s, h, t), where e is the target
entity, a is an aspect of this target, s is the sentiment on the aspect, h is the opinion
holder and t is the time.

What triggers an opinion, is a linguistic element, for which we will use the
term opinion expression. In example (d), the phrase ‘clean’ is such an expression.
In example ([ib)), the trigger will be the word ‘loved.

This definition holds for a regular opinion, concerning a single target, not
other types of opinions, for example comparative opinions between several tar-
gets. We will concentrate on regular opinions.

Now, we need to understand how we can extract opinion quintuples from a
text. Liu lists six main tasks involved in this analysis (Liu 2o12).

target entity extraction and categorisation
aspect extraction and categorisation

opinion holder extraction and categorisation
time extraction and standardisation

aspect sentiment classification

opinion quintuple generation

AN R I S

Under the discussion of these steps, some basic preprocessing of the text is as-
sumed:

Lemmatisation Tokenising and normalising each word to their stem form.
Part-of-speech (POS) Part-of-speech tagging of the text.

Named entity recognition We will come back to this in Section p.1.1.

'http://www.yelp.com/biz/dollar-tree-universal-city
2The writer underground: http://writerunderground.com/2009/09/14/
google-to-struggling-newspapers-have-you-guys-ever-tried-porn/


http://www.yelp.com/biz/dollar-tree-universal-city
http://writerunderground.com/2009/09/14/google-to-struggling-newspapers-have-you-guys-ever-tried-porn/
http://writerunderground.com/2009/09/14/google-to-struggling-newspapers-have-you-guys-ever-tried-porn/
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Several of the steps rely on a subjectivity or opinion words lexicon. There are sev-
eral available resources, some of which we will discuss further in Chapter f. In
example (1d), the opinion word is clean and in example (iB), loved.

2.1.1 Target extraction and categorisation
This is a core task in all opinion analysis. The target of the opinion has to be iden-
tified. Words representing a target are found and grouped together.

This can be done by a lexical approach, especially for smaller domains. Often,
we are interested in a small set of targets. A phone company would like to know
opinions about phones, and in such a case, a list of targets could be created by
hand. Targets could be represented in different forms. A target appearing as a
pronoun or with a nickname, should be normalised to a base form.

The task of finding these potential targets is part of a classic problem: named
entity recognition. Named targets could be extracted by their part-of-speech tags
or by their syntactic functions, for example subject or objects.

Li et al. (2o1d), who use the term entity for opinion targets, which can be
confusing, propose two expansion methods in the task of detecting synonyms
or nicknames for targets, a dictionary method that uses Wikipedia to find entry
pages for a target and a web-based method that searches for a target and top-m
terms that correlate with the target from the top-n documents.

In reviews, the target is also often a part of meta information, and in the text,
references only occur to aspects of the target. In example (fid), the target is the
name of the store, Dollar Tree, which is not mentioned at all in this review. For
example (L), Google is the target.

2.1.2  Aspect extraction and categorisation
Since opinions are frequently directed at a certain aspect of a target, this step is
necessary.

The sentence ‘Google has a great mail application for cell phones’ is a positive
opinion on one aspect of Google: its mail application. We need to extract and
categorise the aspects not only when we are interested in different aspects, but
also when we are searching for sentiments as a whole. There have been several
approaches to this subtask.

Nouns and noun phrases The aspects are extracted by looking at the frequency
of nouns and noun phrases in a large text for the given domain. Highly fre-
quent nouns are likely to be an aspect of opinions (Hu and Liu2004). In the
domain of hotel reviews, for example, words like room, bed and breakfast
are very frequent.

Opinion and target relations If a sentence contains opinion words, but no high-
frequency nouns or noun phrases, we can seek to determine which noun
phrase these opinion words relate to. Hu and Liu (2004) picked the nearest
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neighbour, but dependency parsing has also been used for solving this.
Supervised learning With previously annotated data, we can train a model for
machine learning on the basis of different features. These features can, for
example represent the context of the word or they can show grammatical
properties, like syntactic relation between opinion expression and aspect.

In example (gd) bathroom is an aspect of the target, the store on which the re-
view is made. In example (), a system can find several possible aspects. We
can consider the NPs in the sentence. The three NPs with shortest distance to
the opinion word are: Google, newspaper execs and content providers and newspa-
per execs. For newspaper execs, execs could be the aspect of the target newspaper.
For the target Google, the aspect is Google in general, the target would then be
(Google, GENERAL). In the case of multiple targets or aspects, we can generate
multiple opinion tuples.

The aspects are organised in a similar way as the targets. The word execs, could
represent the term cEo. We can at this point generate an n-best list of potential
target-aspect pairs:

o (newspapers, CEO)

» (newspaperexecs, GENERAL)

» (Google, GENERAL)

+ (contentproviders, GENERAL)

For both aspects and opinions, there is a problem with pronouns referencing
outside the sentence. The coreference resolution problem is a traditional problem
in language technology. Several approaches have been proposed (Soon, Ng, and
Lim poo1; McCarthy and Lehnert 1995) and coreference resolution was also the
topic for the 2011 coNLL Shared Task (Pradhan et al. 2o11). In terms of opinion
analysis, coreference resolution has been investigated by Ding and Liu (2o1d),
who builds upon traditional approaches with supervised learning, but proposes
additional features for this domain.

2.1.3 Opinion holder and time extraction
Often, the opinion holder is the author of the text and can be extracted directly
from metadata. The same goes for the time extraction.

But the opinion holder may equally often be a person or another named entity
explicitly mentioned in the text. In such cases, similar methods to aspect extrac-
tion can be used. As a named entity, an opinion holder would normally appear
as a noun phrase. An extraction of explicit opinion holders could thus be limited
to the noun phrases.

Finally, an opinion holder is not necessarily the writer or an entity explicitly
mentioned in the text. Such implicit opinion holders often appear for expressions
with passive voice.

A system may need to first utilise linguistic features to decide if the text refers
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to opinion holders or a time for the opinion, and if no such reference is made
in the text, the system can extract the holder and time from the document with
extra-linguistic methods.

If we return to our running example, we find that in example (fid), the opin-
ion holder is the husband of the writer and the time can be extracted from meta-
information provided as part of the HTML document header. example (fib) is a
reported opinion were the writer refers to other opinion holders. The opinion
holders are a coordination of two different entities, newspaper execs and content
providers. This could be solved by creating an opinion tuple for each opinion
holder. There is no reference to the time of the opinion, and this could either
be registered as unknown or with the time when the opinion is reported, i.e the
publication date for the article.

In this thesis, the linking of opinion expressions and holders is the main task.
We will investigate how the choice of syntactic representation influences this task
in Chapter f.

2.1.4 Aspect sentiment classification

The opinion of a certain aspect is commonly classified as positive, negative or
neutral. For every sentiment expression, we need to determine which aspects are
covered by this expression. According to Liu (2012), there have been two main
approaches for this task, supervised learning and lexicon-based techniques.

The features used for supervised learning can be extracted with parsing, i.e.
syntactic analysis. Since a supervised learning method is based on training data,
it performs best on a limited domain. The approach may not perform well across
domains (where domain variation was not represented in the training data).

A lexical approach often can perform better across domains, according to Liu
(2012). Central to this approach is a sentiment lexicon, a list of sentiment words
and phrases. Sentences containing a sentiment word or phrase are marked, and
relations from the sentiment word to the target/aspect and the opinion holder are
extracted. In addition, a lexicon-based approach can use compositional semantics
and rules of opinion. Rules of opinion can be written in a form similar to context-
free grammars.

An example of a lexicon-based method is from Ding, Liu, and Yu (2008). First,
the sentiment words and phrases are marked with a sentiment score of +1 or
—1. Second, so-called sentiment shifters are applied. If a negation appears, the
sentiment score is inverted. Then, ‘but’-clauses are handled. The next step is to
aggregate the sentiment score, where each aspect in the sentence should get a
sentiment score. There are many different aggregation methods. Liu (2012)) gives
the aspects a score based on the distance to the sentiment words.

In example (jd), we have the opinion word clean. This is marked with +1.
There is no negation or ‘but’-clause in this sentence, and with the aggregate func-
tion described by Liu (2012), bathroom is given a sentiment score of 1/2. The sen-



10 CHAPTER 2. BACKGROUND

timent word in example (b)) is loved. This positive sentiment is inverted because
of the negation in isn’t. The distance to Google (the general aspect of the target
entity Google) gives a sentiment score of —1/3.

2.1.5 Opinion quintuple generation

The last step is to generate opinion quintuples for each opinion in the sentence.
For each aspect, one tuple is generated for each opinion holder. For example (jd),
“The bathroom was clean according to my husband, this tuple is created:

(Dollar Tree, bathroom, positive, my husband, 2013-10-30)

The target entity, Dollar Tree, and the date is a part of the meta information.
The rest of the information is available from the text itself, although the opinion
holder is not completely identified. We can also retrieve the name of the author
from the metadata, and a more specific source would be ‘the husband of Able L.

For example (1B), also the target is an explicit part of the sentence. The opinion
holder ‘newspaper execs and other content providers’ is a coordination, and one
possibility is to create one tuple for each of these opinion holders.

(Google, GENERAL, negative, newspaper execs, 2012-09-08)

(Google, GENERAL, negative, other content providers, 2012-09-08)

2.2 PREVIOUS WORK ON OPINION ANALYSIS

Fairly good results in sentiment analysis have been obtained with very few fea-
tures. In addition to word counting and word distance, part-of-speech tags are a
quite common feature. This is already described in Section p.1.

The research question for this master project is the question of how syntactic
(and semantic) information affects opinion analysis. In the following sections, we
will describe two important works that address this question.

2.2.1  Choi, Breck and Cardie

An early seminal work in this regard is Choi, Breck, and Cardie (2006). In the
following section, we will present this work with a focus on their use of syntactic
and semantic information.

Choi, Breck, and Cardie (2006 present an approach for simultaneous extrac-
tion of opinion expressions and opinion holdersf, and linking the relations be-
tween these. Their system, that crucially depends on syntactic and semantic in-
formation, shows a substantial improvement of performance compared to prior
results.

Compared to the tasks described in Section p.1, the system is less fine-grained.
Different aspects of a target are not considered. For an opinion expression O; and

3Choi, Breck, and Cardie (2006) use the term sources of opinion.
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an opinion holder (source entity) S; in a sentence, the system aims to find a rela-
tion L, j, where S; expresses Oj.

If we consider our two example sentences , we would expect the following:
(2) [The bathroom]® was clean® according to [my husband]®.
(3) [Google]® isn’t universally loved“>) by [newspaper execs]® and [other

content providers]®.
The superscripted numbers show relations from an opinion holder (opinion

holders and targets in square brackets) to an opinion phrase (emphasised). As the
example shows, a single opinion phrase could have more than one relation.
Choi, Breck, and Cardie (2006) developed two sequence-tagging classifiers
for the extraction of opinion expressions and holders and a binary classifier to
identify pairwise link relations using the MPQA 1.2 corpus, a predecessor to the
corpus we will use in this master’s project. For finding the optimal set of rela-
tions in each sentence, the authors use Integer Linear Programming. Besides both
phrase structure and dependency syntax, their two baseline methods further use
a semantic role labelling (SRL) system, and it is also described how sRL can be
incorporated in the system. The experiments show that their approach improves
both relation and opinion holder classification compared to previous results.

2.2.1.1  Opinion expression extraction

The classifiers used for opinion expression extraction are developed by linear-
chain Conditional Random Fields (CRF). The segments are tagged with an 10B-
scheme. In this format, there is one token per line, with a tab or space delimited
list of observations for each target and, at the end of each line, a label which marks
the beginning, the inside and the outside of a sequence. This format is described
in details in Section [4.2.1. Choi, Breck, and Cardie (2006) use the same features
for both the opinion holder and opinion expression classifiers. The cRF learns the
feature weights for each sub-task. In their system, the following features are used
for each token x;:

word window The four words preceding and following x;.

POS window The part-of-speech tags for the two preceding and following to-
kens.

grammatical role The grammatical roles obtained by converting the output from
the parser of Collins (1997)8 to a dependency tree.

dictionary Whether x; is in the opinion expression dictionary. This is also com-
puted for the neighbouring tokens and for x;’s parent ‘chunk’ in the depen-
dency parse. The dictionary is selected from training data and in addition
includes 500 opinion words from the MmpQa Final Report. We will return to
MPQA in Section f.

4Collins: ftp://ftp.cis.upenn.edu/pub/mcollins/PARSER. tar.gz
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semantic class The semantic role of x;, obtained by using the Sundance parser.
WordNet hypernym The superordinate of x; in the lexical database WordNet.

2.2.1.2  Relation classification
Choi, Breck, and Cardie (2006) developed a maximum entropy binary classifier
for classification of the relation between an opinion and a holder. For an opinion-
holder pair, this classifier decides whether there is a relation between the pair.
The opinion expressions and the opinion holder entities are taken from the n-
best sequences of the entity extraction described in Section p.2.1.1. The classifier
does not consider whether the proposed entities are correct.

A training and a test instance are created for each possible opinion-holder
pair Oy, S;, where the spans of O; and S; do not overlap.

During training, instances where neither the opinion O; nor opinion holder
S; overlap with the gold standard are filtered out. The features for each instance
of a potential link L; j are:

opinion entity word The words that O; consists of.

phrase type The syntactic category. Different features are used for O; and S;.

grammatical role As described for the entity extraction.

position If S; precedes O; or not.

distance The token distance between O; and S;, categorised in four groups.

dependency path The path between O; and S; in a dependency tree.

voice A boolean stating if the opinion has active voice or not i.e. if the subject is
the agent in the sentence.

syntactic frame Various relations between O; and S;. Choi, Breck, and Cardie
(2006) use several syntactic frames compounded of various types of infor-
mation, such as grammatical role, phrase type, distance and lexical infor-
mation. An example of such a frame is: ‘NP_near_NP’, where both O; and
S; are of the phrase type NP and the distance is classified as ‘near’

2.2.2 Johansson & Moschitti

Choi, Breck, and Cardie (2006)’s discoveries have been used in several later works.
Recently, Johansson and Moschitti (2013) presented a summary of their work on
this field. We will look into some notable similarities and differences between the
two articles.

Johansson and Moschitti (2013) use the MPQa 2.0 Opinion Corpus, which we
will present in more detail in Chapter f. In this corpus, the opinion expressions
are annotated as so-called direct subjective expressions (DSEs), expressive subjective
elements (ESEs) and objective speech events (0SEs). The opinion expressions are
extracted with a sequence labeler and assigned one of the labels above.

5Sundance: http://www.cs.utah.edu/~riloff/publications.html
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Feature set P R F
Baseline 63.41.5 46.81.2 53.81.1
All syntactic features 62.51.4 53.21.2 57.51.1

Removed SYNTACTIC PATH 64.41.5 48.71.2 55.51.1
Removed LEXICAL PATH 62.61.4 53.21.2 57.51.1
Removed DOMINANCE 62.31.5 52.91.2 57.21.1

Table 2.1: Investigation of the contribution of syntactic features for opin-
ion expression detection.

For training, Johansson and Moschitti (2013) combine the Structured Percep-
tron and the Passive-Aggressive algorithms. We will not go into details about the
machine learning algorithms.

The task of extracting the opinion structure is divided into three: A set of opin-
ion expressions, their opinion holders and polarities. Different sets of features are
extracted for each of these.

2.2.2.1  Opinion expression detection

For opinion expression detection, Johansson and Moschitti (2013) constructed a
strong baseline, using fewer features compared to Choi, Breck, and Cardie (2006).
Their baseline does not rely on syntactic or semantic information. The system
relies only on four observations, extracted from a sliding window including the
preceding and succeeding word:

« Word form

o Lemma

o Part-of-speech tag

o Prior polarity, retrieved from Wilson, Wiebe, and Hoffmann (2003).

They expand their system using reranking, with syntactic and semantic infor-
mation using the LTH SRL parser, which we will describe in Section B.4, in their
final system. They combine this syntactic and semantic information with the pro-
visional information from the baseline.

Some of the features are also extracted from a pair of opinion expressions. The
article shows the effect of different features with several tables. We will quote one
of the tables from their feature ablation study.

Table p.1] shows the precision, recall and F-measure for opinion expression de-
termined after applying the syntactic features. From the results, we can see that
Syntactic path is the feature of most importance for the gain in F-measure. The
table on the contribution of semantic features is similar. There, Connecting argu-
ment label is the most import feature for the increase in F-measure. Combining
syntactic and semantic features gives an F-measure of 58.0, suggesting an overlap
in what we can learn from these sources of information.
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2.2.2.2  Opinion holder classification
For opinion holder classification, the system of Johansson and Moschitti (2013),
including the baseline system, is largely dependent on syntactic and semantic fea-
tures.

We will describe their feature set in short terms here, but we will come back
to all these features in details in Section f.6.

Syntactic path This feature represents the path in the dependency tree between
the holder candidate and the expression.

Expression head word, POS and lemma Word form, pos and lemma for the head
word of the expression.

Holder candidate head word and POS Word form and pos for the holder can-
didate

Holder candidate context words and POS Word form and pos from the words
preceding and succeeding the holder candidate.

Dominating expression type If the expression is syntactically dominated by an-
other expression, this feature is extracted.

Expression verb voice A feature that tells us whether there is an active or a pas-
sive voice in the expression.

Expression dependency relation to parent This feature represents the label of
the dependency relation from the expression head word to the parent.

Shallow semantic relation If there is a semantic relation between the holder and
candidate, a feature representing this is used.

2.3 GRAMMATICAL ANALYSIS

Previous work (Choi, Breck, and Cardie boo6; Johansson and Moschitti 2o013), see
Section p.2, shows that grammatical analysis has a central role in opinion analy-
sis. The aim of this project is to compare different dependency representations,
and thus we need to look into grammatical analysis. We give an overview in this
section and will come back to our choice of parser in Chapter B.

2.3.1 Constituent and Dependency representations

There are two major approaches to the representation of syntactic structure in
statistical parsing. Constituent/Phrase structure representations have been de-
veloped for many years and are widely used. More recently, dependency repre-
sentations have gained popularity.

In dependency representations, sentences are described with direct syntactic
or semantic relations between the words in a sentence. With constituent anal-
ysis on the other hand, phrases/constituents are fundamental. For this master’s
project, we will investigate how different dependency representations affect the
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S
NP VP
DT NN VBD ADJP PP
| | | | T
The bathroom was i VBG PP
| | RN
clean according TO NP

T

to PRPs NN

my husband

Figure 2.1: Phrase-structure parse tree from the Stanford Parser.

The bathroom was clean according to my husband

Figure 2.2: Dependency parse from the Stanford Parser.

results. Each of the formalisms have different varieties, and thus the information
we can gather varies.

In example (i), the example sentence “The bathroom was clean according
to my husband.” has been parsed with the online Stanford Parserf to show typ-
ical parsing outputs for the two formalisms. Figure p.1] shows a phrase-structure
parse tree. The output gives information of the constituent structure of the sen-
tence with part-of-speech tags of the phrases in the sentence. For other variants of
phrase-structure grammars, we can obtain more information. For example, with
Head-Driven Phrase Structure Grammar (HPsG), we will get information of the
lexical head of the phrases.

Dependency graphs are labeled directed graphs. The definition of a well-formed
dependency graph in Nivre et al. (2007), provides five formal requirements of
these graphs:

Shttp://nlp.stanford.edu:8080/parser/
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Node o is a root node

The graph is connected

Every node has at most one head
The graph is acyclic

The graph is projective

It is questionable for several of these requirements whether they have a foun-
dation in linguistic theory, or if they are applied for purely practical reasons. For
the last requirement, projectiveness, Nivre et al. (2007) state themselves ‘that vir-
tually all treebanks annotated with dependency graphs contain non-projective
structures. All the dependency representations we will use in this project fulfil
the other four of these requirements.

In figure p.2J, we see that there are no non-lexical nodes in the dependency
graph. Instead we obtain information on the syntactic function of the relation
between words.

According to Ivanova et al. (2o12)) it is often claimed that dependency repre-
sentations are more ‘semantic’ in spirit. Predicate-argument relations are directly
expressed in a dependency graph. For the purpose of opinion analysis, this prop-
erty is interesting. In most cases where the opinion holder for an expression, in
the form of a predicate, is explicitly mentioned in a sentence, we will find the
holder as one of the arguments of the predicate.

2.3.2  Different dependency representations

A necessary resource for all statistical parsing is annotated data. For constituent
analysis, the Penn Treebank (pTB) has been a central resource, widely used. Even
though dependency representations have gained popularity, there is no simi-
lar resource for dependency annotated data. Therefore, several constituent-to-
dependency conversion methods have been constructed, in order to convert from
the Penn Treebank constituent trees to dependency representations (Collins 1999;
Yamada and Matsumoto 2003; Johansson and Nugues 2007)). This has led to the
development of different dependency representations, with large variation. Ivanova
et al. (2012) show that there are large representational differences between differ-
ent representations.

As the aim for this master’s project is to investigate how syntactic representa-
tion affects opinion analysis, we will examine the differences between some of the
representations. We will come back to the choice of tools for parsing in Chapter f.

We will briefly describe the representations we will use in this project before
we investigate the practical effect the differences can have on a task like opinion
analysis in Chapter f.
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2.3.2.1  CoNLL Syntactic Dependencies (CD)

Dependency parsing has been the topic of several cONLL Shared tasks in the last
decade. In 2008, the task was “Joint Parsing of Syntactic and Semantic Depen-
dencies” (Surdeanu et al. poo8). The data source for this task is derived from
the Penn Treebank with the conversion procedure described in Johansson and
Nugues (2007). Like other systems, they create head-dependent pairs by selecting
one word as a head in the constituent phrase and setting the rest as dependents.
They exploit the functional information present in PTB: grammatical function
labels and long-distance grammatical relations. This representation gives depen-
dency graphs where the head tends to be a functional word.

2.3.2.2  Stanford Basic Dependencies (SB)
Stanford Typed Dependencies (de Marneffe and Manning 2008) are also based on
conversion from a PTB constituent tree to a dependency graph. Two versions ex-
ist: in the basic form, every token in a sentence must be a part of the dependency
graph. In the collapsed form, some words, especially prepositions, are omitted
from the graph, and instead turned into a part of a relation. The latter representa-
tion will therefore give non-connected dependency graphs. For our purpose, we
will use the basic Stanford representation, where the graph is connected.

A set of design choices have been followed when creating this representation.
One interesting choice is that relations should be between content words, not via
function words. This gives quite different heads compared to CD.

2.3.2.3 DELPH-IN Syntactic Derivation Tree (DT)

This dependency representation contrasts with the two previous representations
by not being based the dependencies on conversion from PTB trees, but instead
basing on the much richer Head-driven phrase structure grammar (HpsG) that is
used in the English Resource Grammar (ERG). (Zhang and Wang 2009; Ivanova
et al. po12))

This procedure creates a derivation tree based on the HPSG parse tree, were
the nodes are labeled with identifiers of HPSG constructions (Ivanova et al. 2012).
This derivation tree is then converted to a dependency graph and the fine-grained
labels are simplified to a set of around 50 standard labels.

2.3.2.4 Comparison

On a syntactic level, there is a major difference in the choice of head between
the representations described above, which also affects the sentence root. In a
complex verb phrase, either an auxiliary verb or the main verb could be the head.
In a noun phrase, the head could be the determiner or the noun. For coordination,
the conjunction or either of the conjuncts could be the head. Ivanova et al. (2012)
name that the choice is between functional and substantive / content-centered
head. Both CD and DT have more functional heads, while SB has more content
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(ROOT]
(cony}
(NMOD)
M (ADV) H (NMOD)

Google is n't universally loved by newspaper execs and other content providers

(a) CD representation

con)
amod
(amod)

Google is n't universally loved by newspaper execs and other content providers

(b) SB representation

I

Google is  n't universally loved by newspaper execs and other content providers

(c) DT representation

Figure 2.3: Dependency graphs for [a), [b) and [[c] representations. The period marks and
the edge to these are omitted in the figure.

centered heads. This also affects the choice of sentence root. An exception from
this tendency is the relation between nouns and their adjectives and determiners,
which these three dependency representations treat similarly; the determiner and
adjectives are dependents of the noun.

Figurep.3 shows the dependency graphs for the dependency formats described
above for the sentence in example (i§). We will now compare some detailed dif-
ferences between these formats.

2.3.2.5 Root choice

The root choice is related to the head status, which is discussed above. Both CD
and DT tend to have a functional head, according to Ivanova et al. (2012), while
SB is inclined to have a substantial head. In figure p.3, we see that for the part of
CD and DT, the root word is the finite auxiliary word ‘is, whereas for SB, root is
the lexical verb ‘loved.
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Syntactic path to holder ~ Syntactic path to subject
CD VCILGS{PMOD{ SBJ{
SB  prepipobji nsubjpassi
DT HD-CMP{HD-CMP{HD-CMP{ SB-HD{

Table 2.2: The choice of dependency representation can lead to quite
different features for machine learning. This example shows the syn-
tactic path between the head of an opinion expression and its holder
in DT, SB and CD. The third column shows how this also affect the
syntactic path to the other possible holder in the sentence, ‘Google’

2.3.2.6 Conjunction

Analysis of coordination, according to Ivanova et al. (2o12), is a well-known area
of differences between various dependency representations. In figure p.3, we see
that all three representations have different strategies for the coordination con-
junction ‘and’ With CD, ‘and’ is the daughter of the first conjunct and the head of
the consequent conjunct. For SB, the first conjunct is the head of both the conse-
quent conjunct and the coordinating conjunct. A third graph structure is found
in DT, where ‘and’ is the head of both conjuncts.

2.3.2.7 Infinitive and infinitive marker

How an infinitive with its infinitive marker is represented is not shown in this
example. However, this is also described by Ivanova et al. (2012). They state that
the infinitive marker is the daughter of the infinitive in SB, while the infinitive
marker is the head in DT and CD.

2.3.3 How different representations affect a task like opinion analysis

In our system, dependency parsing is used for features in the task of pairing opin-
ion expressions with their opinion holders. As of today, we are not aware of any
systematic comparison made on this subject.

For the task of opinion holder classification, described briefly in Section p.1.3,
and which we will investigate in full details in Chapter f, we will expect that the
differences in the representations have an effect on two parts of the system.

First, as possible opinion holders will be a noun phrase, we need to identify
such phrases. In our selection of dependency representations, the relations be-
tween the determiner, adjectives and the corresponding noun is the same, so for
large parts this will be the same. But for the part of conjunction of noun phrases,
there are some differences that will have an impact on this selection. In figure p.3,
we see that the opinion holder is a coordination of the two noun phrases ‘news-
paper execs’ and ‘other content providers. In figure p.3d, the coordination con-
junction is the head of both these noun phrases, and thus, we will not have a
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single noun that is the head of the whole phrase. This in contrast to figure
and figure p.3b, where ‘execs’ is the head of the whole opinion holder.

Second, when building a machine learning model, we will extract features that
illustrate the relationship between opinion expressions and their holders. These
features can be vary quite a bit between different dependency representations. In
figure .3b, a syntactic path from the head of the opinion expression, ‘isn’t univer-
sally loved;, to the opinion holder, will be quite different, which we list in table p.2.
The feature types express the path from the holder to the expression, with the edge
labels and arrows indicating the direction in the tree.

A different syntactic path is not a problem in itself, as this will be the same both
for training and classification. But the situation that CD and DT often lead to more
complex paths, can contribute to a more sparse data material for the classifier.

We will now turn to our implementation of a system for opinion expression detec-
tion, opinion holder classification and experimenting with different dependency
representations. In the following chapter, we will describe the prerequisites for
these tasks: the corpus, the lexicon for prior polarity, pre-processing tools, syn-
tactic and semantic parser, classifier, semantic role labeler and evaluation met-
rics. Then, in Chapter [f and Chapter f, we will describe our implementation of
the task of opinion expression detection and opinion holder classification, and
discuss our findings.



Chapter 3

Prerequisites: Experimental
infrastructure

Our work is experimental in nature. We are using a multitude of third party tools
in the experimental environment. In this chapter, the data sources and tools are
presented, and we will describe how we have implemented these in the system.
The details in the pipeline for each part of the project will be presented in Chap-
ter [ and in Chapter f. The setup is largely inspired by the work of Johansson and
Moschitti (2013), but we have selected the tools independently of their work.

3.1 MPQA OPINION CORPUS

A widely used resource for opinion analysis is the MpQA Opinion Corpus 2.0
(Wiebe, Wilson, and Cardie oos; Wilson 2008, chapter 7)!. This version contains
692 documents and 15802 sentences, and represents a variety of sources, including
news articles, question-answering documents, travel guides, letters and e-mails.

The corpus is divided in five different sets (see table p.1 for an overview):

MPQA original subset News sources. 187 documents.

OpQA (Opinion Question Answering) subset Questionsand answers, half opinion-

based, half fact-based. 98 documents.

XBank Wall Street Journal texts from the Penn TreeBank. 85 documents.

ULA (Unified Linguistic Annotation) Subcorpus of the American National Cor-
pus. This selection of 48 documents includes travel guides, transcription of
spoken conversation, fundraising letters, excerpts from a report and a lin-
guistics textbook and magazine articles.

MPQA Corpus: http://mpga.cs.pitt.edu
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Table 3.1: Overview: The data sets in MPQA.

Source Content Count  Expressions”
MPQA original News sources 187 37061
OpQA Q&A 98 7895
XBank WSJ from the Penn Treebank 85 1927
ULA Varied 48 5348
ULA-LU Varied 24 1882

@ Including zero span expressions.

ULA-LU (Language Understanding subcorpus) 24 documentsincluding emails,
spoken language transcipts, newswire text, Wall Street Journal texts from
the Penn TreeBank and translation of Arabic source texts.

3.1.1 The annotation

The annotation in the MpQa Corpus is briefly described in this section. Exam-
ple (), example (§) and example (§§) retrieved from the corpus illustrate some
of the annotation. The square brackets indicate opinion expressions and curly
brackets opinion holders. Opinion expressions are labeled with a reference to the
corresponding opinion holder and the type of expression.

(4)  {SRI}(y [reported]myosk) that {Swiss Life},) [decided]m,/psg) to pull out
of the Chinese market earlier this year.

(5) Mostly, {I}1 [liked]ypsk) to spend time reading encyclopedias-

(6) Terrorism [thrives]gsg) in an [atmosphere of [hate]implicivpsE) | (w/EsE)

There are seven types of annotation:

3.1.1.1  Agent

The annotation type agent holds the opinion holders, and the phrase is also tagged
with nested source, a list of who is referring to this entity, starting with the writer
(w) and ending with the opinion holder. The first occurrence of each agent in
the document is also given an id attribute. Since the annotation is made on the
document level, that ID will often be outside the scope of the sentence. There are
two special agent IDs, ‘W’ (writer) and ‘implicit.

In example (), the nested source of decided is ‘w, sri, swisslife. This list of
identifiers, starting with the writer of the text and ending with the entity of the
opinion holder, shows that the writer (w) refers Swiss Life’s (swisslife) opinion
indirectly, via the radio station srr (sri). There is no direct link between Swiss
Life in the text and the corresponding expression. Several agents with the same
nested source can occur in the same sentence.

In order to select a holder-opinion pair, we will have to make three choices.
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First, we will only compare the last element in the list. If the list is ‘w; sri, swisslife]
we consider ‘w, swisslife’ a match. In other words, we will treat an opinion holder
as the same whether the writer refers directly or indirectly to the holder. Second,
we will link the expression with all corresponding agents. At last, if there is no
suitable opinion holder in the sentence, we will treat it as implicit. We will come
back to this in Section j.1.3.

3.1.1.2  Expressions

By the term ‘expression, in this context, we mean both opinions and non-subjective
statements. There are three types of expressions in MPQA 2.0. These types can hold

attributes for the intensity and the polarity of the expression in addition to the at-

tribute nested-source. With the information in nested-source, we can find a link

between an expression and the corresponding opinion holder (agent).

ESE Expressive-subjectivity elements. Indirect opinions are annotated with this
type. In example (), both thrives and atmosphere of hate are ESEs.

DSE Direct-subjective expression. These are explicit opinion statements. In ex-
ample (f)), liked is a DSE.

OSE Objective speech-event. These are expressions that indicates factual infor-
mation. In example (i), reported is an example of a phrase annotated with
this type.

An expression is not necessarily represented by an overt phrase in the text. The
MPQA contains zero span expressions for those implicit statements. We will ig-
nore these in our project. Furthermore, there are several cases of overlapping ex-
pressions, such as in example (f§). We will come back to this in sections and

B.G.

3.1.1.3 Other annotations

In MPQA 2.0, there are three other annotation types; Attitude, target and inside.
Inside is identical to the sentences in this version of the corpus, and redundant,
as this information is found in a separate file. Attitude and target are types linking
an expression to targets of opinion. These annotation types are not necessary for
our project.

3.1.2  Data format
The data is annotated in an offset format. For each document, there are four files
with information; the raw text, meta information about the document, the sen-
tence spans and the annotation spans. In addition, the opQA (question answer-
ing) part of the corpus also contains a file with spans for the answers.

For the sentence in example (), the annotation file contains the information
listed in figure B.1. The file is tab separated, with at least five columns.
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51 488,496 string GATE_objective-speech-event
nested-source="w, sri"
46 484,573 string GATE_inside nested-source="w"
45 484,484 string GATE_objective-speech-event
nested-source="w" implicit="true"
35 513,520 string GATE_direct-subjective
expression-intensity="low"
attitude-1ink="a30" nested-source="w, sri, swisslife"
intensity="low" polarity="neutral"
30 484,487 string GATE_agent nested-source="w, sri
21 502,512 string GATE_agent nested-source="w, sri, swisslife"
5 513,523 string GATE_attitude target-link="t30"
attitude-uncertain="somewhat-uncertain"
attitude-type="intention-pos" id="a30" intensity="low"
4 524,554 string GATE_target id="t30"

Figure 3.1: Example of annotation data (from 20020510/21.50.13-28912). The file is a tab
separated table. The first column is a unique identifier. Then follows the offset position,
data type (string), annotation type (beginning with ‘GATE_") and attributes.

id The first column is an annotation number, giving each annotation in a docu-
ment a unique number.

span The next column shows the character offset.

data type Column 3 is showing the data type (which should always be string).

annotation type The column starting with ‘GATE_’ shows the annotation type.

attributes A varying number of attributes.

To link an expression with a corresponding opinion holder, the nested-source
attribute gives the necessary information. In figure p.1, annotations number 35 and
21 have the nested-source ‘w;, sri, swisslife’ It follows that this represents an opinion
holder / expression pair. The IDs in the nested-source list are the first occurence
of the agent in the document. In many cases, the phrase marked with ID is not a
part of the sentence where the expression occurs. We therefore link the opinion
holders and the expressions by comparing the nested sources of each.

In the case above, the writer states that the direct source for information is
srI. In the following sentence in the same document, however, example (), the
nested source is ‘w, swisslife, which means that the writer refers directly to Swiss
Life.

(7) Last month, {it},) [announced],/os) it was cutting 8oo jobs worldwide
as part of a recovery plan.

We will treat the nested-source lists ‘w, swisslife’ and ‘w, sri, swisslife’ as equal,
that is, we will only look at the last member of the nested-source list when linking
expression and holder.
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There are two annotation lines with empty spans in each document for opin-
ion holders not explicitly occuring in the text, implicit and w (the writer of the
document).

556 0,0 string GATE_agent id="implicit"
49 0,0 string GATE_agent id="w"

In many cases, the opinion holder does not occur in the same sentence as the
expression. As our analysis is on the sentence level, these cases can be treated as
imlicit opinion holders.

Annotation number 45 from figure .1 is an example of zero span expressions.
An empty expression like this can be found at the beginning of each sentence,
stating the type of expression for the writer, either an objective-speech or a direct-
subjective. These have the attribute ‘implicit, which in these cases shows that there
is no phrase for the corresponding expression. The MPQA documentation gives
as an example that the writer does not write ”I write” for each sentence, but this
information is implicit.

In some cases (435 cases in 10926 sentences in the training set for this project),
spans from the annotation file do not end at the end position of a word. In most
of these cases, single-character span occur instead of zero span. In 39 cases, the
mismatch is occurring elsewhere in a sentence. These are likely errors in the anno-
tation. A single-character expression in the beginning of a sentence will be treated
as a zero span expression. A longer span that ends in the middle of a word, will
be interpreted so that the word will be excluded from the expression.

3.1.3 Extraction from MPQA
We will now describe how we have fitted the annotations from MpPQa into our
data structure. We will continue to follow example (|4).

As described in Section p.1.2, the annotations in MPQA come in an offset for-
mat. To combine these annotations with the syntactic features we will extract,
we have created a ordered table, where the key is the starting offset position. The
value for each member of this table is a list of annotations with the same starting
offset position. At this point, we will include all types of annotations, including
zero span expressions. For the starting point of the first token in example (), ‘SRI,
the annotations are listed in figure B.2.

For the task of opinion expression detection, the annotation types we need
to find are: expressive-subjectivity, direct-subjective and objective-speech-event.
For opinion holder detection, we will need to find pairs of opinion holders (agents)
and expressions. In figure §.2, there are two examples of annotation types we are
looking for. The first annotation is ‘agent;, with the ‘nested-source’ a zero span ex-
pression that represents the implicit event that the writer is writing the sentence.
For this project, such events are ignored.
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484: [{'ann_type': 'GATE_inside',
'data_type': 'string',
'line_id': '46',
'nested-source': 'w',
'nested_source_split': ['w'],
'slice': slice(484, 573, None)l},
{'ann_type': 'GATE_objective-speech-event',
'data_type': 'string',
'"implicit': 'true',
'line_id': '45"',
'nested-source': 'w',
'nested_source_split': ['w'],
'slice': slice(484, 484, None)},
{'ann_type': 'GATE_agent',
'data_type': 'string',
'line_id': '30',
'nested-source': 'w, sri',
'nested_source_split': ['w', 'sri'],
'slice': slice (484, 487, None)}]

Figure 3.2: Annotation data for the start position of ‘SRI’ from example (j).

In some cases there is an overlap between expression types. In the training set,
there are 776 cases of overlap between expressions. For training, if there are over-
lapping expressions, we will ignore one of them. In Chapter [, we will describe
this selection.

The structure of the annotation format in MPQA is complicated and not easily
accessible for humans. This might also be related to the minor error in example
(5) in Johansson and Moschitti (2013). The example is:

(implicit) sy,): This [is viewed] psg/m) as the [main impediment] ggp i)
to the establishment of political order in the country.

In the corpus, the ESE is annotated with the agent ‘w; and should not have an
implicit holder according to the annotation in MPQA. Johansson (p.c) confirms
that this is the case. The example is based on the presumption that the agent was
‘w, analysts, which is the case for the DSE in the sentence, and is also a more correct
annotation for the ESE.

3.1.4 Data split

For partitioning in a test and training set, the document lists provided from Jo-
hansson and Moschitti (2013) on their project page? was used. Their training set
consists of 541 documents and their held out test set consists of 150 documents.

*http://demo.spraakdata.gu.se/richard/unitn_opinion/details.html
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Split from J&M  Our split

Training set 541 487
Development set 54
Test set 150 150

Table 3.2: Data split.

For development, 9o % of the documents in the train set was randomly chosen
as a training set. The rest, 54 documents, was chosen as a development set, as
shown in table B.3.

3.2 SENTIMENT LEXICONS

In much of the work reviewed above, so called sentiment lexicons are used for
finding previous polarity. Choi, Breck, and Cardie (2006) use a lexicon extracted
from the training data combined with approximately 500 opinion words from
MPQA Final Report as a feature for the opinion phrase extraction. In this project,
we will use the lexicon created by Wilson, Wiebe, and Hoftmann (2009) for opin-
ion expression detection.Each entry in the lexicon is representing a single word
that acts as a clue for subjectivity. An example line from this lexicon is:

type=strongsubj len=1 wordl=happy posl=adj stemmedl=n
priorpolarity=positive

All entries have the same six fields.

type intensity, either strongly or weakly

len number of words (in this lexicon is it always 1)

word1 subjectivity word or stemmed form

pos1 part-of-speech to disambiguate words

priorpolarity the polarity the clue word gives, either positive, negative, both or
neutral

From ‘type, we will get the intensity, either strongly or weakly subjective and ‘pri-
orpolarity’ states the prior polarity, either positive, negative, both or neutral.

We will check every token, both in its original form and lemmatised, and add
a feature containing information about the polarity and intensity.
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SRI reported that Swiss Life decided to pull out
484 488 497 502 508 513 521 524 529 533
(a) ?
(b) —
(©) — _—

(d)

Figure 3.3: Layers of spans from example ([4). (a) Sentences. (b) Tokens. (c) Opinion hold-
ers. (d) Expressions. There is also a non-span expression at position 4091.

3.3 PRE-PROCESSING

Some common preliminary processing is necessary for most natural language
processing. This section includes sentence breaking, tokenisation, part-of-speech
tagging and lemmatisation. A specific challenge, in light of the character offset
data format described in Section B.1.2, is to keep the alignment correct. There are
several layers of information we need to fit into our data structure. In figure B.3,
we see the different spans, for example (). This issue has been important for the
design choice.

We will build a list of sentences for each document with lists of tokens with
references to the offset position. In this data structure, syntactic and other infor-
mation can be represented. These data can finally be combined with the annota-
tion from MPQA when building training files.

3.3.1 Sentence breaking

MPQA provides sentence break spans for each document. For both training and
testing, these will be used. For each document, the raw text is read and saved in a
list of tuples, containing each sentence and the offset span. The sentence break in
example (|4) is defined by the following line in MPQa:

2 484,573 string GATE_sentence

The sentence spans from position 484 to position 573 in the text document.

3.3.2 Tokenisation
For tokenisation, the segmentation of words, there is a large variety of tools. For
our purpose, we have two requirements to the tokeniser. First, as mentioned in
Section .3, we have to keep the alignment between the tokens and the offset po-
sitions correctly, to fit the annotations correct into our data strucure. Some to-
kenisation tools will give us information about the offset positions of the tokens.
Second, segments like ‘don’t’ can be treated in several ways when it comes to
tokenisation. This can be a problem later in the pipeline, because some tools may
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[(SRI, slice(484, 487, None)),
(reported, slice (488, 496, Nomne)),
(that, slice (497, 501, None)),
(Swiss, slice(502, 507, None)),
(Life, slice(508, 512, None)),
(decided, slice(513, 520, None)),

Figure 3.4: After tokenisation: List of tuples of word form and offset positions.

require a certain standard for tokenisation. A common standard for tokenisation
approach is PTB-compliance. Pos-taggers are often trained on the Penn Treebank
(Marcus, Santorini, and Marcinkiewicz 1993). The word segmentation of the to-
keniser needs to be compliant with that in the Penn Treebank. Some examples
are:

« Contractions like ‘don’t’ should be split in to ‘do’ and ‘n’t’
« Commas followed by whitespace is a separate token.
o Period marks followed by numbers should not be split.

The REPP tokeniser (Dridan and Oepen 2013)f is pTB-compliant and has shown
premium performance. This tokeniser also returns information about offset po-
sitions.

The rREPP tokenizer is run for each sentence. The word form and the corre-
sponding offset position for each token in the sentence are kept in a list of tuples.
The offset positions are held in the python object ‘slice. This object can be used
directly on the document text for retrieving the raw text for that position and the
start and stop positions are easy accessible. An example of this structure is found
in figure B.4.

To ensure that the offset positions from tokenisation align correctly with the
offset positions in the annotation data, we checked that the start position for each
annotation corresponded with a start position for a token.

3.3.3 Part-of-speech tagging and lemmatisation

POs-tagging is the assignment of part-of-speech tags to the tokens. There are sev-
eral different tagsets that can be used, but one of the most common for English is
the Penn Treebank tagset(Marcus, Santorini, and Marcinkiewicz 1993).

There are several different approaches for building a pos-tagger, but prob-
abilistic approaches are very common. Markov Models are widely used for this
task and both hidden Markov Models (HMM) and conditional Markov Models
(cMM) can be used to build to an effective tagger. The Stanford pos-tagger uses

3http://moin.delph-in.net/ReppTop
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W)~ t~)~(b)
) @) @) ) @) @

(a) CMM (b) Birectional dep. network

Figure 3.5: Graphical comparison of a regular CMM and a bidirectional dependency net-
work.

Form Lemma Offset Position POS

SRI srus 484-487 NN
reported report  488-496 VBD
that that 497-501 IN
Swiss Swiss 502—507 NNP
Life Life 508-512 NNP
decided decide 513-520 VBD

Table 3.3: Available information after part-of-speech tagging.

a further development of Markov Models, Bidirectional Dependency Networks
(Toutanova, Klein, and Manning 2003)H.

The Stanford pos-tagger was used for both pos-tagging and lemmatisation.
The tagger also normalises the word form, as described in Section B.3.2. The list
of tokens is then expanded with the new info. For the first part of the example
sentence example (i), the information in table .3 are available after tagging.

3.4 GRAMMATICAL STRUCTURE ANALYSIS

In this section we will describe the dependency parsers we will use in our project,
and the setup of these tools.

3.4.1 LTH SRL

Johansson and Moschitti (2013) use the system developed by Johansson and Nugues
(2008) for the CONLL-2008 Shared Task. B This parser does both a syntactic de-
pendency parsing and semantic role labelling. A model for English is bundled
with the parser, the dependency representation provided in this model is CD.

4http://nlp.stanford.edu/software/pos-tagger-faq.shtml
Shttp://nlp.cs.lth.se/software/semantic_parsing:_propbank_nombank_
frames
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LAS UAS LACC

SB 90.65 93.05 94.01
CD 90.92 9397 9294
DT 9091 93.18 92.76

Table 3.4: Parsing results of
Bohnet & Nivre, w/o punctuation.
We got results identical to Ivanova
(2015, p. 98)

This representation is described in Section p.3.

During the development of our system, we used this parser for several reasons.
First, we had at the time of development not decided on the parser to use for the
investigation of dependency representations. Second it let us compare our results
with and without semantic role labelling.

3.4.1.1 Semantic information

3.4.2 Bohnet & Nivre

For the comparison between different dependency representations, described in
Section p.3, we will use the same dependency parser with models trained on dif-
ferent dependency representations. Ivanova (2o15) provided models for the Bohnet
& Nivre parser (Bohnet and Nivre 2012)), which provided a state-of-the-art per-
formance. The parser is distributed as part of the Mate Tools.E We use the same
version of the tool package as Ivanova (2015).

The parser is sparsely documented, but in order to reproduce the results from
Ivanova (2015), we only needed to set the beam parameter. We controlled that the
models gave us the same results as in Ivanova (2015, p. 98), as we see in table f.4.
This was achieved by the following command:

java -cp anna-3.3.jar is2.transitionR6j.Parser -model
/path/to/conll-all-ptb_tok-ptb_pos.mdl -beam 80 -test
test_gold.conll -out test_gold.conll.conll

The parser does a joint dependency parsing and tagging, but we will not use
the tag output.

*https://storage.googleapis.com/google-code-archive-downloads/v2/
code.google.com/mate-tools/anna-3.3. jar

’https://code.google.com/archive/p/mate-tools/wikis/Transition_based_
parser.wiki
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NI Class 1

. 1l o Class 2
--- Support vectors

—  Hyperplane

Figure 3.6: Support vectors. This way, we can find the maximum margin hyperplane to
divide the two classes.

3.5 CLASSIFICATION AND SEQUENCE LABELLING

Although the focus in this master’s project is not to compare different types of
machine learners, the experiments heavily depend upon machine learners. In this
section, we will present the two machine-learning tasks we will focus on, and the
tools we have used for these tasks.

3.5.1 Classification

For the second part of our project, opinion holder extraction, our goal is to match
an expression-holder pair. The aim is to locate candidates for opinion holders
for each expression, and select the best match. We will build one classifier for
each type of expression. For each expression of a certain type, we will list possible
holder candidates, and select the best fit.

There is a large number of machine learning algorithms that may be suitable
for this task. One approach that has become very popular is Support Vector Ma-
chines (svm), introduced by Cortes and Vapnik (1995).

Regular svms are binary classifiers, that is, they guess between two classes.
The border between the two classes is linear, and placed in a way that makes the
largest possible margin between the classes. This is done by creating two support
vectors, see figure B.6.

The L1BLINEAR library (Fan, Chang, and Hsieh 2008), which provides lin-
ear svM, is available through the toolkit Scikit-learn for python (Pedregosa et al.
2011)8.

3.5.1.1 Vectorisation
The input format for LIBLINEAR is a table, where each row represents the object
to be classified, in our case a holder candidate. The first column represents the

8http://scikit-learn.org/stable/modules/linear_model.html
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{'cand_head_pos': 'NNP',

'cand_head_word': 'Life',

'context_1_pos': 'VBD',

'context_1 _word': 'decided',

'context_r_pos': 'NNP',

'context_r_word': 'Swiss',

'deprel_to_parent': u'SUB',

'dom_ex_type': 'dse',

'ex_head_lemma': 'decide',

'ex_head_pos': 'VBD',

'ex_head_word': 'decided',

'ex_verb_voice': 'Active',

"synt_path': u'SBJ\u2191'}

Figure 3.7: Example of features for a holder candidate before vectorisation.

Class (..) dom_ex_type=dse dom_ex_type=ese dom_ex_type=ose (...)

1 () 1 0 0 ()
0 () 1 0 0 (...)
0 (.) 0 1 0 (...)
0 (.) 0 1 0 (...)

Table 3.5: After vectorisation. Example of how the feature ‘dom_ex_type’ (see figure B.7)
for four expression-holder candidate pairs is represented after vectorisation. For each
feature, all combinations of a single feature and its possible values will be represented

by a column. Only one of these combinations will be true (1), the rest are false (o).

class (for binary classification 1 or o, and the rest of the columns represent every
combination of a feature name (table key) and its value. For each feature, only one
column has the value 1 (true), the rest have the value o (false). An example of this
is found in table B.4. This is called one-hot coding or one-of-K. Vectorisation is

the conversion to this format.

Before vectorisation, the features for each token is saved in a table, figure B.7
gives an example of this table for one token. Scikit-learn has a tool for this con-

version, ‘DictVectorizer, which will be used in this project.

3.5.2  Sequence labelling

The first task is to label the expressions. The expressions will be continuous phrases,
or word sequences, in a sentence. We have chosen to solve this task as a sequence

labelling task. The task is described in detail in Chapter j4.

We can look more closely at example (i), where ‘was happy’ is a direct sub-
jective expression. For each word in the sentence, the machine learner should
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Word Lemma POS Sentlex Label

SRI srus NN - o
reported report VBD - B-OSE
that that IN - (@)
Swiss Swiss NNP - O
Life Life NNP - Q)
decided decide VBD weak/ne B-DSE
to to TO - @)
pull pull VB - O
out out RB - O
of of IN - Q)
the the DT - (@)
Chinese chinese JJ - @)
market  market NN - (@)
earlier earlier RBR - (@)
this this DT - O
year year NN - O

- (@)

Table 3.6: Available information for sequence labelling.

predict whether the word is a part of an expression.

For sequence labelling, we will have the following information:

While a pointwise classifier will look at each word independently, a sequence
labeler considers the sequence. A sentence is a linear chain. A word in a sentence
is dependent on other words in the sequence.

A typical usage of sequence labelling is part-of-speech tagging.The previous
word and its part-of-speech tag is information the model must take into consid-
eration for determining the pos tag for the current word. It is much more likely
that a determiner is followed by an adjective or a noun than by a verb.

For determing if a word is part of an opinion expression, the contextual in-
formation is essential. We can look at a sentence as a graphical structure. When
a sequence labeler considers if ‘was’ is a part of an expression, the information
about the neighbouring words will be of great interest. In contrast to classifiers, a
graphical model can model many interdependent variables. (Sutton and McCal-
lum p010)

A common approach for sequence labelling is Hidden Markov Models (HMMs).
Such a model can be viewed as a directed graph, where we find the most probable
path through the graph. For each label, we calculate the statistical probabilities
of the transitions to the next state and the emission, the probability for certain
features given a label.
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(a) HMM (b) CRF
Figure 3.8: Graphical comparison of a HMM and a linear chain CRE.

3.5.2.1  Conditional Random Field
Linear-chain Conditional Random Fields (CRFs) are a development of HMMs, and
have many similarities (Lafferty, McCallum, and Pereira 2oo1). Both are graph
models, based on statistical probabilites. One of the main differences is that while
an HMM is generative, a CRF is discriminative, or conditional, see figure p.8.

Let x be the information we shall use to decide y. A generative model is a
model of a joint distribution p(y, x). The model seeks to maximise the joint prob-
ability. For classification, with Bayes’ rule, this will give a function of the input:

f(x) = argmaxp(y)p(xly)
Yy

A generative model like HMM will therefore include a model of p(x). Because
of this, an HMM can have a wider range of usage, for example for generating text.

A discriminative model on the other hand will model the conditional proba-
bility of the output given the input directly, f(x) = arg max p(y|x). For sequence
labelling, we do not need a model for p(x), and a discriminative model is more
suitable.

CRFs are frequently found to give premium performance.There is an open
source implementation of linear-chain crF in the Wapiti toolkit. Details on the
setup and tuning of Wapiti is described in Chapter j4.

3.6 EVALUATION METRICS

Intersection-based precision and recall as described by Johansson and Moschitti
(2013) has been implemented.

The main idea is that a partially correct span in the system shall not be counted
as 100% incorrect. Instead, a value between o and 1 is assigned to the span, based
on the span coverage c of a span s compared to a span s’ (Johansson and Moschitti
2013):

[sNs’|
c(s,s’) = Is’|
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This this DT - B-DSE This B-ESE _ _ _
is be VBZ - 0 is I-ESE _ _ _
our we PRP$ - O our I-ESE _ _ _
future future NN - O future I-ESE _ _ _
. -0 o
(a) (b)

Figure 3.9: Example of overlapping expressions from the training set. Figure [@) is an
excerpt from the generated input file for Wapiti. But as there are only one column for the
label, we need to collect the information about overlapping expressions in another file.
Figure [b) is an example for the corresponding lines in this file.

The length of the span, |s|, expresses the number of tokens in the span. From
this, we can calculate a span set coverage, C of a set of spans S and a corresponding
set S’ (Johansson and Moschitti 2013):

C(S,S') = Z Z c(sj, sy)

S;E€S sfeS’

Then, the intersection-based precision P and recall R of a system S and a gold
S set of spans will be (Johansson and Moschitti 2013):

p(s.§) = C(|s§,|s> v, §) = S8

In these formulas, the length of the set [S| is the number of spans in the set.

According to Johansson and Moschitti (2013), most work using the MPQa
Corpus counts a system span correctly detected if it overlaps with the gold span.
Such an evaluation metric will tend to credit longer system spans. The intersection-
based precision and recall addresses this issue.

The first implementation of intersection-based precision and recall extracted
gold expressions from the generated 10B2-formatted Wapiti test file alone. Be-
cause of this, overlapping expressions were not taken into account in the evalua-
tion.

To handle these cases, when generating a test file, we also generate a file con-
taining all the ignored expressions. These expressions are added to the gold ex-
pressions for evaluation. An example of this, to show how this will affect the pre-
cision and recall, is found in figure .9

We see that the phrase “This is our future! is annotated with two overlapping
expressions. If the system detects ‘this’ correctly as a B-DSE, the span coverage
c(s,s), the overall recall should be negatively affected for the expression “This is
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P R F-Score

Ignoring overlaps  0.606  0.437  0.508
Including overlaps 0.624  0.429  0.508

Table 3.7: The original and improved evaluation compared on the development set. As
expected, we get a higher precision and a lower recall with the improved evaluation script.

our future. On the other hand, if the system correctly detects “This is our future,
this should not lower the precision. Our improved evaluation should give us a
higher precision and a lower recall. This is also indicated when comparing the
evaluation for one setup of the system on the development set, as we see in ta-
ble .7.

There is one caveat in this: overlapping expressions of the same type will give
unwanted results. In the example above, if both expressions were of the same type,
and the system predicted this correctly, the span set coverage would be 2, but for
precision, this would be divided by the number of expressions in the proposed set,
giving a precision of 2. We have not found any examples of this kind of overlap in
the training set, and we will not look further into this question.

Because we take the overlapping expressions into account, our evaluation will
slightly differ from the one described by Johansson and Moschitti (2013).

3.6.1  Opinion holders

For opinion holders, an intersection-based system for precision and recall will
be more complex. Johansson and Moschitti (2013) explains that this complexity
has three reasons. First, only holders for correctly extracted opinion expressions
should be credited. Second, MPQA does not have a direct link between an expres-
sion and an opinion holder in a sentence. Instead it has coreference chains, as
described in Section B.1.2. We will have to use these chains to determine the pairs.
Finally, a holder entity may be the writer or there may be an implicit holder. Be-
cause we have a sentence based system, in addition to the holders that MPQa an-
notates as implicit, holders that are not mentioned explicitly in the sentence will
be counted as implicit.

Because of this, the evaluation of opinion holders will follow this method
(Johansson and Moschitti 2013): If a system has proposed an opinion expres-
sion/holder pair e and h, we first matched the closest corresponding expression e’
in the gold, e’ = arg max, c(x, e), regardless of their expression type. The most
closely corresponding gold opinion holder in the gold expressions coreference
chain (agents with the same nested source) is selected, and then the precision
and recall scores for this pair are found using the formula for the span cover-
age, c(h’/,h) and c(h, h’). For the special cases writer and implicit, if the system
guesses correctly, it is given a full score for that pair, and a full error otherwise.






Chapter 4

Opinion expression detection

The task of opinion expression detection can be accomplished by sequence la-
belling. In large part, our system follows the work of Johansson and Moschitti
(2013), but when it comes to the concrete tools being used and the retrieval of
data from MPQA corpus, we have chosen the tools independently. In doing so,
our primary goal was not to improve their system, but to build an independent
pipeline for experimenting with different dependency representations for opin-
ion holder classification.

In figure 4.1, we give an overview of the prerequisite task, i.e. detection of
opinion expressions. The tools for this task are described in Chapter f. In the
following, we describe our implementation, the tuning of our system, and the
results.

4.1 INTERNAL REPRESENTATION

In order to relate the various layers of annotation, from MPQa as well as from
morphosyntactic analysis, we adopt an internal representation in terms of char-
acter offset positions. In the following, we will describe this representation.

For each document in the document list (see Section p.1.4), the raw text from
MPQA is read, split into sentences with the sentence split offset positions from
MPQAa and tokenised with REPP, see Section B.3.7. This is saved in a list structure:
a list of sentences in the document, each consisting of lists of token objects with
word forms and start and end offset positions. Then, the pos-tagger and lem-
matiser is run and the information from these is added to the according token
objects.

The annotation data from MPQA is saved in an ordered table, with the starting
offset position as key. This includes overlapping and zero span expressions. This
list is then sorted by the starting offset position. We then iterate throughout the
list, building two hash tables with starting offset position as a key, where one holds
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Figure 4.1: Pipeline for opinion expression detection.

the expressions we will use for training, and the other will hold expressions we
are ignoring for the training, but include for evaluation purposes, as described in
Section j.6.

The sentiment lexicon, see Section B.3, is read into a table with the word as
a key. The lexicon contains some homonyms from different parts of speech, to
handle that, each value is a table, with the part-of-speech tag as key and the values
from the sentiment lexicon on the specific word as value.

4.2 EXPERIMENTAL SETUP

In Chapter [, we elaborated on the background for using a CRF sequence labeler
for opinion expression detection and the Wapiti toolkit implementation of CRF
(Lavergne, Cappé, and Yvon 2010). In this section we will describe the setup for
Wapiti.

Figure [4.1 shows the pipeline for training and testing. In addition to the train-
ing file in 10B2-format, we specify the feature selection in a pattern file. In the
following, these two file formats are described.
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Label  Expression type Description
B-DSE Direct-subjective expression Beginning of expression
I-DSE  Direct-subjective expression Inside expression

B-ESE  Expressive-subjectivity elements Beginning of expression
I-ESE  Expressive-subjectivity elements Inside expression

B-OSE Objective speech-events Beginning of expression
I-OSE  Objective speech-events Inside expression
O Not a part of an expression Outside

Table 4.1: List of IOB2-labels used.

4.2.1 Training data in IOB2

A Wapiti training file should have one line for each token, with a tab or space
delimited list of observations for this token. The last element on the list should be
the label.

A format that follows these requirements and lets us represent expressions is
10B2 (Sang and Veenstra 1999). This format is commonly used for sequence la-
belling tasks, e.g. chunking and named entity recognition. Each expression type
will be prefixed with either B (beginning) or I (inside). The first token in an
expressive-subjectivity element, for example, will be assigned the label B-ESE, and
the following tokens in the expressions will be given the label 1-ESE. In table j4.3,
the sentence from example (ff), “Terrorism thrives in an atmosphere of hate], pro-
vides an example of this format. There are four observations. Word form, lemma
and pos-tag are parts of the token object in our internal structure, and can be re-
trieved directly. The only verb in the sentence, ‘thrives, forms one expression, and
the phrase ‘atmosphere of hate’ forms another. For prior polarity, if the lemma or
the word form is a key in the subjectivity lexicon, the prior polarity from the lex-
icon is retrieved. In table [4.3, there are three tokens marked with a prior polarity,
of which ‘thrives” and ‘hate’ are parts of an expression, and “Terrorism’ is in close
proximity of an expression.

Table [4.] gives an overview of the labels employed for expression detection.
The first column shows the labels which should be predicted. For each of the three
expression types, direct-subjective expressions (DSE), expressive-subjectivity ele-
ments (ESE) and objective speech-events (0SE) we have two labels. The prefix B-,
declares that the token is the beginning of the expression and the prefix I- states
that the token is a part of the same expression as the previous token. Tokens not
part of an expression will have the label O for outside. In total, this will give 7
labels.

We see that overlapping expressions annotated in MPQAa, as we described in
Chapter [, cannot be represented within this format. When creating the 10B2-
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Word form  Lemma POS Prior Polarity Expression (label)
Terrorism Terrorism NNP weak/ne 0

thrives thrive VBZ weak/po B-ESE

in in IN - 0

an a DT - 0

atmosphere atmosphere NN - B-ESE

of of IN - I-ESE

hate hate NN  strong/ne I-ESE

Table 4.2: Example of IOB2-format from the training file.

file, we will ignore any new expression beginning before the end of the previous
expression. For evaluation purposes, we will generate a file containing ignored
expression. This has been described in detail in Section j.6.

4.2.2  Pattern file

Wapiti uses a pattern file for combining observations from the data file to features
for training. The format is almost identical to CRF++ templatesi. A pattern, a sin-
gle line in the pattern file, consist of three parts: type, identifier and commands.
See figure j4.2| for an example of a pattern.

The first character in each line defines the type, and can be either u for uni-
gram, b for bigram or * for both. We distinguish these feature template bigrams
from word level N-grams, which we address in Section [4.3. In our example pat-
tern, the unigram feature type is used.

The type is followed by an identifier. If the same identifier is used for several
lines, the patterns in these lines are collapsed. This way, bag-of-words features
can be created. Identifiers could be any string, but in our system, we will give
deducible names to identifiers. The identifier in our example, pos_i_n200, is in-
dicating that this is a N-gram feature of pos-tags, where N is 2 and there is no
offset.

The main part of a line contains one or multiple commands. This is the part of
the pattern expanded to an observation string. All commands refer to a column
and aline offset relative to an active pattern. In figure 4.3, we see how the pattern in
figure [4.2is applied for a unigram. There are two commands, segregated by a static
string. The first command, %x [0, 2], refers to the third column of the current
token (the column count starts at 0). In the example, this command expands to
NN. This is followed by a slash and the last command, %[1,2], i.e. the value of
the third column for the immediately following token, which expands to IN. The
complete observation string this pattern expands to, for this token, is NN/IN.

'https://taku910.github.io/crfpp accessed 25 March 2016
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u:pos_i_n200=%x[0,2]/%x[1,2]

Type Identifier Commands

Figure 4.2: Example line from Wapiti pattern file. The type states if the pattern should
expand to an unigram, a bigram or both. In this example, the pattern is a unigram pattern.
The identifier can be compared to a variable name. In most cases, this is a unique string.
For building bag-of-words features, the same identifier could be used. The commands are
expanded by the information in the training file. In this example there are two commands,
that will expand to respectively the POS-tags of the current and next word.

In addition to %x[offset,column], which retrieves observations directly,
there are two commands that support a subset of regular expressions. The com-
mand %t [offset, column, pattern] returnsaboolean if the pattern is matched
and %m[offset,column,pattern] returns the matched string.

According to the Wapiti manual, these three commands also come in a form
that ignores the case of the observation, when the command name is given in
uppercase.

4.3 FEATURE SELECTION EXPERIMENTS

To select the patterns for our system, we performed a series of feature selection
experiments, where we investigated different combinations of features. Table j4.3
shows an excerpt of the preliminary results from this investigation. These results
are from training/testing on the development set. After this experimentation, we
made some minor changes on the system, and the current program code will give
slightly different results. For the purpose of reproducing these results, the original
development training and test 10B2-files are available on our project page.? The
preliminary results presented here are the original results at the time of experi-
mentation. The number in the first column refers to the pattern file name. Pattern
1 is a basic pattern file that provides unigram features for the current token for
each observation in the training file. As we see in the table, with this pattern file,
we get an F-score of 0.397.

In the following, we will provide give more details about some of the features.

4.3.1  N-grams of POS-tags

N-grams are commonly used in language technology tasks. They are sequences
of words that allow us to estimate the probability of a word given the previous N
words. For our feature selection experiment, we constructed patterns that give N-
grams up to 5-grams. When creating features for a token i, the context both before

2 Available along with the other source code at https://github.com/trondth/master
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o] 1 2 3 4
-4 Terrorism Terrorism NNP - 0
-3 thrives thrive VBZ weak/po  B-ESE
-2 in in IN - 0
-1 an a DT - 0
0 atmosphere atmosphere - B-ESE <— Current
1 of of - I-ESE
2 hate hate NN strong/ne I-ESE

Figure 4.3: Example of a Wapiti Pattern. The pattern u: pos_i_n200=%x[0,2]/%x[1,2]
is a a unigram pattern. The pattern will expand to the observation string NN/IN for the
current token in this example.

and after the token is interesting. Because of this, we created N-grams with offsets
that give a window of £N from 1.

In figure j4.3, the trigram of pos-tags for the current token will expand to
three observation strings (with a feature template unigram, see Section [4.2.2)):
IN/DT/NN, DT/NN/IN and NN/IN/NN.

We expect that N at one point will be so large that it will create a sparse data
problem. Our investigation will seek to find the best length of N for this task. In
table 4.3, experiments number 14-18 (Pos N-gram), we see that a 2-gram gives
the best F-score on the development set compared to other lengths of N with an
F-score of 0.492. This indicates that this is an optimal N-gram length for this task.

4.3.2 POS-N-gram/lemma

We also considered some features based on the lemma. One possibility is to com-
bine a pos-tag N-gram with the current lemma. This will give information of the
structural context of the lemma. We tried this out with different length of N, as
shown in table 4.3, no. 20-23 (Pos N/lemma). The best of these combinations ob-
tained an F-score of 0.495. As we can see, the effect of this feature is very limited.

4.3.3 Lemma/POS-tag bag-of-words

Another widely used representation is bag-of-words, in which word order and
grammatical structure are ignored. We created bag-of-words with a combination
oflemma and Pos-tag from the previous tokens. Experiment 35 in table [4.3 shows
that this feature improves the F-score to a value of 0.508.

4.3.4 Proximity of prior polarity
We expect the prior polarity of a word to imply the appearance of an opinion
expression in the proximity of this word. To retrieve this information, we made
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No. Description P R F Time (s)
1 Unigram from each column 0.608 0.295 0.397 12
14  POS1-gram 0.593 0.392 0.472 77
15 14 + POS 2-gram 0.605 0.415 0.492 125
16 15+ POS 3-gram 0.583 0.409 0.481 213
17 16 + POS 4-gram 0.563 0.404 0.470 387
18 17 + POS 5-gram 0.572 0.401 0.472 857
20 14 + POS 1/lemma 0.587 0.391 0.469 112
21 15+ POS 2/lemma 0.590 0.420 0.491 260
22 16 + POS 3/lemma 0.593 0.424 0.495 712
23 17 + POS 4/lemma 0.597 0.396 0.476 1143
25 14 + POS 1/polarity_i 0.599 0.386 0.470 100
26 15+ POS 2/polarity_i 0.593 0.420 0.491 165
30 20+ POS 1/polarity_i 0.590 0.393 0.472 127
31 21+ POS 2/polarity_i 0.584 0.421 0.489 286
32 22+ POS 2/polarity_i 0.589 0.405 0.479 754
33 23+ POS 2/polarity_i 0.578 0.404 0.476 1634
35 15+ Lemma/POS bag 0.588 0.447 0.508 264
36 22 + Lemma/POS bag 0.591 0.433 0.499 712
37 26 + Lemma/POS bag 0.583 0.441 0.502 272
38 31+ Lemma/POS bag 0.582 0.436 0.499 399
42 35 + Polarity/POS bag-of-words 0.580 0.439 0.500 359
43 42 + offset 0.598 0.439 0.506 461
45 15 + First letter case 0.601 0.411 0.488 133
46 15 + Polarity, string 0.611 0.402 0.485 138
47 15+ Polarity, boolean 0.623 0.409 0.494 188
48 35+ Polarity, boolean 0.601 0.435 0.504 326

Table 4.3: Investigation for feature selection. The evaluation is done with the development
set and retrieved with an early version of the evaluation script. The first column refers to
the experiment number and the corresponding pattern file name. For each experiment,
except experiment 1, both feature level unigram and bigram are being used. Detailed ex-
planation of features is found in Section [4.3. We have highlighted the most interesting
results, which we explain in detail in the text. Experiment 35 gives the best overall result,
and we used this in further experiments.
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Evaluation metrics P R F

Ignoring overlaps ~ 0.605 0.450 0.516
Including overlaps  0.621  0.441  0.515

Table 4.4: Held-out experiments.

two experiments where the prior polarity of the 4 nearest words is selected as a
feature, one where the observation string is a boolean, stating if the word has prior
polarity or not and another where the prior polarity is used as an observation
string. In table [4.3, experiments 46 and 47, we see that these have a limited positive
effect on the precision. Of these, experiment 47, where the observation string is
a boolean, has the best performance with an F-score of 0.494. But combing this
feature with the best performing experiment at this point, experiment 35, showed
an F-score of 0.504, which is lower than experiment 35 alone.

4.3.5 Polarity/POS-tag bag-of-words

For another experiment, we combined the prior polarity of a word with the pos-
tag for nearby words in a bag-of-words feature. For prior polarity alone, a bag-of-
words feature seems to give a sparse data problem. By combining prior polarity
and pos-tag, we avoid this problem. In table j4.3, experiment 42 shows a negative
effect of expanding experiment 35 with this feature. This gives an F-score of 0.500
which is lower than experiment 35 alone. We also tried a variant with additional
offsets for prior polarity/POS-tag bag-of-words, but this also gave a lower F-score
than experiment 35 alone, with an F-score of 0.506.

4.4 SELECTING A SETUP

In our investigation, experiment 35 gave best performance, and we will use the
pattern file used in this experiment in our system. We also tried running exper-
iments on different learning methods in Wapiti. The learning methods should
converge around the same maximum, and as expected, all the setups gave results
very similar to the results in table |4.3. The default learning algorithm, L-BEGs,
gave the fastest performance, and we chose to stick with this default algorithm.

4.5 HELD-OUT EXPERIMENTS

Running the system in its best-performing configuration (corresponding to ex-
periment 35) on held-out data gives a slightly better F-score than the experiment
on the development set. Table l4.4 shows an F-score of 0.516 with the same evalu-
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ation metrics as for the development set. With the alternative evaluation metrics,
described in Section B.6, we get an F-score of 0.515. As expected, the precision is
higher and the recall lower when including the overlaps. The results indicate that
the system generalises well to new data.,

Our results are somewhat lower than the baseline of Johansson and Moschitti
(2013), which we presented in Section p.2.2. Their baseline F-score of 53.8 is clearly
higher. The main difference between our system is the choice of sequence labeler.

We can expect this somewhat lower performance also to effect the overall per-
formance after opinion holder classification.






Chapter 5

Opinion Holder Classification

So far, we have provided the background for opinion analysis and constructed a
system for opinion expression detection. We will now turn to the main question
addressed in this thesis, namely the comparison of how dependency representa-
tions perform in the task of opinion holder classification.

The task of opinion holder detection is, according to Johansson and Moschitti
(2013), similar to argument detection in semantic role labelling. For DsEs (direct-
subjective expressions), the task is often straightforward. The opinion holder for
such expressions will often occur as a direct semantic argument. For the other
expression types, more complex relations are frequent.

In this chapter, we will first describe our pipeline in details, before we give
some statistics on the features in our system. We will then run the system on
the development set and discuss the findings. Then, we will use the data from
these experiments for an error analysis. Finally we will apply the classifiers on the
held-out test set in order to compare the performance of our system with that of
Johansson and Moschitti (2013), and to get an indication of how well our system
generalises.

5.1 SYSTEM OVERVIEW

Our system for opinion holder detection also builds on the work of Johansson
and Moschitti (2013). This part of the system has a more complex pipeline than
opinion expression detection. In the following, we give a overview of the task,
before we give a detailed description of each part in this system. The source code
is available on the project github page.

In figure p.1, we give a simplified illustration of the pipeline for opinion holder
classification. The necessary information from MPQA was already retrieved in the

'Project github page https://github.com/trondth/master
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Dependency Feature
List from Opinion Holder | Holder- Vectori
A expressions candidates expr. pairs ectonse
detection
Opinion /
holders SVM Model

Figure 5.1: Simplified pipeline for opinion holder classification.

task of opinion expression detection. We extend the data structure from this task
with syntactic information from dependency parsing, with different dependency
representations. We continue to use the partitioning in training, testing and de-
velopment from Chapter [ in this task.

From each sentence we extract three lists, as illustrated in figure .1: opinion
holders (for training and testing), opinion expressions (gold and system detected)
and holder candidates. From the lists of opinion holders and opinion expressions,
we will make a list of expression-holder pairs.

Then, for each expression, we will create features for each holder candidate.
This information is vectorised, and an svm model is built. This is also illustrated
in figure p.] In addition, we will create separate classifiers for the special cases of
the holder being the writer, or where the holder of an expression is not mentioned
explicitly in the sentence.

In the following we will go into detail for each task.

5.2 INTERNAL STRUCTURE

We build further upon the internal structure described in Chapter [4, a list of sen-
tences with a list of tokens where each token is a table with all available informa-
tion. For the test set, the predicted expressions are added to this data structure.

We will run experiments both with the predicted expressions from Chapter |
and with gold expressions. As our main goal is to compare different dependency
representations, we will base this investigation predominantly on the output from
running the system with gold expressions.
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5.3 DEPENDENCY PARSING

As explained in Section B.4, we first developed our system with the LTH srL de-
pendency parser and semantic role labeler, developed by Johansson and Nugues
(2008). This parser is distributed with models for English.

Both the input and the output data for this parser are in the coNLL-2008
format, see table f.1. We created functions to create CONLL-2008 files from our
internal list structure, and read the format into our internal list structure. The
parser was run with default settings.

For the comparison between different dependency representations, the
Bohnet & Nivre parser (Bohnet and Nivre 2o12) with models provided by Ivanova
(2o15) was used. This parser performs joint pos tagging and dependency pars-
ing. As explained in Section B.4, where we provide more details about the parser
and our setup, we executed the parser with the same parameters used by Ivanova
(2019). The parser uses a different coNLL format, based on the coNLL-2009 for-
mat. Each line represents one token and has at least 13 columns. Sentences are
separated with an empty line. For input to the parser, we only need to provide
information in the first two columns: word id and word form. The rest of the
columns can be left blank, indicated by an underscore for each field. From the
output, we can retrieve the Pos tag, the dependency head word id and the depen-
dency label from columns 6, 10 and 12 respectively. As we have pos tags available
from the first part of our project, we will not use this information. The head and
label, on the other hand, are read into our list structure.

5.3.1 Dependency representations
We will here provide a short recap of the different dependency representations
described in Section p.3.

In our system, we will compare the results when using the three different de-
pendency representations: CONLL Syntactic Dependencies (CD), Stanford Basic
Dependencies (SB) and DELPH-IN Syntactic Derivation Tree (DT).

A key difference between them is the head status. While CD and DT tend to
have functional words as heads, SB to a large extent assigns head status to con-
tent words. This can have a large effect on syntactic features between the opinion
expression and the opinion holder. For our purposes, one important exception
to this tendency must be taken into consideration: In all three dependency rep-
resentations, the determiner and the adjective are considered dependents of the
noun. A difference here would have skewed the selection of holder candidates,
which in large parts depends on the dependency structure of the noun phrases.

The treatment of coordination is another difference between the dependency
representations, and this may have an impact on the selection of the opinion hold-
ers in noun phrase conjunctions. The conjunction is the head of the conjuncts in
DT, while the first conjunct is the head in CD and SB.
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CoNLL-2008 CoNLL-2009
Col. Name Example Name Example
1 ID 2 ID 2
2 FORM (unsplit) reported FORM reported
3 LEMMA report LEMMA
4 GPOS _ PLEMMA
5 PPOS VBD POS _
6 SPLIT FORM reported PPOS VBD
7 SPLIT LEMMA report FEAT
8 PPOSS VBD PFEAT _
9 HEAD 0 HEAD -1
10 DEPREL ROOT PHEAD 0
11 PRED report.or DEPREL _
12 ARG _ PDEPREL ROOT
13 ARG _ FILLPRED
14 ARG _ PRED
15... ARG... _ APREDs

Table 5.1: Comparison of the CoNLL-2008 and CoNLL-2009 data
formats. CoONLL-2008 is used by the LTH SRL parser. The depen-
dency head and dependency relation label is retrieved from columns
9 and 10. Column 11 indicates a predicate for the semantic role la-
belling, and the rest of the columns are arguments for the semantic
role labelling. CONLL-2009 is used by the Bohnet & Nivre parser.
Column 10 contains the dependency head, and column 12 the label.

5.4 EXTRACTING EACH EXPRESSION/HOLDER PAIR

As described in Section and B.1.2, MPQA does not make a direct link be-
tween an expression and its holder, but instead between the holder and a nested
source list. The first occurrence of a single holder in a document is tagged with
an id, the following are tagged with a nested-source, referring to the id of the first
occurrence. MPQA also contains 588 instances of opinion holders with neither a
nested source list nor an id.

Our system works at the sentence level, and therefore we will treat a holder
id and a holder nested-source equally. In many cases, multiple words in the same
sentence will represent the same holder. To extract these pairs, we will use the
following procedure.
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First pair Second pair

[({6},{4, 5}, 'dse',[{4, 5}]),({2}, {1}, 'ose', [{1}])]

[ N — [ N S —

Exp. Holder Type Co-ref. list

Figure 5.2: In the excerpt from the example sentence, which we see in figure .3, there are
two expressions, both with holders that explicitly appear in the sentence. This will give
a list of two tuples, where each tuple gives information about the expression (Exp.), the
opinion holder (Holder), the expression type (Type) and a co-reference list (Co.ref list).

R N noin [P

{SRI} 1y [reported] (Hy/0sE) that {Swiss Life} 1) [decided] (1,/psE)
NN VBD IN NNP NNP VBD TO
1 2 3 4 5 6 7

Figure 5.3: Holder candidate selection. An excerpt of the example sentence parsed with
the LTH SRL parser and tagged with opinion holder/expression. We select the nouns,
words that have a POS tag starting with ‘NN, with the exception of words dominated by
another ‘NN’ or words part of the expression type for which we select holder candidates.

o We create a table containing a set of word ids for each opinion holder (in
MPQA annotated as GATE_agent) in the sentence. If there is a nested source
for the holder, the last element in the nested source list will be the key for the
holder. Otherwise, the holder id will be used as a key if a holder id exists; if
not, this holder is ignored. If a key already exists, the word id will be added
to a set containing all word ids representing the same opinion holder.

« For each opinion expression, if the last element in the nested source list ex-
ists we will append a 4-tuple of the expression, its holder, expression type
and co-reference list. If the last element is ‘w’ (writer) or ‘implicit, the sec-
ond element in the tuple will be this string, otherwise this element will be
a set of word ids. If the last element of the nested source does not exist in
the table of holders for the sentence, the opinion holder for the expression
will be treated as ‘implicit’

In figure f.3, there are two expressions, reported’ and ‘decided, each with

one opinion holder, respectively ‘sr1’ and ‘Swiss Life. That gives the list of tuples
shown in figure .2, representing the expression/holder pairs in the sentence.
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Holder is not a candidate® DT SB CD
Not overlapping with expression 14 11 12
Not part of same expression type 66 925 89
Not part of an expression 120 175 151

@ Exclusive external holders (implict/w).

Table 5.2: Number of holders that are not part of a candidate in the
development test set, when the system is run with gold expressions.
The total number of expression-holder pairs is 2516.

5.5 SELECTION OF HOLDER CANDIDATES

If an expression has an explicit opinion holder, and this appears in the sentence,
the holder will most likely be one of the noun phrases in the sentence. For each
expression, all the noun phrases in the sentence are instances for the classifier.

Since noun phrase constituents are not native to dependency structures, we
will formulate a heuristic that selects noun phrases in terms of dependency rela-
tions. In Johansson and Moschitti (2013), the holder candidates are tokens tagged
as nouns, i.e. having a POS-tag starting with NN or PRP, that are not a part of an
opinion expression or directly dominated by another candidate token. (Johansson
p.c.)

In figure f.3, we see that there are three tokens starting with NN; sr1, Swiss
and Life, where Swiss is directly dominated by Life. We will therefore have two
opinion holder candidates, sr1 and Life.

We will create a list of holder candidates, where each holder candidate is the
head of a subtree, representing potential holders. For each expression type, we do
this by selecting all words where the pos-tag starts with NN or PRP. We will then
restrict this list by removing words that are directly dominated by another noun
phrase. In addition, we will remove words that are part of an opinion expression.

It is not apparent from Johansson and Moschitti (2013) how disjointness of
opinion expressions and holders was ensured. We will therefore investigate three
variants of this restriction:

1. Restrict holder candidates to NP heads that are not part of any expression.

2. Restrict holder candidates for an expression e to NP heads that are not part
of an expression of the same expression type as e.

3. Restrict holder candidates for an expression e to NP heads that are not part
of e.

In table .2, we see that the effect of these restrictions varies between the dif-
ferent dependency representations. Following the algorithm described above, DT
covers a larger number of actual holders than the other representations. One
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should note, however, that we only count expression-holder pairs for this table
where there are no overlap between a holder and a candidate as an error. We will
come back to the question of partial overlap in Section f.1]. We also see that a
restriction of holder candidates to holders where the heads are not a part of any
expression leads to more holders without a candidate. We will return to the ques-
tion of how selection influences the performance in Section f.10.2.

After classification, the corresponding noun phrase for the selected holder
candidate is found by collecting all tokens in the subtree of the token.

5.6 FEATURE SET

The feature set used in this task is the same as the baseline from Johansson and
Moschitti (2013). This section contains a description of the feature templates and
methods we have used for extracting them. We will use the DsE in figure .3, de-
cided, as a running example. We will show the feature types for this expression
with respect to each of the two holder candidates in figure .3, srr and Life.

5.6.1 Syntactic path
With this feature, we want to express the syntactic relationship between the ex-
pression and opinion holder.

The feature represents the path in the dependency tree between the holder
candidate and the expression. For the running example, we will extract the fol-
lowing features for the opinion holder candidates srr and Swiss: SBJt0BJ{SUB
and SBJ{.

For all features involving graph traversal, we made use of the csgraph mod-
ule for the python library SciPy# We converted the dependency graph to a two-
dimensional array and created a csgraph object of this array, giving us access to
code finding the shortest path between two words.

5.6.2 Expression head word, POS and lemma

Similar to what one sees in semantic role labelling, different expressions often
have different relations to their opinion holders. In semantic analysis, the agent
could both appear as the subject and the object of different predicates. Because
of this, we need features that help the classifier separate between different expres-
sions.

We will expect an opinion expression to be connected in a dependency graph,
therefore finding the head word of expressions can be done straightforwardly. We
traverse over each word in the expression, returning the first word with a head
word that is not part of the expression.

*http://docs.scipy.org/doc/scipy/reference/sparse.csgraph.html
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) —

foo bar foo bar

(a) Unambiguous. (b) Ambiguous.

Figure 5.4: The head of an expression can be ambiguous depending on the dependency
representation.

A possible problem when selecting the expression head word is that it can
be ambiguous, depending on the dependency representation. In figure f.4, we
illustrate this problem. If foo bar’ is an expression, then both foo” and ‘bar’ will
have heads outside the expression in [b). In this case, we will select the first word
with its head outside the expression as head word, ‘foo. In [a), ‘bar’ is the only
token in expression with head outside expression, and is therefore head of the
expression.

We create features for word form, pos and lemma for the head word of the
expression. In figure .3, both expressions consist of a single token, and it is thus
the head word of the expression.

For decided, we will have the features decided, VBD and decide, and since

this expression consists of a single word, that word will also be the expression
head.

5.6.3 Holder candidate head word and POS

Similar to the above features, we will extract features for word form and ros for
the holder candidate. For the first holder candidate in figure f.3, this is SRI and
NN.

5.6.4 Holder candidate context words and POS
The words or part-of-speech of words in direct proximity to an opinion holder
candidate could indicate whether the candidate is an opinion holder.

These features are extracted from the immediately preceding and succeeding
words. As the first holder candidate in figure f.3 is the first word in the sentence,
only the features from the following word are extracted, reported and VBD

5.6.5 Dominating expression type
If the expression is syntactically dominated by another expression, we will extract
a feature representing this. We will only extract this feature when a direct head of
the expression is part of an expression.In cases where there are several dominating
expression types, a compound of these features in alphabetical order is used as
feature type, for example DSEESE.
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In figure F.3, decided is directly dominated by that, which is not a part of any
expression. Therefore, we will not extract this feature for this example.

5.6.6 Expression verb voice
The dependency relation of the holder for an expression with the passive verb
voice will most likely differ from a sentence with active voice.

We extract a feature that tells us whether there is an active or a passive voice
in the expression. If the following criteria are fulfilled, this feature will have the
type Passive:

« One of the tokens in the expression must be a participle (the Pos tag must

be VBN)

 One of the tokens in the expression must be the lemma be

o The head of the vBN has to be the lemma be.

This feature returns three possible types, Active, Passive and None, the last
is extracted for expressions without verbs.

5.6.7 Expression dependency relation to parent

From the expression head word, we will extract a feature for the label of the de-
pendency relation of the parent. In figure .3, the label of the edge from decided
to its head that is SUB.

5.6.8 Shallow semantic relation
In the comparison between the different dependency representations, we will not
use semantic information. But to be able to compare our results with Johansson
and Moschitti (2013), and to show the effect of this feature, we will use this feature
for the purpose of illustration.

For the two holder candidates in figure .3, LTH SRL only detects any seman-
tic relation between decided and SRI, AO. Between decided and Life, the LTH SRL
parser did not recognise a semantic relation.

5.7 SCIKIT-LEARN

As explained in Section B.5.1, we will use linear svm for the opinion holder clas-
sification. We will make use of the implementation in the python toolkit Scikit-
learn. In addition to the LIBLINEAR library, Scikit-learn also includes a vectoriser,
DICTVECTORIZER, that can create a one-hot coded matrix (described in Sec-
tion B.5.1.1) based on a list of dictionaries.

5.71 Building the classifier
When constructing the classifiers for each expression type, we construct two lists
representing the pairs between expressions and their holder candidates. One list
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will contain the labels for classification, true or false. The other list contains a
dictionary with features for each possible expression-holder pair. This list of dic-
tionaries is then converted (fitted) to a matrix with the vectoriser in Scikit-learn,
and the label list is converted to an array. Then, the svm model is created.

Similarly, for the prediction, a list of dictionaries for the pairs to predict is
built. The vectoriser in Scikit-learn can transform this list to a one-hot encoded
matrix with the same columns as in the matrix from the training. Then, we can
use this matrix as input for prediction with the svm model.

For each expression type, we will have three classifiers, one for explicit holder
candidates, one for implicit holders and one for writer as holders. We want exactly
one opinion holder per possible expression-holder pair, and will select the one
with the highest svM score. This was also the strategy employed in the work of
Johansson and Moschitti (2o13).

Specifically, we will employ the following:

1. First, for each expression, we will choose the explicit holder candidate with

the highest svm score.

2. Then, if the classifier for implicit holders classifies the holder for the current
expression as implicit, we will compare the svm scores of the two, and select
the one with the highest score.

3. Finally, if the classifier for writer as holder classifies the holder as writer, we
will compare the svM score for writer with the svm score from .

4. A special case obtains, when the opinion holder is neither writer or im-
plicit, and there are no holder candidates for the expression. These cases,
the system will treat as implicit.

5.8 EVALUATION

The evaluation metrics for opinion holder classification is described in Section ..
o First we find the gold expression e’ that has the largest overlap with the
proposed expression e with e’ = argmax, c(x, e) regardless of expression

type.

« Second, we select the gold holder for this expression that has the largest
overlap with the proposed holder and determine the span coverage with
c(h’/,h) and c(h, h'), respectively for precision and recall, where h is the
proposed holder and h' is the gold holder, as explained in Section .6

o From the sum of span coverages and number of pairs, the precision and
recall are determined.

One consideration we have had is the treatment of a situation where a system
expression does not have any overlap with a gold expression. In the development
corpus, there was 270 cases where there were no overlap between the predicted
expression and a gold expression. These cases where counted as false positives.
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We will return to this in Section f.8.1.2.

Another consideration is whether we count gold expressions that have overlap
with each other, as explained in Section j.6. For opinion expression detection,
we chose to report a number both with and without the overlapping expressions.
This had an effect on the precision and recall, but the F-score was almost the same
in both cases. For the holder classification task, we may not see the same effect,
because the matching of a single pair is independent of the matching of other
pairs. Still, we will take the number of overlapping expressions into consideration,
although it is not possible for our opinion expression system to detect them.

5.8.1 Lists for comparison

To evaluate, a list of tables is created, with one table for each detected expression.
Each table holds an expression, the proposed holder for this expression and the
gold holder with the largest overlap to the proposed holder, in addition to the
svM confidence score. We use this list to calculate the span coverage for each
expression-holder pair.

To find the precision and recall, we will divide the sum of the span coverage
for all pairs by the number of possible pairs. Although this seems like a trivial
task, there are several considerations to be made.

In the following, we will describe our method for performing those calcula-
tions.

5.8.1.1  Number of gold pairs

For recall, we need the number of gold expression-holder pairs. As explained
in Section B.6.1, the pairs are not found directly in MPQa, but derived through
the available information. We cannot simply use the list of gold expressions, be-
cause this will include expressions that are not annotated with a holder. Also, we
cannot use the full list of gold holder-expression pairs, as our task is not to find
every holder in the co-reference chain, but only one holder per expression. We
will therefore count gold expression-holder pairs, but only count the first occur-
rence for each expression. As explained above, overlapping expressions will also
be counted, although our system of opinion expression detection is unable to han-
dle overlaps. There were 96 occurrences of overlap of holder-expression pairs in
the development set.

We also need to ensure that recall was calculated based on the same number of
expression-holder pairs, independent of the dependency representation, in order
to have a correct comparison of the performance of the dependency representa-
tions.

In table F.3, we see that for our development set, the number of gold pairs is
2516 in all dependency representations.
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DT SB CD

Gold pairs 2516 2516 2516
System pairs (gold ex) 2516 2516 2516

Correctly detected ex. 1357 1357 1357
Falsely detected ex. 270 270 270

System pairs (sys.ex) 1627 1627 1627

Table 5.3: Number of gold/system pairs in the devel-
opment test set for each dependency representation.
The number of system pairs depends on the number
of expressions. There is no variation between the de-
pendency representations.

5.8.1.2  Number of system pairs

For precision, we need to have the number of proposed system pairs. We cannot
use the length of the list created for evaluation directly, because this list will not
include detected expressions with no overlap to a gold expression. We will name
these falsely detected expressions. Instead, we will base the number on detected
expressions.

If we want to run the system for only internal holders (explicitly mentioned
in the sentence), we will not be able to classify holders for expressions without
holder candidates. In this case, the system length should be adjusted accordingly.

When running the full system on gold expressions, the number of system
expressions-holder pairs will be equal to the number of expressions. In table .3,
we see that for the full system, for all dependency representations, we get the same
number of system pairs.

5.8.2  Statistical significance

To get an indication on whether or not a difference in the evaluation results is a
result of a coincidence due to the particular test set, we should perform statistical
hypothesis testing or significance testing.

In statistics, there are some traditional approaches to significance testing, for
example Student’s ¢-test. Most of these approaches are based on the assumption
that the data are normally distributed, which for natural language processing of-
ten is not the case (Berg-Kirkpatrick, Burkett, and Klein p012; Segaard et al. 2o14).
Other measures, for example Wilcoxon signed-rank test (Wilcoxon 1945) or the
bootstrapping methods (Efron and Tibshirani 1994), do not presume normally
distributed data.

Bootstrapping refers to a multitude of tests that rely on resampling of data.
For our purpose, we can implement bootstrapping by generating a large number
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of pseudo test sets with Monte Carlo resampling of the original test set.

Let us consider a tiny example with an excerpt from our development results,
and perform a pairwise significance test on this. In table F.4, the first two rows
shows the span coverage (for precision) from a set x with 5 pairs using respectively
CD and DT. We see that the precision for CD is higher than for DT. The difference
in precision gives an &(x)-value, which in the case of the example is 0.18.

We first formulate a null hypothesis, that CD is not really performing better
than DT, that the higher precision was a coincidence. If we had a large number
of test sets, and the null hypothesis was true, we could expect that occasionally,
the precision with CD was 5(x) better than the precision with DT. But because
we do not have a large number of test sets, we will estimate this by the means of
bootstrapping.

We will make a number of resamplings of the test set, by randomly selecting
pairs (with replacement) from the main sample. We will then find a §(x*(*)) for
each of these samples. Because these resamplings are created out of the x, the
expected &(x*V) is close to &(x) (not to 0. Therefore, we will have to shift the
means of these samples by 5(x), so we will count the occurrences where 5(x*(V)
is higher than 2 x 3(x). Finally we will find the p-value by dividing this count
on the number of resamples. In the example in table 5.4, —0.02 % 2 x 0.18 and
0.38 > 2 x 0.18. This will give a p-value of 0.5. When running the bootstrapping
significance test with 10 000 resamples (which we will be using in later testing),
we got a p-value of 0.2315, which indicates that there is 23.15 % chance that the
null hypothesis is correct, and we should not consider the difference in precision
from these five pairs significant.

Before we leave significance, we should stress that even though a difference
in performance between the otherwise same system run with DT and with CD
is statistic significant, a change in the system, for example in the feature set, may
benefit one over the other. Different results, no matter if they are significant or
not, is not enough for us to draw general conclusions for all systems.

5.9 FEATURE STATISTICS

In this section, we provide some statistics on features extracted from the training
and development set combined. We will focus on the features that vary across de-
pendency representations, i.e. the syntactic features. First we will give an overview
of the features.

Table F.4 presents the number of feature types for internal expression-holder
pairs in the training and development sets. There is a large variety in the number
of types between the feature templates. Only syntactic path and expression depen-
dency relation to the parent have a different number of types using the different
dependency representations. We see that while some features have a small (some-
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Span coverages

1 2 3 4 5 Precision  &(-)
xep  1.00 0.00  1.00 1.00 0.09 0.62 1o
xpr  1.00  0.00 0.00 1.00 0.21 044
(0,09 0.00 0.00 0.00 1.00 022
xi1 021 0.00 0.00 1.00 0.00 024
xf2 100 1.00 1.00 1.00  0.09 0.82 4o
X520 1.00  0.00 0.00 1.00 0.2 0.44
X*(b)

Table 5.4: Pairwise significance testing with bootstrapping. In this small
example, we want to test the significance of the results that CD has higher
precision than DT. From the original test set x, a number of resamples is
created.

DT SB CD

Syntactic path 3724 3052 3929
Exp. deprel. to parent 38 41 27
Expression head word 3033 3463 3077
Expression head lemma 2144 2424 2182
Expression head POS 35 37 35
Candidate head pos 32 30 28
Candidate head word 1686 1737 1731
DT/SB/CD
Dominating expression type 3
Expression verb voice 6
Context right POS 37
Context right word 1048
Context left POS 38
Context left word 2262

Table 5.5: Number of feature types for internal expression-
holder pairs in the training and development sets. There is a
total number of 16267 pairs with internal holders in these two
sets.
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Most common DT SB CD

Syntactic path SB-HDt 5047
Exp. deprel. to parent HD-CMP 6697

Most common DT SB CD

Syntactic path nsubjt 5804
Exp. deprel. to parent root 4814

Most common DT SB CD
Syntactic path SBJt 5518
Exp. deprel. to parent ROOT 4535

Most common DT SB CD
Expression verb voice Active 10976 11485 10958
Dominating expression type dse 1337 3068 1706
Expression head word said 1644 1694 1644
Expression head lemma say 2025 2104 2024
Expression head POS VBD 4591 4138 4620
Candidate head POS NNP 5450 5765 5732
Candidate head word he 1280 1282 1282
Context right POS NNP 3322 3142 3216
Context right word , 1462 1448 1428
Context left POS VBD 5512 5537 5565
Context left word said 2128 2145 2156

Table 5.6: The most common feature types for each feature template using differ-
ent dependency representations. The total number of expression-holder pairs is
16 267.

times fixed) number of possible types, others vary a lot. Some of the features have
the same number of types independent of the dependency representation, but
many of the features rely on syntactic information. This includes syntactic path
and expression dependency relation to parent, in addition to the features extracted
from the expression and the candidate head. There are a total number of 16 267
expression-holder pairs where the holder explicitly appears in the sentence.

The most common feature type, and its count, will give us a further indication
about differences between dependency representations. In table p.g, we give such
an overview. In table f.6, we list the most common feature type for each feature
and their count. For expression head word, lemma, and osE, candidate head word
and OSE, and context words and OSE, there are small differences between the de-
pendency representations. The most common expression head word is said, the
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DT SB CD
Synt. path Count Synt. path Count Synt. path Count
SB-HDT 5047  nsubjt 5804  smit 5518
SB-HDTHD-CMP4 679  nsubjtccompt 889  wmopt 756
SB-HDTHD-CMP4HD-CMP4 472 posst 548  seitoBys 582
HD-CMPt 395  pobjtprept 488  sBitapvs 268
HDN-AJL 269  nsubjtxcompl 253  puoptwMOD® 266
SP-HDT 263  nsubjtconji 231 smatves 256
HD-CMPtHDN-AJt 250  nsubjtccompt 221 wmops 233
SB-HDtHD-CMP4HD-CMPLHD-CMP4 247  rcmodd 200  SBJTCOORD4CONI4 183
SB-HDTHD-AJ4 195  nsubjtprepipobiji 173 sBitoBJt 181
SB-HDTHD-AJ4HD-CMP4 151  nsubjtdobji 155  sBytoBJsUBL 175
Table 5.7: The most common types for syntactic path, all expression types.
Average length
Int. holders DT SB CD

DSE 8624 240 1.86 2.30

ESE 4472 543 3.87 5.15

OSE 3171 207 1.73  1.97

Total 16267 3.17 239 3.02

Table 5.8: Syntactic path: Average path length and
number of feature types.
DSE ESE OSE

Synt. path  Count Synt. path Count Synt. path  Count
SB-HDt 3574  SB-HDTHD-CMPLHD-CMPL 302  sp-mDt 1457
SB-HDTHD-CMP4 394 sB-HDtHD-CMPL 217 wp-cupt 188
HDN-AJL 222 SB-HDTHD-CMPHD-CMPLHD-CMP4 188  sB-HDtHD-CMPt 106
SP-HDt 212 SB-HDTHD-CMPLHD-CMP4HD-CMP4HD-CMPL 82  sB-HDTHD-CMPL 68
HD-CMPT 205  SB-HDtHD-AJLHD-CMPL 71 sp-upt 49

Table 5.9: The most common types for syntactic path, DT.



5.9. FEATURE STATISTICS 65

DSE ESE OSE
Synt. path  Count Synt. path Count Synt. path Count
nsubjt 4149 nsubjtccompd 679 nsubjT 1643
possT 4] 8 nsubjtprepipobji ]OO nsubjtccompT ]67
pobjTprept 386 nsubjtccomplauxi 79 possT 126
nsubjtccompd 191 nsubjtccompladvmodi 78 pobjtpcompt 109
rcmod4 172 nsubjtccompiconji 77 pobjtprept 93

Table 5.10: The most common types for syntactic path, SB.

DSE ESE OSE
Synt. path  Count Synt. path  Count Synt. path Count
SBJT 3896  sBjtoBJ+ 402  sBit 1606
NMODt 587  sBJtOBJLSUBL 144 xMopt 164
PMODTNMODT 222 SBJTOBJPRD4 112 sBjtoBJt 147
SBJTVC4 217  SBJTADV4PMOD4 93  pMOD*PMODT 108
NMOD4 196  sBJtOBJ4ADVY 90  sBItADVL 88

Table 5.11: The most common types for syntactic path, CD.

most common candidate head OSE is he.

There are three features that stand out in this context: syntactic path, expression
dependency relation to parent, and dominating expression type. For syntactic path,
the most common feature type in the different dependency representations is not
the same string, but all these strings represent the same path: a direct link from
the subject. For DT, this is SB-HD*, for SB: nsubjt, and for CD: SBJ*. The count
varies, but compared to the total number of pairs, 16 267, only roughly 1/3 of the
expression-holder pairs have this feature type.

For the expression dependency relation to parent, HD-CMP (combining a head
with a complement, used for the syntactic arguments of a range of head categories,
including verbs, prepositions, relational nouns and adjectives, and others) is most
common for DT, while the most common feature type for the other dependency
representations is representing the root label. In Section p.3, we discussed the head
status and root choice, which we here see in plain numbers. With 6697 feature tags
of this type, this is also much more common than the most common feature type
for this feature for SB and CD.

Further, the most common dominating expression type is dse, but the varia-
tion is large, ranging from 1337 to 3068, as we see in table .6. With SB this feature
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[{SB HD}\ [{AI HDN}\ fs K /,{HD—CMP}\\‘

Some fund managers [say]pspy negative publicity has [exacerbated]gsk)

nsub)

det
ccomp

ROOT

Figure 5.5: Dominating expression type. Expressions have square brackets. From ‘exacer-
bated, with DT (top), there is no direct edge, while with SB, there is a direct edge.

type is found in 19 % of the pairs, whereas with DT, it is found in only 8 % of the
pairs. In figure f.4, we see that SB has a direct edge from the direct expression ‘say’
to the expressive-subjectivity element ‘exacerbated. This will give dse as domi-
nating expression type for ‘exacerbated’ For DT, there is no such direct link, thus,
this feature is not extracted for the ESE.

The most common expression verb voice is unsurprisingly active. The num-
bers vary, but the active voice is found in approximately 2/3 of the pairs for all
dependency representations.

5.9.1 Syntactic path

The syntactic path feature illustrates well some of the differences between the de-
pendency representations. In table f.7, we list the 10 most common feature types
for each of the representations. Again, we see that a direct syntactic edge from
the holder to opinion expression is the most common for both DT, SB, and CD,
respectively SB-HD*, nsubjt, and CD: SBJt. For all representations, this feature
type is over 6 times more common than the second most common type.

In table F.8, we see that for ESE, the syntactic paths are much more complex.
The average steps in the path from holder to expression in a dependency graph
is twice as large for ESE as for the other expression types. A more complex path,
will be challenging for the classifier, mainly because it means that the data will be
more sparse. We can also see this phenomenon in table f.9, p.1d, and table .11,
where the most common feature types for ESE are complex compared to DSE and
oSE. In addition, we see from the counts that the data material for ESE is more
sparse.

Further, these tables show some differences between SB on one side, and DT
and CD on the other. We see that the average path length for SB is distinctly
shorter than that of DT and CD. We also see that the most common paths for SB
are more frequent than the most common types for the other two representations.

(...)
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Parser P R F
With semantic features LTH SRL 0.558 0.396 0.463
W/o semantic features LTH SRL 0.555 0.391 0.459

W/o semantic features Bohnet & Nivre (CD) 0.565 0.389 0.461
¢ Run with the setting (1) described in Section

Table 5.12: The effect of the semantic feature for system expression with holder can-
didate selection by restricting candidates overlapping with expressions of the same
expression type. The third row compares the results to Bohnet & Nivre, run with the
same dependency representation as LTH SRL.

A more widespread distribution of the feature types can have two opposite effects
on the performance of the classifier. It can lead to a more fine-grained feature that
models the relations better, but it can also lead to more sparsity.

5.10 DEVELOPMENT RESULTS

In this section, we will present results from the development test, and do some
error analysis based on these results. We will then gather our findings in a com-
parison between the dependency representations.

5.10.1  Comparison of LTH SRL and Bohnet & Nivre

In most of our experiments, we will not make use of semantic role labelling. As our
goal is to compare different dependency representations, semantic features may
skew the comparison. We would still like to see the effect the feature described in
Section has on the performance.

In table F.12, we present the intersection-based precision, recall and F-score
for our system with semantic and syntactic information from LTH SRL, with and
without the semantic feature. In addition, we present the results with the Bohnet &
Nivre parser, using CD dependency representation, the same as with LTH SRL.

We see that we get a marginally better precision and recall with the shallow se-
mantic relation feature. We also see that the Bohnet & Nivre parser is performing
slightly better than LTH SRL, but the results are comparable.

5.10.2 Holder candidates

In Section f.d, we discussed the heuristics for holder candidate selection. A start-
ing point for this selection is selecting the head of all noun phrases. We will then
restrict this list of holder candidates for an expression when the candidate is (1)
part of any expression, (2) part of an expression of the same type or (3) overlap-
ping with the expression. Due to the difference in number of holders that are not
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System expressions Gold expressions
n/c* P R F n/c* P R F p’

DT 9 0556 0397 0464 120 0.631 0.681  0.655 0.07
SB 16 0573 0392 0465 175 0.642 0.679 0.660 0.24
CD 10 0.565 0.382 0461 151 0.646 0.684 0.665

“ Holder is not a candidate.
b Pairwise test between CD and respectively DT and SB. See Section f.8.3.

Table 5.13: Holder candidate selection, variant (1). Candidates are not part of any expres-
sions. For the system run with gold expressions, this variant gives lower precision and re-
call than the other two, and has a much larger number of holders that are not candidates.
When running the system with predicted expressions, this variant is almost equal to (2),
performing better than (3).

covered by a holder candidate, we wanted to investigate this choice further.

We ran the system on both system and gold expressions with these three se-
tups. In tables f.13, .14, and .15 we look into the performances with these setups,
run on the development set with syntactic information from the Bohnet & Nivre
parser.

For the system expressions, we see that the restriction in variant (2) gives a
better F-score than the least restricted variant for both DT, SB, and CD. We also
see that the number of missing holders candidates varies less than when we run
the system on gold expressions. With the restriction in variant (2), we have the
same number of holders that are not candidates and in variant (3). Unsurprisingly,
variant (2) delivers better results than variant (3), as the restriction only helps nar-
row down the problem, without any loss. However, there is a difference between
variant (1) and (2) when it comes to the holder candidates coverage. In this case,
the potential gain from narrowing down the problem is countered by this loss.
While CD gives a higher F-score in (1) than in (2), DT and SB give marginally
better F-scores in variant (2). If we recall the number of correctly detected sys-
tem pairs, 1357, the difference in F-score will rely on differences in span coverage
of a handful pairs. We should not generalise, as these are quite low numbers we
speak of, but for the purpose of comparing the system with that of Johansson
and Moschitti (2o13), we will use variant (1), where we restrict the selection of the
noun phrases used as holder candidates to noun phrases where the head does not
overlap with expressions of the same type.

For the system run with gold expressions, we see that the two best performing
variants are (2) and (3). We also see that SB gives somewhat better performance
in (2), with an F-score of 0.669, than in (3), where the F-score is 0.667. Using
the metrics described in Section f.8.2, we got a p-value of 0.190, which does not
indicate significance. DT and CD, with F-scores of respectively 0.665 and 0.674 in
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System expressions Gold expressions
n/c* P R F n/c* P R F p?

DT 7 0560 0.398  0.465 66 0.640 0.692 0.665 0.08
SB 5 0573 0393 0.466 95 0.648 0.691 0.669 0.24
CD 6 0.564 0.386  0.458 8 0.654 0.696 0.674

% Holder is not a candidate.
b Pairwise test between CD and respectively DT and SB. See Section f.8.3.

Table 5.14: Holder candidate selection, variant (2). Candidates are not part of same type of
expression. For system expression, this variant performs almost equally to (1), while for gold
expressions, this variant performs almost equally to (3). The number of gold expressions
where the holder does not have a candidate varies from 66 to 95, between 2 and 4 % of the
possible pairs.

System expressions Gold expressions
n/c" P R F  n/c® P R F p?

DT 7 0.551 0.391  0.458 14 0.641 0.695 0.667 0.04
SB 5 0565 0388 0.460 11 0.647 0.689 0.667 0.06
CD 6 0.560 0.381 0.454 12 0.658 0.700 0.678

@ Holder is not a candidate
b Pairwise test between CD and respectively DT and SB. See Section f.8.2.

Table 5.15: Holder candidate selection, variant (3). Candidates are not part of the expression
for which they are potential holders. For system expressions, this gives lower precision and
recall than the other variants. For the gold expressions, this gives almost the same results
as variant (2).

(2) performs better in (3) with F-scores of 0.667 and 0.678. For DT, this difference
is not significant (p-value of 0.205). For CD, however, we got a p-value of 0.046,
indicating significance with 5 % significance level. Once again, we will stress that
this change in fact represents very few pairs, and we should not make a generalised
conclusion out of this.

A more distinct change in the system run on gold expressions, is the large
difference in number of holders that our system has the potential to guess cor-
rectly. Even though we lose betweeen 56 and 88 holders by not selecting them as
holder candidates, our system performs almost equally well. Out of 2516 pairs,
88 is around 3.5 %, not a negligible fraction of the pairs. This indicates that by
narrowing down our classification problem, our system will perform better for
the pairs that it is classifying.
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5.10.3 Predicted versus gold expressions
If we now turn to the difference between running the system with gold and with
system expressions, we can compare these setups in table f.14.

As we showed in table 4.4 in Section [4, the intersection-based recall for this
was 44.1%. Immediately, it thus appears that the opinion holder classification
does a much better job with the expressions detected for the system, than with
gold expressions. For the question of opinion holder classification, however, we
will treat predicted expressions with any length in overlap to a gold expression
equally. Out of 2516 expressions, our opinion expression detection found 1357
expressions. If any overlapping expression was counted as a true positive, these
numbers would have given a recall of 53.9%. (This is a simplification that does not
consider two predicted expressions that overlap with one gold expression, which
should lower the true recall.)

So, simplified, since we depend on these results for the opinion holder classi-
fication with predicted expressions, this should give half as good results as run-
ning the classification with gold expressions. If we study the results in table j4.4
and compare the recalls for system expressions with the recalls for gold expres-
sions, the system recall is about 55% of the gold recall, which fits well with the
difference from opinion expression detection.

For the precision, a main factor for the difference is the different system and
gold expression spans for many expressions. Especially if the expression head
word is different, the features will be quite different. Both precision and recall
can be effected by these cases.

For a thorough analysis of the dependency representations, we will therefore
base our investigation on the system run with gold expressions.

5.10.4 Different challenges for different expression types

We have also broken down the results in expression types. In table f.16, we see
that there is a large variety between expression types. The direct-subjective ex-
pressions (DsE) and objective speech-events (0sE) give much better results than
expressive-subjectivity elements (EsE) for all dependency representations. Ac-
cording to Johansson and Moschitti (2013), extracting the opinion holder for ESEs
is more complex because the expression and the holder usually are not directly
connected syntactically or semantically. From the feature statistics in Section .,
especially table .8, we can confirm that the syntactic path between expression
and holder is more complex with ESEs than with the other dependency represen-
tations. We will look further into this in the error analysis.

Table f.16 also shows that for osE, there is almost no variation in performance
between the dependency representations. F-scores for all three dependency rep-
resentations were between 0.626. For both psE and osE, however, CD gives the
best performance, with F-scores of respectively 0.743 and 0.727.

These findings indicate that there are different challenges for different expres-
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Len. P R F

DSE 952 0.691 0.767  0.727
ESE 1107 0.579 0.601  0.590
OSE 457 0.687 0.770  0.726

DSE 952 0.692 0.762  0.725

ESE 1107 0.586 0.600  0.593
OSE 457 0.701 0.755  0.727

DSE 952 0.714 0.776  0.743
ESE 1107 0.596 0.607  0.601
OSE 457 0.690 0.767  0.727

Table 5.16: Development results broken down
on expression types. The system is run with
gold expressions with candidate selection vari-
ant (3). The ESE gives considerately worse per-
formance than DSE and OSE for all depen-
dency representations. CD provides the best
results for ESE, while SB gives the best results
for DSE and OSE.

sion types. The choice of the best dependency representation may thus rely on
which type of expression-holder pairs we want to classify.

5.11 ERROR ANALYSIS

To get a better understanding of how each experiment with different dependency
representations guesses incorrectly, we will look more closely into the errors in
the results for opinion holder classification. There are several possible ways to
define an error in this context.

A very strict criterion is to categorise all pairs where the gold and system
holder are not identical (in terms of their exact token spans) as errors. We could
also select a certain threshold in span coverage, and treat the cases where the
span coverage (for either c(h, h), c(ﬁ, h), or both) is lower than the threshold as
errors. A third variant is to only treat pairs with no overlap between the holder
and candidate as errors. In addition, an error analysis for holder candidates can
be separated into an error analysis on the pairs with internal holders (expressions
with explicit holders in the same sentence) and external (writer and implicit),
because they have separate sets of features.
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Criteria for error

Not identical Not overlapping

Not found with any experiment 818 542
Found only with DT 92 101
Found only with SB 99 99
Found only with CD 70 72
Found only with DT and SB 52 59
Found only with DT and CD 86 111
Found only with SB and CD 150 92
Found only with CD, DT, and SB 1149 1440
Total number of pairs 2516 2516

Table 5.17: Overview of errors. We compare two variants of error definitions,
and how they impact the performance of the different dependency represen-
tations. The second column shows the number of found expression-holder
pairs, if a gold holder h is identical to the proposed holder h. The last column
shows the number of overlaps where there is any overlap at all between the
gold and proposed holder

In table f.17, we give some statistics on the occurrences of errors, and compare
the first and third definition of an error, described above. Each row shows how
many pairs that are found only with the dependency representations mentioned.
The fifth row, for example, gives the counts for pairs found with DT and SB, but
not CD. As expected, there are several more cases of errors for the first than for
the third definition. An interesting difference is that while there are 150 holders
that are found with SB and CD, but not with DT, if we only count the cases where
the proposed and gold holder are identical, there are only 92 cases of this when
any overlap is counted as correctly guessed. This indicates that DT more often
gives a partial overlap. We will look more into this.

More generally, the numbers indicate that there are advantages and disadvan-
tages to every dependency representation. A problem with trying to draw general
conclusions out of this, is that we do not know if the problem is the dependency
representation itself or the performance of the parser with this dependency rep-
resentation (for this data set). Because the data set is not based on a treebank that
has been manually annotated for each of these dependency representations, we
can not be certain of this.

In Section .3, we presented some of the findings from Ivanova (2015). In the
context of error analysis, it is also of interest to look at the error analysis from
that work. There are some findings we can follow up in our further error analysis.
First, Ivanova (2015) states that for DT, the coordinating conjunction is especially
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Proposed holder to exp. Gold holder to exp.

Syntactic path ~ Count Syntactic path Count
DT
n/a (implicit) 212 n/a (w) 173
n/a (w) 94 n/a (implicit) 57
SB-HD* 63  AJ-HDN?T 13
SB-HDtHD-CMP{ 14 SB-HD* 9
HD-CMPTHDN-AJ* 7  SP-HDt 8
HDN-AJ4 5  NP-HDNt 7
AJ-HDN{ 4 HDN-AJ! 7
HD-CMPtHD-CMP4 4  SB-HDtCL-CLTMRK-NH! 6
SB
n/a (implicit) 207 n/a (w) 173
n/a (w) 98 n/a (implicit) 57
nsubjt 66  posst 15
pobjtprept 13 amod™ 11
nsubjtprepipobji 7  nsubjtconjl 8
nsubjtdobji 6 nnt 8
nsubjtccompi 5 nsubjt 8
nsubjpass?t 5 nsubjtccompl 7
CD
n/a (implicit) 214 n/a (w) 173
n/a (w) 92 n/a (implicit) 57
SBJ*t 60  NMODT 40
SBJTVC4 12 sBJt 11
PMOD+NMOD* 9  SBJTOBJ*T 7
NMOD{ 9 SBJTCOORD4CONJL 7
SBJTVCI0BJ4 5 NMOD4 7
SBJT0OBJ4 3 SBJTOBJ4 4

73

Table 5.18: The most common syntactic path from gold and proposed
holder to expression, for pairs where all dependency representations
have errors. In this table, we only count pairs where there is no over-
lap between the gold and proposed holder as errors. This will give a
total number of 542 pairs with errors.
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hard to parse. That DT uses the conjunction as head of the coordinated phrase,
has been shown to make it harder to parse with statistical parsers, compared to
dependency representations that use the first conjunct as head (Schwartz, Abend,
and Rappoport 2012)).

We will now go into some more detail. First, we will briefly discuss cases
where every dependency representation gave an error. Then we will look into
some cases where CD gave the highest performance, and finally we will investi-
gate cases where DT resulted in a partial overlap.

5.11.1  When all dependency representations guess incorrectly

As we see in table f.17, a majority of the errors are common for all dependency
representations. We will briefly discuss some of these. In table F.1§, we show the
most frequent syntactic paths from respectively the gold and system holder, and
their expression, in pairs where the system guessed incorrectly. We recall from
table that there are 542 cases of errors for all pairs for the error definition
that a pair shall be counted as an error if there is no overlap between gold and
proposed holder.

A common error is that the system often guesses incorrectly on the external
holders, writer and implicit. table shows that there are over 300 occurrences
for each of the dependency representations where the proposed holder is wrongly
given as either writer or implicit. This suggests that we probably could improve
the performance by tuning the system for merging the three classifiers. This is
outside the scope of this master’s thesis, but nevertheless an interesting question
for further research.

We also see that the system in too many cases guesses the subject, if it is syn-
tactically directly connected to the expression, as the opinion holder. Since about
1/3 of the holders are subjects that are directly linked from the expression, this is
not surprising.

5.11.2  When only CD classifies correctly

In Section p.1d, we saw that CD gave the best performance for the system run
with gold expressions. Although the differences are limited. we will investigate
some of the cases were DT classifies correctly, and SB and DT wrongly. First, we
will discuss the overview in table p.2d. These lists contains the most frequent syn-
tactic paths from the predicted holder and the gold holder to the holder opinion
expression for each dependency representation.

The difference in classification of implicit and writer is again interesting, and
from the background data, we also see that for all 22 gold holders that are writer
in this list, both DT and SB classify them as implicit. The exact same thing is
also the situation for implicit holder in the gold data. The differences between
the dependency representations when it comes to features for the classifiers for
implicit and writer, are small.
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/{HD—CMP]X HD-CMP
{Craner}(H1 (Hl/DSE) Can I talk about (...)
PRP
dep
(ROOT)

(a) Dependency representation for the sentence in example (§) in the DT (top)
and SB (bottom) formats.

= = e

{Craner}(Hl) (Hl/DSE) Can I talk about (...)
: PRP

(b) Dependency representation for the sentence in example (g) in the CD format.

Figure 5.6: Reported speech constructions: DT and SB choose the holder as root of the
sentence and CD chooses the auxiliary verb.

Further, as we see the third line for CD in table f.2d, there are two cases where
the syntactic path from opinion holder to opinion expression is P{. One of these
cases is the sentence in example (g).

(8) {Craner} ) [:]ypse) Can I talk about tangible advances in particular coun-
tries?

As described in Section B.1, some of the data in MPQAa is question-answering.
The sentence in example (§) is retrieved from that part of the corpus, and consists
of a reported speech construction. We see that the colon is the opinion expres-
sion. This is somewhat unusual, but not unique in MpQa. Out of 197 colons in
the development set, 31 are annotated as an opinion expression. In table f.19, we
see that performance levels for these occurrences are quite different for the three
dependency representations, CD finds the most, 27 of the 31, while DT only finds
19.

In figure f.6, we see dependency graphs for the sentence in example (§) in the
three representations. We see that this sentence is difficult to parse. CD chooses
‘Cant’ as root, while both DT and SB choose ‘Craner’ as root. The best choice of
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DT SB CD

Holder found 19 25 27
Holder not found 12 6 4

Table 5.19: Holders found for opinion ex-
pressions that consist of a single colon.

root, at least from our perspective, would be the colon. The choices of root proba-
bly lead to somewhat strange constructions. With CD, ‘Can’ has two subjects. For
DT, there is very little information in the dependency graph, most of the edges
are labelled HD-CMP (i.e. as complements, which is the DT analysis of inverted
subjects), and no edge is labelled as subject. For DT and SB, that the root is the
opinion holder, is probably having an impact on the classification task.

As we see in table .17, there are 72 occurrences where DT is the only depen-
dency representation that classifies the holder correctly. Out of these pairs, 30
have external holder and therefore no syntactic path between the holder and the
opinion expression. For 28 pairs, there is only one occurrence of the syntactic path
in the development set. That means, for most of the errors in the cases with inter-
nal errors, the syntactic paths between the gold holder and opinion expression are
uncommon. In example (), we see an example of this. (The parenthesis denotes
for which dependency representation the phrases enclosed in curly brackets is
proposed.)

(9)  {The report on India}gela/cp), for instance, is more than 100 pages long and
[painstakingly lists]psg) incidents of rights violation across the country both
by {{the government}pr) and terrorist, militant, and subversive groups}sp).

In figure f.7d, we can see an excerpt of the grammatical analysis with each of
the three dependency representations. This will give the following syntactic paths:

o SB-HDTCL-CLTMRK-NH{ (DT)

« nsubjTccompi (SB)

« SBJTCOORDICONJY (CD)

We see that even though “The report on India’ is recognised as a subject in all
dependency representations, only CD predicts this as the opinion holder.

What makes this an interesting case, is the difference in the treatment of the
conjunction, which we discussed in Section p.3.2. We see that there are three dif-
ferent strategies here: DT chooses the conjunction as root, SB lets the coordinat-
ing conjunction be a leaf node, and CD has the first conjunct as head and second
conjunct as daughter.
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Proposed holder to exp. Gold holder to exp.

Syntactic path Count Syntactic path Count
DT

n/a (implicit) 25 n/a () 22
n/a (w) 13 n/a (implicit) 8
SB-HDTHD-CMP4 4  HD-CMPtHDN-AJ?T 2
SB-HDt 2  SB-HDTHD-CMP! 2
HD-CMPtHD-CMP{HD-CMP4 1 HD-CMPTHDN-AJ+N-HDN{ 1
HD-CMP1+HD-CMP1tHD-CMPtHD-CMPt 1 HDN-AJL 1
HD-CMPTHDN-AJ (..) HD-CMP1THD-CMP* 1 HD-CMP1THD-AJ1 (..) HD-CMP1THD-CMP* 1
SB

n/a (implicit) 23 n/a (W) 22
n/a (w) 12 n/a (implicit) 8
nsubjt 4 pobjtprept 7
dobjt 2  puncttpuncti 2
nsubjTpunctl 2 nsubjtxcompt 2
nsubjTxcomp! 2 punctd 2
pobjtpreptdobjt 1  pobjtpreptamodi 1
CD

n/a (w) 22 n/a (w) 22
n/a (implicit) 8 n/a (implicit) 8
Pl 4 P4 4
PMODTLGS* 2  PMODTLGStT 2
SBJ* 2 SBJTOBJ4 2
PMOD+NMOD* 2  SBJt 2
SBJT0BJ4 2  PMODTNMODt 2

Table 5.20: The most common syntactic paths when the holder is only found by CD. There are a total

number of
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[ROOT)
(CL-CL]
(SB-HD} (MRK-NH]}
ﬂ A] HD HD CMP

{The report} (...) is (...) long and [ palnstaklngly hsts 1nc1dents( 2

DT NN VBZ RB CC VBZ NNS
\~.// ! dobj
nsub con
(advmod]
ROOT

(a) Dependency representation for the sentence in example () in the DT (top) and SB
(bottom) formats.

{The report} (...) is ...) long and [palnstaklngly lists] incidents (...)
VBZ NNS

(b) Dependency representation for the sentence in example (fg) in the CD format.

Figure 5.7: Conjunctions: Three different strategies. In DT, the conjunction is the root of
the sentence, and the first and second conjunct daughters. With SB, both the conjunction
and the second conjunct are daughters of the first conjunct. CD has a third strategy: the
conjunction is the daughter of the first conjunct and head of the second.

5.11.3 Partial overlap with DT

Last in this error analysis, we will show an example of partial overlap. In the de-
velopment set, there are 18 occurrences where DT only finds a part of the gold
holder because the coordinating conjunction is head of the phrase. In figure f.§
we see one example of this. This example also shows another problem occurring
with DT. If the period mark at the end of the sentence is a part of the subtree of a
holder candidate, this punctuation mark will (with our chosen holder candidate
heuristic) become a part of the proposed holder. This shows that the holder can-
didate selection is not suitable sensitive to the specific analysis of punctuation in
DT.

5.11.4 Summarised
During the error analysis, we have seen that a large number of errors occur in-
dependent of dependency representation. This holds in particular for the exter-
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SP HD

[ [—(A] HDN% /{HDN AJ}\‘ /{MRK NH}\ /{PUNCT}\‘

(...) the [friendly relations[psg) between {Caracas and Washington}cou) -(o1)

Figure 5.8: Partial overlap with DT. The gold holder, ‘Caracas and Washington’is in curly
brackets and the proposed holder, “‘Washington ! in italic.

nal holders (implicit/writer). For the system in general, there are several possible
ways to increase the performance. First, an improvement (tuning) of the algo-
rithm for selection of holders from the classifiers for implicit, writer and internal
holder, is something that could have large impact on the performance.

Second, we have seen some examples of disadvantages. Some of these could
probably be avoided with improved heuristics for selection of holder candidates,
and expansion of holders from a holder candidate. An example of a rule for the
expansion, is to omit the period mark at the end of a sentence when expanding a
holder candidate.

We have also seen an example that constitutes a more difficult problem to
overcome. CD seems to have an advantage when it comes to treatment of colon
in reported speech constructions and coordination structures.

Nevertheless, we can not from our experiments definitely recommend a single
dependency representation. As we clearly have seen in table f.17, there are obvi-
ously advantages and disadvantages of every dependency representation when it
comes to opinion holder classification.

5.12 HELD-OUT RESULTS

Finally, we run the system with the held-out test set. First, we will compare our
results with those of Johansson and Moschitti (2013), before we review the per-
formance of our system run with gold expressions.

5.12.1  Comparison to Johansson & Moscitti

In table f.21, we see that both precision and recall are distinctly higher in Johans-
son and Moschitti (2013) than in our system. This is somewhat surprising, because
the systems are very similar. The dependency parser, the feature set and the clas-
sifier are equal. There are some possible differences. First, the difference between
the systems in opinion expression detection is going to have an impact also on the
performance for opinion holder classification. Second, in our system for evalua-
tion, we have made several choices, especially in terms of counting the number
of system/gold pairs which may be different. Third, the heuristics for selecting
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Parser P R F
Johansson and Moscitti LTH SRL 0.577 0.453  0.508
With semantic features LTH SRL 0.551  0.405 0.467
W/o semantic features LTH SRL 0550 0405 0467

W/o semantic features  Bohnet & Nivre (CD) 0.550 0.405 0.467
“Run with the setting (2) described in Section

Table 5.21: Heldout: Comparison to Johansson & Moscitti

Held-out set Development set
P R F p? P R F
DT 0.647 0.682 0.664 <0.01 0.641 0.695 0.667
SB 0.668 0.704 0.686 0.647 0.689  0.667

CD 0.657 0.687 0.672 <0.01 0.658 0.700 0.678
? Pairwise test between SB and respectively DT and CD. See Section [.8.3.

Table s5.22: Held-out test. Holder candidate selection, variant (3).

between the three classifiers (internal, ‘w’ and ‘implicit’) may also give different
results. We also see that the performance with Bohnet & Nivre is equal to the
performance of LTH SRL.

5.12.2  Heldout run with gold expressions.

Running the system on the held-out test set, gives some different results. First,
we see that the SB format now gives the best performance. In contrast to earlier
significance tests, the difference in results with the held-out test set is also statis-
tically significant, with a p-value below 0.01.

This supports our earlier findings. Because there are different challenges for
different dependency representations, the performance of each dependency rep-
resentation is sensitive to the choice of data set.

Even though the difference is significant, the difference is not very large. A
change in system, for example a slightly different method for holder candidate
selection, could affect the performance differently.

With these final results, we will in the next chapter draw the general conclusion

for our work. We will summarise each part of our thesis and outline the most
important insights we have made, before we points out directions for future work
for fine-grained opinion analysis.



Chapter 6

Conclusion

In this work, we have investigated the effect of different syntactic dependency
representations through experimental evaluation in the task of fine-grained opin-
ion analysis. In order to do so we have implemented a system for opinion analysis
which performs the sub-tasks of opinion expression detection and opinion holder
classification.

We wanted to create a flexible system, that lets us experiment with the MmpQa
dataset and a variety of linguistic analysis tools and target representations. Fur-
ther, we wanted to see to what degree the empirical results of Johansson and
Moschitti (2013) could be replicated with an abstractly equivalent, but techni-
cally slightly different ensemble of syntactic-semantic pre-processors and ma-
chine learning techniques. Finally, we wanted to use our system to investigate
the effects, if any, that can be observed on the sub-task of opinion holder classifi-
cation when using different types of representations for syntactic analysis.

We gave an overview of the topic of opinion analysis in Chapter B, and dis-
cussed the previous works on fine-grained opinion analysis from Choi, Breck, and
Cardie (2006) and Johansson and Moschitti (2013). Further, we provided the nec-
essary background for grammatical analysis. In Chapter f, we described a number
of third party tools and data sources needed in order to build the system, in ad-
dition to the evaluation metrics we used in the system. In Chapter |4, we detailed
the first sub-task in our system: opinion expression detection. We chose to solve
this as a sequence labelling task. Finally, in Chapter f, we described the main sub-
task, where we were going to perform the comparison between the dependency
representations.

During our work, we have gathered several insights, which we in the following
will present.

81
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BUILDING A FLEXIBLE ENVIRONMENT FOR EXPERIMENTATION

During the implementation of our system, we have come across several issues
which were not clearly described in previous work and where we had to make
non-trivial choices and subsequently implement these. On this regard, our project
may serve as an in-depth clarification and validation of the overall design choices
made by Johansson and Moschitti (2013).

How to treat overlapping expressions with intersection-based precision and recall
Because the system for opinion expression detection was solved as a sequence
labelling task, it was not possible to handle overlapping expressions. That meant,
we needed to omit overlapping expressions from the training and testing files.
In order for our system to include these ignored expressions, we presented in
Section .6 a method for including expressions in the evaluation.

Heuristics for holder candidate selection

In Section .5, we discussed the importance of holder candidate selection. We saw
that the heuristics we chose in holder candidate selection had a large impact on
the number of opinion holders we could possibly classify. We therefore investi-
gated this topic further, by performing a set of experiments using three slightly
different heuristics. We learned from these experiments that the best choice of
heuristics was dependent on the syntactic representations.

Significance testing for intersection-based precision and recall

For hypothesis testing of the intersection-based precision and recall, we needed to
select a measure that does not assume normal distribution. We adapted a boot-
strapping test, which is a group of flexible significance tests, that estimates the
normal distribution by the means of resampling.

System for error analysis

In order to create an overview over errors, retrieve examples that could be of
interest, and compare the system run with different pre-processing tools and
other settings, we created a system for error analysis. This system compares each
expression-holder pair across different system outputs, and lets us interactively
compare different features, retrieve lists of common errors, and print out lists of
interesting sentences.

COMPARISON OF DEPENDENCY REPRESENTATIONS

The main part of our project was aimed at comparison of different dependency
representations in the task of opinion holder classification.
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There are advantages and disadvantages for every dependency representations

The difference in performance between the dependency representations, when
running the system on the development set, was not significant. In the error
analysis overview in Section F.10.4, we saw that in most cases when a pair was
not found, that this was equal for both DT, SB or CD. There were also, for all
dependency representations, a notable number of pairs where each dependency
representation performed better than one or two of the other dependency repre-
sentations.

The heuristics for selection of holder candidates affects dependency representations
differently

In Section F.10.2, we saw that the choice of heuristics for holder candidate selec-
tion affected the performance differently, dependending on the choice of depen-
dency representation. This indicates that the heuristics for candidate selection
can be tuned to the chosen dependency representation.

There are specific problems for DT and SB when it comes to the treatment of reported
speech constructions

A grammatical structure, where CD outperformed the other dependency repre-
sentations was presented in Section p.11.2. We saw that the reported speech con-
structions with a colon was treated differently across the dependency representa-
tions, and in the context of opinion holder classification, the analysis made with
CD gave better results.

The usage of conjunction as head for a coordination, may be a disadvantage for DT
In Section f.11.3, we gave an example of how the choice of the conjunction as
head of a coordination in DT leads to a choice of holder candidate that made
it impossible to cover the whole opinion holder. This, again, suggests that the
heuristics for holder candidate selection should be adjusted, when representing
the syntactic structure with DT.

6.1 IMPROVING THE SYSTEM

For opinion expression detection, we did not aim to improve the state of the art.
Our system here, was mainly constructed to have a complete pipeline for opinion
holder classification. We chose to build a system for opinion expression detection
similar to the baseline in the work of Johansson and Moschitti (2013). Their pro-
posed system, using reranking and syntactic and semantic information, which
we reviewed in Section p.2.2, we will still consider the state of the art. This work
showed that the use of syntactic and semantic information also improved this
sub-task. We believe that an attempt to improve opinion expression detection,
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should build further upon this.

For opinion holder classification, we summarised some possible improve-
ments at the end of Chapter f. One challenge in our system was how to merge
the output from three different classifiers. Because we had separate classifiers for
the external holders (writer and implicit) in addition to the classifier for internal
holders, we needed to use a heuristic in order to select the output from each of
these three classifiers. We saw in the error analysis in Section .11, that an im-
provement here could have a large positive impact on the performance.

As discussed earlier, we have also seen that there is a possible gain from adapt-
ing the holder candidate selection heuristics to the dependency representation.
For DT, two examples are to include coordinating conjunctions as holder candi-
date, and to omit the period mark at the end of a sentence when expanding the
holder candidate.

We have also seen indications in the error statistics in Chapter f that there is
some degree of complementarity between the dependency representations. There
may be a possible gain to combine the information from multiple representations.
For example by using features from two or three representations, one could hope
to combine the strong points of multiple representations, i.e. via increased recall.

6.2 FUTURE WORK

The latest version of MPQAa, was released in December 2015 (Deng and Wiebe
2015). This version of the corpus is expanded with information about the target of
opinion. This makes it possible to expand a system for fine-grained opinion anal-
ysis to also include target of opinion. As discussed in Section p.1.1, the methods
of classifying targets are similar to the methods we have used for opinion holder
classification. It will be an interesting task to extend our system and perform a
similar comparison for target classification.

In future comparisons, Universal Dependencies (UD) (De Marnefte et al. 2o14;
Nivre 2015), the new emerging standard for dependency representations, should
be included.

In addition, investigating how to create more refined heuristics for candidate
selection and for merging of the output from the different classifiers are tasks that
could improve the performance of both opinion holder and opinion target classi-
fication. Another issue to investigate further the advantages of each dependency
representation. The held-out results shows that we should consider cases where
SB performs better than the other.

Finally, we could decide on a dependency representation, and tune both holder
candidate selection and heuristics for the merging of external/internal holders, in
order to try to improve the state of the art in this field.
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