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ABSTRACT 

In situations without nuisance parameters it is known 
that undei· certain assumptions that confidence sets based 
upon the likelihood function are unbiased. It is shown 
how this result can be used to prove the unbiasedness of 
certain modified likelihood ratio tests and likelihood 
ratio confidence sets. 
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1. INTRODUCTION 

Let X be a random variable with probability density f(x,e) • 

The parameter e belongs to a set 0 • In a recent paper the author 

(1971) has studied confidence sets based upon the likelihood function. 

The sets are of the form 

s(x) {e • f(x(e) > l = · sup f x ,e ) - 0 
' 

e 
where c is the largest c such that 

( 1 ) 

From the confidence sets we can also easily derive a test of the 

hypothesis 

H 8 = 8
0 

against 8 ~ 8
0 

; 

the test rejects if 9
0 

f S(x) • Then the probability of a false 

rejection is 

P8 {8 f S(X)} <c. • 
0 0 

The author (1971) has shown that under certain assumptions the 

confidence sets (1) are unbiased. Then the test which rejects H 

when 8
0 

¢ S(x) is also unbiased, 

In this paper we shall consider the si tuaM.on where the distri

bution of X depends upon two parameters 8 and 11 , where 11 is 

a nuisance parameter. Suppose that there exists a statistics Y(X) 

with density g(y,e) (with respect to a measure~) which depends 

only upon 8 and not upon 11 • Then 9 .from the likelihood function 

g(y,e), we can construct confidence sets of the form 

T(y) = le~ g(y(e) > cl 
l sup g y,e) - • 

8 

Under the following assumptions A 1-3 (see Spj0tvoll (1971)) the 

confidence sets T(y) are unbiased. 
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A 1. 0 is a separable topological space. 

A 2. g(y,e) is continuous in 8 for ally • 

A 3. The family of densities \g(y,e) : eEol is invariant 

under a group G of measurable transformations, of the sample space 

and ~ is absolutely continuous with respect to ~g- 1 for all gEG • 

Furthermore, the induced group G of transformations of 0 is trans

itive over 0 , and the transformations g EG are continuous. 

2. CONFIDENCE SETS FOR UNKNOWN VARIANCES 

Let the variables X .. ' lJ 
independent with normal distributions, where EX .. = f.l. and lJ l 

be 

2 . 2 2 Var X. J. = cr . • The parameters of ln teres t are cr 1 , ••• ,cr To 
l l . r 

find a confidence set for consider the variables 

where 

ni 

x. l 

The joint 

r 
n 

i=1 

N. 
1 l 2 

L: (X .. -X.) 
ni j=1 lJ l 

= N.-1 l 

1 
Ni 

= 
Ni 

I: X .. 
j=1 lJ 

distribution of s1, ••• ,sr is proportional to 

in.-1 -n. 2 
l s . l cr . l exp ( -~-n. s. /cr . ) } • l l l l l (2) 

A 1-3 are satisfied with G a group of scale changes for each 

variable s. • 
l 

for the values 
.... 2 
0 i = si 

The maximum of (2) w. r. t. cr 1 ' • • • ,a r is attained 

i = 1 , ••• ,r • 
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The value of the maximum is proportional to 

The 

r 
TI 

i=1 

ratio 

r 
TI 

i=1 

C1 -1 
oi • 

of (2) to (3) is 

;,n 
exp(-in.s./a. 2)l l (s. Ia. 2 ) 

2 
.i • J. J. J. J. J. 

(3) 

It follows from the results of Section 1 that the confidence region 

is unbiased. 

r 
TI 

i=1 

Next~ consider a confidence region for ratios of the 

Introduce the variables 

s. 
T J. 
''i = sr i = 1 , ••• , r-1 • 

a. - s • 
J. 

The joint density of T1 ~ ••• ,Tr_1 is found to be proportional to 

where 

r-1 in.-1 -in. r-1 
( TI ti J. y i J.) ( ~ 
i=1 i=1 

2 cr. 
J. 

:t" r -zL.o. 1n. 
) 

J.- J. n.t./y.+n -
J.J. J. r 

Y i = a 2 i = 1 , ••• ,r-1 • 
r 

(4) 

A 1-3 are again satisfied with G a group of scale changes for each 

variable Ti • The maximWl1 of (4) w. r. t. y1 , ••• ,yr-i takes place 

for the values YA. = t., i=1, ••• ,r-1 , and the maximum is proportio-
J. J. 

nal to 

(5) 

The ratio of (4) to (5) is 
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The confidence region 

l ( Y 1 ' • • • 9 Y r-1 ) 

is unbiased, 

The test which rejects the hypothesis v1= ••• =Yr_ 1 = 1 when 

L(t1 , ••• ,tr_1 ,1, ••• ,1) <constant is also unbiased. We have 

r-1 in. r-1 -ti:. r1ni 
L(t1 , ••• ,tr_1 ,1,. •• ,1)=( IT t

1
. 

1
)( I: n.t.+n) l= .

1 
. 1 11 r 

l= l= 

which also can be written in the form 

r 
( IT 
i=1 

i 2n. r 
s.'J·)(l::: 

l . 1 l= 

, 

Hence the test obtained is Bartlett's (1937) test for testing equali-

ty of variances. The result that Bartlett's test is unbiased is not 

new, it was proved by Pitman (1939) using a different method. 

3. CONFIDE:tWE SET FOR AN UNKNO\ITN COV .A.RIANCE MATRIX 

Let px·J vectors x1 , ••• ,XN , (N > p), be a random sample from 

a multivariate normal distribution N(~-t,L::) where both 1J. and I: 

are unknown. Consider the problem to find tests and confidence sets 

for 2::: It is natural to start with the density of 

N 
s = L. (X. -X) (X. -X) 1 

. 1 l J. l== 

where = ,.-1 N X = }, 2:::. 
1 

X. a 
l== l 

The distribution of is a Wishart distribution with n = N-1 

degrees of freedom and covariance matrix 2::: , hence the density is 

proportional to 

( 6) 

The maximt® of (6) w. r. t. ~ -- n-1 s occurs for L. (see, e.g., 

Anderson (1958) pp 46-47), and the maximum is proportional to 

lS\-i(p+1) (7) 
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The ratio of (6) to (7) is 

L ( S , ~) = IS~ - 1 lin exp { -i tr (I: - 1 S) l . 
A 1-3 are satisfied with G the group of all transformations CSC' 

oi' S where 0 is a nonsingular matrix. lul unbiased confidence 

region for E is given by 

{E : I1(S ,I:) 2: constant! , 

and an unbiased test of the hypothesis 

H : E = E
0 

against I: f ~ 0 
is given by rejecting H when 

L(S,E
0

) < constant (8) 

Sugiura and Nagao (1968, pp 1686-88) proved the unbiasedness of the 

test (8) by a different method using a generalization of Pitman's 

(1939) technique. 

4. JOINT CONFIDENCE SET FOR THE MEAN VECTOR AND THE COVARIANCE MATRIX 

If we want joint tests and confidence regions for both 1-1 and 

E , we can start with the joint density of x
1

, ••• ,XN which is 

proportional to 

The maximum of (9) w. r. t. 

t = N- 1 S • 

and occur for 

The maximmn of (9) is then proportional to 

lSI-iN • 

The ratio of (9) to (10) is 

" -x 1-1 = 

L(X,S,I:,I-1) = fsz.:- 1 1iN exp{-itr(sz.:- 1+N(X-Il)(X-I-l)'l • 

(9) 

and 

( 10) 

A 1-3 are satisfied with G a group of translations of X and 

transformations CSC' of S • The unbiased confidence region for 

1-1 ancl E , and the unbiased test for the hypothesis 1-1 = ~J-,0 and 
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= 2:: 0 
is found in the usual way. The results agree with those of 

Sugiura and Nagao (1968 9 pp 1691-92) where a dj.ffcrent method of 

proof is used. 

5. THE TEST FOR SPHERICITY 

Consider again the example of Section 3. We shall derive a 

confidence region for the ratios 

() .. 
..::ll 

Yij = cr11 • 

Let Sij be the (i,j)-th element of S 9 and introduce the vari-

ables 

Let T be the pxp matrix with elements Tij • The joint density 

of the is proportional to 

Integrating over s 11 the density of T is found to be proportional 

to 

Let /:::, be the matrix with elements Yij • 

161-~-niTI~(n-p- 1 ) ltr(T~:::,- 1 )l-~(np) • 

( 11 ) 

Then (11) can be written 

( 12) 

Using methods analogous to .Anderson (1957, pp 46~47) it is found that 

the maximum of (12) takes place for D. = T • The maximum is then 

proportional to 

ITI-~(p+1) • ( 13) 

The ratio of (12) to (13) is 

L(T,6) = ITt>- 1 1~11 {tr(Tt>- 1 )\--~(np). 
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A 1-3 are satisfied with the group of transformation that G in 

Section 3 induces on the space of matrices T • 

The confidence region 1:::. based upon L(T,A) is therefore un

biased. 

The hypothesis of sphericity 

H : E = a 2I for some a 2 , against E ~ a 2I 

is equivalent to 

H' 0 A = I against !::. ~ I . • 

An unbiased test of H' .is given by rejecting when 
1. T) --~·(np) ITI-zn (tr < constant. 

Using the relationship between T and S (14) can be written 

ISI~n (tr s)-~·(np) <constant. 

( 14) 

( 15) 

The unbiasedness of the· test ( 15) was first provec1 by Gleser ( 1966) ~ 

m1d later by Sugiura and Nagao (1968, pp 1681-1691). The technique 

used in this paper is different from both the earlier ones. 
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